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Production Concepts for Inductive Power Transfer Systems
for Vehicles
Alexander Kuehl * , Maximilian Kneidl, Johannes Seefried, Michael Masuch , Michael Weigelt and Joerg Franke

Institute FAPS, Friedrich-Alexander-Universität Erlangen-Nürnberg, 91058 Erlangen, Germany
* Correspondence: alexander.kuehl@faps.fau.de

Abstract: The option of wireless energy transmission in electric vehicles can become the main market
driver for electric vehicles due to its distinct advantages, such as range, weight, or costs, over conven-
tional conductive charging solutions. In addition to the great potential, which different research work
and realized systems have already shown, there are new requirements for the associated production
networks in the automotive industry which must be addressed at an early stage. Furthermore, no
solutions currently exist for the industrial production of these components. This paper presents the
main components for the feasibility of wireless power transmission in electric vehicles. In addition,
the required value chains and processes for the new components of the inductive power transfer
systems, and the final assembly for induction coils, which has been developed at the FAU, will be
presented. These include the developing of a winding process on a 15-axis special machine, ultrasonic
crimping of the litz wire ends, and vacuum potting.

Keywords: charging automation; electric vehicles (EVs); wireless charging; wireless power transfer
(WPT); production; automation; inductive power transfer (IPT); manufacturing

1. Introduction

Over the past years, electro mobility has become an important topic in emission free
transportation plans. In combination with renewable energies, it is even possible to keep
vehicles carbon neutral. These advantages have triggered the interest in electric vehicles
in recent years, but the technology has always been expensive. Significant factors leading
to low user acceptance include the large and expensive batteries in short-range vehicles
and slow charging solutions. Wireless power transfer (WPT) is focused on solving these
current problems, such as the inconvenient plug-in charging process. Modern systems
have already demonstrated the potentials of wireless energy transfer in cars [1,2]. However,
there are currently no solutions for the industrial production of these components.

Within this paper the results of a feasibility study of contactless charging will be
introduced, followed by the production processes for inductive power transfer (IPT) sys-
tems as well as automation concepts, which have been developed at the Institute for Fac-
tory Automation and Production Systems (FAPS) of the Friedrich-Alexander-Universität
Erlangen-Nürnberg (FAU).

2. Components and Types of Wireless Power Transfer

The idea of wireless power transfer has existed since the late 19th century [3]. Currently,
a variety of different systems exists with transmitting powers from 100 W (e.g., mobile
phones) up to 105 W to supply power into electrical trains.

Particularly in the field of medical and consumer products, WPT systems are proven
and widely used. Aboutfifty years ago, the first WPT artificial implanted heart have been
published [4]. At the end of the 1970s, WPT charged electric toothbrushes [5] kicked off the
success story of wireless power transfer in the consumer industry. The integration in the
industrial production was triggered in the 1990s by automated guided vehicles (AGV), of
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which wireless charging was an improvement because of its greater robustness and lower
maintenance [6].

WPT systems for electric vehicles (EV) have been a logical extension of this. They have
already existed in research projects since the 1970s [7] and have spurred new interest as
recent improvements in material and power electronics have arisen. In a direct comparison,
automotive applications have requirements that are more stringent in the points of air gaps,
power level and power density as well as safety (several nations have defined safety limits,
values and zones for the electromagnetic field, e.g.,), compared to AGV applications [6].
In 2021, Momentum Dynamics issued a declaration of CE conformity for its up to 300 kW
wireless charging solutions [8].

2.1. WPT Technologies

The use cases of wireless charging are listed in Table 1:

Table 1. Different WPT technologies for EVs [9].

Stationary WPT Semi-Dynamic WPT Dynamic WPT

Power rates 3.7–22 kW 3.7–22 kW >20 kW

Examples Home, job or
shopping center

Traffic lights, taxi ranks,
bus stations

Along gas
stations, on
motorways

Charging lanes
on motorways

2.1.1. Stationary Charging

Private vehicles are usually stationary objects. The typical daily drive time of a private
car in Germany is 32 min, and most trips are shorter than 40 km (~25 mi) [10]. Average
European distances are half as long as in the USA [11]. Therefore, charging with about
3.7 kW for vehicles with approximately 20 kWh energy storage capacity are sufficient. EV
drivers, who do not have the possibility to charge their own equipment, depend on public
charging infrastructure solutions. To promote socio-economic acceptance of electromobility,
the range has to grow, while charging times have to be reduced by the use of fast charging
batteries and charging stations. Otherwise, public infrastructure must be profitable and
integrable [12].

2.1.2. Semi Dynamic Charging

A further step is charging in idle positions or slow-driving sections, e.g., taxi stands,
traffic light or traffic-calmed sectors, where conductive charging is ineffectual because of
the short cycles. These sections can be equipped with switched IPT pads, which are enabled
when the vehicles of customers cross these pads. The technology enables energy transfer
in cars during waiting periods of conventional urban driving profiles. The benefits are
higher ranges and no need of special charging points. Besides economic problems such
as higher installation and maintenance costs compared to home based technology, new
traffic scenarios have to be researched, evaluated, defined and coordinated with transport
authorities [13,14].

2.1.3. Dynamic Charging

The next, more holistic step is supplying vehicles with energy while driving at cruising
speed, which eliminates problems like limited range and therefore allows a reduction of
battery capacity.

The first major academic project was coordinated by the “Partners for Advanced
Transit and Highways” (PATH), led by UC Berkeley [7]. The consortium equipped an
electric bus with a pickup system and used a street with a track system (see Figure 1).
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Figure 1. Roadway track system of the KAIST project.

The results of the project have proven that inductive charging while driving is techni-
cally working but limited to materials and electronics that have been available at this time.
However, the costs of the installation and maintenance of infrastructure must be reduced.
Within the last decades many other test tracks have been installed, such as by the KAIST
in South Korea for buses, by Bombardier in Germany for tramways, or by Electreon in
Sweden and Germany for trucks [15–17].

Nevertheless, there have been no efforts to industrialize the production of the compo-
nents of this technology and their integration into traffic routes.

2.2. Components of WPT

A WPT system in the variant of IPT consists of a primary and a secondary coil, as well
as the associated power electronics and sensors. The primary system delivers the energy
and might be installed in the infrastructure (see Figure 1). The secondary system receives
the energy to supply the vehicle and is shown in Figure 2. The main components are the
coil and the ferrite blocks, which are insulated by a resin as well as the connection cable.
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Figure 2. Composition of an IPT module.

Depending on the type of use, charging pads have different coil designs, which
result in different production challenges. To give some examples, there are single-sided
and double-sided pad structures with e.g., circular, solenoid, H-formed, D-formed, and
DDQ-formed coil designs [18,19].

3. Feasibility of Contactless Charging of EVs

According to the state of the art, several hundred kW have already been transferred to
moving vehicle systems (see Figure 3) under certain conditions. At a distance of 17 cm, the
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South Korean consortium OLEV (On-line Electric Vehicle) has already been shown to have
an efficiency of more than 71% at 17 kW, according to official figures. The first test systems
established were able to comply with the ICNIRP limit recommendations of 6.25 µT in the
relevant areas around the vehicle [15].
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Further research is needed, among other things, to increase efficiency and reduce
vehicle and infrastructure costs, on the one hand through innovative energy transmission
topologies and, on the other hand, through the efficient production and integration of these
systems in vehicles and on the road. In particular, automated manufacturing processes are
needed to reduce system costs, as very high relative costs are created in the initial migration
stages to refinance the infrastructure.

4. Production Concepts for Inductive Power Transfer Pads

The current state of IPT pad production is characterized by small lot sizes and manual
work. This often results in fluctuations of quality, which can induce lower power transfer
efficiency, damage, or reduced service life expectancy. On the other hand, a higher demand
leads to higher lot sizes and automated processes. In the following chapter, process chains
will be explained and suitable processes shown.

4.1. Process Chain for IPT Pads

Charging pads consist of different components and materials which are manufactured,
handled, and assembled in several production steps (Figure 4 (right)). The first step is the
preproduction of the base parts and the housing. The functions of these parts are to position
coils, electronics, and ferrites and to encapsulate the system (mechanically, chemically,
thermal, etc.).

The following steps (winding and contacting of the high-frequency (HF) litz wires)
will be discussed in Sections 4.2 and 4.3.

In another step, the mentioned ferrites and electronic packages must be assembled.
The challenges of this production step include the careful handling and most precise
dropping of the ferrites, which have tight tolerances, because the position influences the
magnetic field.

With rapidly increasing demand for solutions for wireless charging systems, adaptive
value chains with a gradually increasing degree of automation have to be created. To
reach short cycle times, it is important to process a wide variety of materials safely and
with high process stability. The multitude of fields of action for wireless charging systems
from a production and material perspective also requires interdisciplinary manufacturing
process development. With an initially low level of integration of the electronics in the
charging modules, partial pre-assembly and separate delivery of the individual components
(coil module, compensation, rectification, etc.) may be necessary, which is accompanied
by complex final assembly. Since, above all, the logistics processes and the associated
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costs have a significant influence on the further design of the modules, a higher level
of integration is to be aimed at in later stages of development. It is also conceivable to
integrate the systems into the battery modules, which for reasons of logistics (costs and
safety of transport) tend to be produced very close to the final assembly plants.
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Additional advantages arise in the case of integration of the electronics close to the
target site by minimizing the high-voltage cabling expenditure and the synergetic use
of already integrated cooling concepts to be able to ensure the required heat dissipation,
especially in higher performance systems.

In the case of highly automated processing and handling of magnetic field guidance
materials, e.g., ferrites, the risk of breakage of the brittle material must be considered.
In addition to the development and construction of suitable litz-wire laying techniques
for optimized winding patterns for better heat dissipation, methods for process-stable,
large-series-capable contacting of the several hundred individual wires are to be developed
for the high-frequency strands used. Current methods of thermal stripping and contacting
via tin baths are not suitable for large series and automotive applications. For the following
processes, appropriate buffer systems must be used to meet the required conditions for the
curing process of insulation and potting materials and to ensure an approximately constant
flow of the material.

In the vehicle final assembly plant, the charging modules are installed in the underbody
of the vehicle. At present, there are no vehicle concepts that have been completely designed
for a contactless charging option, especially with regard to the body structures including
the battery module in the underbody area. Optimal integration, ideally in the center
of the underbody to ensure interoperability between vehicle models while preserving
mechanical, electrical, chemical and thermal boundary conditions, will only be possible in
future generations of vehicles.

Within the next sections, the focus of the IPT pad production will be set on the winding,
contacting and insulating technologies of HF litz wires.

4.2. Winding Technologies

The difficulty in automated production of coils is represented by the various coil parameters.
Particularly worthy of mention here are the 3D contour, the structure as a multi-coil

system, multipole coils, systems with several HF-litz wires, the winding distance, various
radii, winding tolerances, wire intersections and the positioning of the coil ends.

5



Energies 2022, 15, 7911

4.2.1. Processing of HF-Litz Wires

The starting point is the use of already stranded wires. The supply path of the strands
begins with the supply from storage reels or ones that are cut-to-length. The strands are
then pulled through the feeder via a position measuring system and the dancing roll and
are then guided to the placement point via guide rollers and the gripper.

4.2.2. Stabilization of Coils

Complex coil constructions have to be inherently stable for several reasons: stability
facilitates logistics (e.g., transport of preformed coils from the winding machine to assembly
in the housing) and contributes to protecting the sensitive materials in the pads from dam-
age. It simplifies the positioning of components and helps to maintain even complex shapes
such as correctly distributed winding distances or to reduce process time. Depending on
how the coils are possibly fixed in the pad, e.g., with full encapsulation, they may only
have to be self-stable for a short period of time.

There are various options for coil carrier materials and fastening methods that can
be divided or combined into mechanical (sewn on textile, staples, base plates with hooks
or grooves, rigid coil formers) and adhesive (liquid or sprayed adhesives, adhesive foils,
or self-adhesive cables). Various concepts were tested for this purpose. Base plates with
grooves enable the high-precision placement of the winding ends. The combination of this
plate and a laying tool with, for example, a tool for feeding adhesive strips also enables
accurate placement and fixation of the winding. Another tested system includes a vacuum
gripper that grips self-adhesive strands and places them on a flat plate. By adding a heat
source (hot air or laser), the cables can be fixed directly to the areas that are important for
the shape.

4.2.3. Winding of HF-Litz Wires

There are three basic concepts to perform relative movements between the laying tool
and the base plate, which are also realizable with robots [22]. While manually produced
demonstrators usually have certain imperfections and higher manufacturing tolerances,
automated test setups are usually expensive and inflexible. The use of a universal and
flexible robot kinematics in combination with the realization of a cad-cam chain makes it
possible to use a robot for demonstrator assembly as well as for serial production.

For validation, a layout was created which includes different radii as well as parallel
windings and winding intersections. In addition, various installation tests were carried out
in which the strands (material, diameter, structure), the shunt radii and the setting radii
can be varied. These tests make it possible to draw conclusions about the reproducibility of
a pad during the electromagnetic design phase.

For example, an R14 radius can no longer be produced with a 768 × 0.1 mm HF strand,
or a radius of 1 mm with an angle of attack of 90 degrees, but only with insulated strands
(e.g., a 300 × 0.2 mm baked varnish strand).

Within the framework of research, basic production concepts have been realized. In
order to achieve high-quality IPT systems, not only the basic production concepts but also
the material behavior must be considered in detail. To reflect critical material behaviors,
selected production concepts were therefore implemented and scrutinized. Overall, it
became evident that self-bonding wires can be processed more easily without external
insulation. However, HF litz wires without external insulation have the disadvantage of a
lower cohesion of the individual strands and less protection against mechanical damage.
As shown, problems can occur in the winding process with tighter curves if the wires are
twisted and deformed in the winding direction.

Complex coil constructions require external insulation to keep the wires in shape and
ensure sufficient electrical insulation, even in difficult environments. However, inelastic
adhesive tapes make stranded wires very stiff and therefore difficult to wind, especially
in tighter curves, and the tape needs to be removed before contact to avoid residues and
vapors. Outer insulation with silk offers the best compromise, namely high HF stranded
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wire stability and good protection against mechanical damage, while at the same time
offering flexibility. A disadvantage is the need to wipe the silk before the contacting process
to avoid residues and vapors.

In summary, the tests described above can be used to determine production-relevant
parameters in order to assess the suitability of HF stranded wires for winding as well as
the necessary winding and wire laying tools and to produce prototypes.

4.3. Contacting Technologies

Due to the high number of insulated single wires of a high-frequency litz wire, the
process step of contacting is a challenging process. In order to enable an electrical and
mechanical connection of the high-frequency litz wire with contact elements such as cable
lugs or terminals, the primary insulation of the single wires must be removed. The high
number of single wires precludes mechanical stripping prior to the actual contacting
process. Chemical stripping processes are also extremely challenging and do not allow a
sufficient stripping. However, in order to enable the contacting of primary-insulated litz
wires, combined contacting processes can be used. These realize the necessary stripping
process directly during the actual contacting. The hot and ultrasonic crimping processes
are particularly suitable for this purpose. In both processes, the contacting is realized by
a crimping process with tubular cable lugs. On the other hand, the primary insulation
is removed thermally. While the hot crimping process utilizes the resistance heating
of electrodes and tubular cable lugs for this process, ultrasonic crimping uses only the
damping of ultrasonic oscillations. The resulting conversion of oscillation energy into
thermal energy also enables a thermal stripping. Furthermore, high-frequency litz wires
can be stripped by means of an ultrasonic compacting process. Again, the damping of
mechanical oscillations leads to thermal stripping. At the same time, the tooling system
used produces a defined node cross section with welded single wires. The compacted
high-frequency litz wire can subsequently be welded onto contact terminals using the
ultrasonic welding process. A direct welding of high-frequency litz wires with terminals is
rather difficult to implement since the primary insulation hinders the welding process [23].

4.4. Insulation Technologies

After the connection, the pad must become robust, electrically insulated and protected
from external influences (water, dust, salt, etc.).

The insulating matrix around the high-frequency litz wire coil is a combination of
the primary and secondary insulation. While the term secondary insulation clearly refers
to resin encapsulation, the primary insulation can be divided into the litz wire enamel
(standardized according to IEC 60317, IEC 60851) and the wrapping made of natural or
synthetic materials.

In the context of this study, the primary and secondary insulation differ significantly
in terms of production and function. For the primary insulation, the individual wires are
covered with a thin, electrically insulating enamel. The additional wrapping of the high
frequency litz wires is done by banding, extrusion or spinning with natural silk, nylon,
polyamide, polyester, polyethylene or polyimide. Despite the large number of individual
conductors, this leads to a high degree of cohesion of the strand and to a high mechanical
stability during the laying of the coil. The secondary insulation ensures the protection of
the electrical components against mechanical and chemical environmental impact and the
dissipation of generated heat. A dielectric potting material should be selected to keep eddy
current losses low and to prevent electrical breakdown [24–26].

5. Implementation on a Concrete Demonstrator

Within the E|Profil project funded by the BMWi and DLR, a demonstrator was set up
at FAU. The design is specified in accordance with WPT3 SAE J2954 [27]:

• WPT Power class, 11 kW
• Coil-to-Coil efficiency > 96%
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• Dimension: ~300 mm × 300 mm (based on SAE2954 (WPT3 Z1)) [27]
• Input: 11.1 kVA and 400 V
• Stranded HF litz wire

The selection and implementation of the processes for the project demonstrator will
be described in the following sections.

5.1. Laying of the Litz Wire

After the controlled uncoiling of the stranded wire from the supply reel, the stranded
wire is laid with a coiling tool. For this purpose, a specific guide and wire tension control
for stranded wire have been integrated into a custom universal 15-axis winding machine.
The wire is guided to the deposit point and deposited in a rotating spool carrier with guide
grooves which remains in the subsequent spool module (see also Figure 5 (left)).
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5.2. Contacting

Within the scope of the production of the demonstrator, various contacting solutions
for contacting the high frequency litz wire are being evaluated. These include the already
mentioned technologies of hot and ultrasonic crimping, but also processes that enable
a contacting on contact terminals. The primary insulation used complicates terminal
contacting in particular. Nevertheless, it has been shown that torsional ultrasonic welding
can also be used to weld primary-insulated litz wires directly onto contact terminals. In
a two-stage process, the litz wire is compacted, stripped and welded onto the terminal.
However, necessary gap dimensions between the tools as well as burning residues require
further optimization of the welding process. Furthermore, the ultrasonic crimping process
shows to be an energy-efficient alternative contacting technology for tubular cable lugs.
However, there is also a demand for further optimization of this process in order to ensure
that the technology is suitable for series production. The hot crimping process has proven
to be an extremely robust and well-suited process. The achievable contacting quality is
subject to only minor fluctuations. By slightly adjusting the process parameters, it is also
possible to join taped and PAI primarily insulated high-frequency litz wires to tubular
cable lugs. Therefore, the hot crimping process is used as a reference contacting process in
this research project. However, the extremely promising torsional ultrasonic crimping and
welding process will be further optimized for future applications. Figure 5 (right) shows,
in addition to exemplary test samples, the ultrasonic welding system used and various
contacts produced.

5.3. Insulating

A dielectric potting material should be selected as secondary insulation to keep eddy
current losses low and to prevent electrical breakdown. Epoxy resin is characterized by
excellent product and process properties and is therefore widely used in encapsulation
processes [24].
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Several sub-process steps are necessary to prepare a self-leveling, thermosetting,
dielectric molding mass. Figure 4 gives a detailed view of the insulation process and its
integration into the IPT process chain. Each sub-process step is characterized by different
process parameters.

The process for encapsulating the electrical components consists of the resin prepa-
ration, the dosage and the mixing of the resin and hardener, the potting, and finally the
curing of the molding mass. During the preparation phase, the resin and the hardener
get tempered and dried to reduce moisture and set the process relevant viscosity for the
mixing and potting. The mixing step is needed to homogenize the resin and hardener
to a reactive molding mass. Within this step, the polymerization begins and the potlife
must be monitored carefully. The potting phase is the actual insulation process of the
IPT, where the molding mass is dosed via the casting nozzle into the coil and carrier. By
processing in a vacuum chamber (see Figure 6a), a higher degree of litz wire impregnation
can be achieved [26]. After the potting, the coil is transferred to the curing stage, where the
crosslinking and therefore the viscosity of the resin material increases. By processing in a
convection oven, the material specification such as the glass transition temperature and the
degree of crosslinking can be set to defined values. By varying these, the challenges in the
processing of resin-based insulation materials for wireless power transfer applications can
be evaluated in more detail.

The studies of M. Kneidl et al. [26], summarized the most important process param-
eters of the complete encapsulation process, which result in a good product quality of
the insulation system. By analyzing the process chain, the overall process time is mostly
determined by the curing step of the insulation resin. Therefore, the curing time can be
reduced by 75% with increased temperatures of up to 80 ◦C. Another positive effect due to
higher material and curing temperatures is a better impregnation of the high-frequency litz
wires, due to the lower viscosity of the resin. This results in optimized dielectric properties.
Further on, optimizing the insulation quality by using a vacuum process is dependent on
the type of primary insulation, which is used for the litz wires [26].

5.4. Assembly of the Ferrites

For the assembly of the ferrites, the following process steps result in the system setup,
shown in Figure 6b). The system components are mounted on the workstation base with
numerous mounting options. The components include the cycle chains as provisioning
tools for material replenishment, a cobot as the central handling device with the vacuum
gripping system, and the measuring station with an optical 2D industrial camera.
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In the first process step, the fixture of ferrites in the charge pad housing is prepared.
The fixation can be realized by adhesives, tapes or varnishes.

The next process step is the individual conveying of a ferrite through the system.
In interaction with the vacuum end effector, the robot arm takes a ferrite tile from the
workpiece carrier and conveys it to the measuring table. For the robot to pick up the
ferrite, the control program must know the information about the arrangement and current
stock of materials in the workpiece carrier. A constant supply of compressed air for the
vacuum gripper is necessary so that a secure fixation can be maintained permanently. The
most important tasks are the safe holding of the workpiece and the fast and collision-
free movement through the process plant. All stations must logically be accessible in the
COBOT’s workspace.

For high process speeds, the travel distances must be kept as short as possible and non-
linear. This means that speed-optimized conveying additionally contributes to economical
production. However, adapted and linear movements should be used for the “pick-up”,
“measure” and “assemble” process stations. This increases the process reliability and
precision of the work steps and ensures collision-free pickup and assembly processes.

The optical 2D industrial camera records the geometric dimensions, any damage
present, and the orientation of the current ferrite on the backlit measuring table. The
COBOT moves to a defined position in the detection range of the camera. There it remains
in a waiting position until the inspection is completed. The dimensions in length and width
of the ferrite, as well as its position on the vacuum gripper, are recorded with a certain
accuracy. These data can be evaluated and interpreted with suitable software. The actual
values are compared with the target values and manufacturing tolerances from the data
sheets. In addition to the deviations of the ferrite dimensions, the deviations from the ideal
position of the tile on the gripper is also checked.

When picking up from the blister, twisting or displacement of the breakpoint could
occur due to incorrect orientation of the ferrite. All captured and determined data is fed
back into the process and included for the assembly process. After being conveyed from
the measuring station, the ferrite reaches the mounting station. The COBOT moves to the
planned position for the current tile above the housing. The correct position is defined to
the robot controller using the coordinate system for the layout according to the loading
pad design. Using the information from the survey station, it is known whether the current
ferrite has deviations in its manufacturing dimensions and in its position on the gripping
system. If this is the case, the robot controller can make the necessary corrections. This
means that the ferrite is brought into a suitable position by the movements of the COBOT.
The correct positioning of the ferrite tile is thus achieved. However, the accuracy of this
result depends on the quality of the measurement data and the robot accuracy. The ferrite
is over its assigned place and is ready for the curing of the chosen fixation.

6. Test Technologies

A first test bench is used for recording the efficiency, the offset, the temperatures and
the EMC emissions of the pad. Initially, various concepts were developed for recording the
above-mentioned variables, whereby the determination of the efficiency or the associated
measurement of current and voltage proved to be the most difficult task. Due to the
high frequencies of the voltage at the charging pads, it was not possible to use the most
common measuring devices. A further challenge was the necessary galvanic isolation, as
few measuring systems available on the market have one.

For this reason, completely galvanically isolated measurement electronics was de-
veloped and implemented on a 3-Axis linar production cell. In order to detect possible
temperature changes in the charge pads or other components of the contactless power
transmission system, a temperature measuring system was designed and developed. In
order to be able to carry out EMC measurements, an EMC probe was integrated into the
test bench. Through the produced serial cable and the integration into the created LabView,
the probe can be used for measurement. At the serial output, it supplies only field strengths
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averaged over all spatial axes, but this is sufficient for an evaluation of the measured
field strengths. IPT systems, as the limit values to be complied with by legislators, are
determined in the same way.

In a second step, an EOL test was build up. It is able to measure the quality factor of
the coil or the transmission efficiency in power transmission mode.

7. Conclusions

In this paper, the principle of wireless vehicle charging and the associated process
chain were presented. Using the example of a demonstrator set up in the E|Profil project,
the process chain for manufacturing a secondary system was presented. The next step is
the integration of the charging technology into the infrastructure. As part of the E|Road
project launched at FAU in summer 2021, the necessary production steps for concrete roads
will be investigated. Important research aspects here are:

• Design of the coil modules suitable for production
• Automation-compatible processes for manufacturing the coil modules
• Integration of the coil modules into the roadway using precast concrete construction methods
• Construction of an electrified test track on the duraBASt demonstration site

The completion of this extensive research work is intended to demonstrate that induc-
tive charging technology is a feasible solution for the mobility of the future.
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AGV Automated Guided Vehicles
EMC Electromagnetic Compatibility
EOL End Of Line
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IPT Inductive Power Transfer
HF High Frequency
OLEV On-Line Electric Vehicle
PAI Aolyamideimide
PATH Aartner for Advanced Transit and Highways
WPT Wireless Power Transfer
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Abstract: Dynamic inductive charging is a contact-free technology to provide electric vehicles with
energy while they are in motion, thus eliminating the need to conductively charge the batteries of
those vehicles and, hence, the required vehicle downtimes. Airport aprons of commercial airports
are potential systems to employ this charging technology to reduce aviation-induced CO2 emissions.
To date, many vehicles operating on airport aprons are equipped with internal combustion engines
burning diesel fuel, hence contributing to CO2 emissions and the global warming problem. However,
airport aprons exhibit specific features that might make dynamic inductive charging technologies
particularly interesting. It turns out that using this technology leads to some strategic infrastructure
design questions for airport aprons about the spatial allocation of the required system components.
In this paper, we experimentally analyze these design questions to explore under which conditions
we can expect the resulting mathematical optimization problems to be relatively hard or easy to
be solved, respectively, as well as the achievable solution quality. To this end, we report numerical
results on a large-scale numerical study reflecting different types of spatial structures of terminals
and airport aprons as they can be found at real-world airports.

Keywords: dynamic wireless charging; electric vehicles; airport apron; airport infrastructure planning;
electric busses

1. Introduction

A growing number of airports are electrifying their apron vehicle fleets to meet goals
for climate-neutral airports (Bopst et al. [1], Interreg CENTRAL EUROPE [2], Flughafen
München GmbH [3] and Royal Schiphol Group [4]). At Stuttgart Airport, for example, 40%
of apron vehicles are equipped with electric drives and apron buses are already exclusively
electrically powered (Bulach et al. [5]). Conductive charging is the state-of-the-art technol-
ogy for charging these vehicles. However, this technology results in long downtimes due to
vehicles charging and requires large batteries. A potential option for charging the vehicle
batteries is dynamic inductive charging: Vehicles are wirelessly charged while in motion on
a charging track installed below the road surface. This technology can substantially reduce
downtimes. In addition, the need to have special charging stations is eliminated as well as
the need for human involvement to plug in the charging cable. The objective of this paper
is to report on methodological questions related to the potential usage of that charging
technology for airport apron vehicles. We focus on the exemplary case of passenger buses
transporting passengers from and to aircraft standing at outside parking positions. Still,
we are convinced that the results hold for other types of service vehicles as well.

In order to charge apron vehicles with this technology, a dynamic inductive charging
infrastructure would have to be implemented on the airport apron. This infrastructure
consists of two components: the Power Supply Unit (PSU) and the Inductive Transmitter
Unit (ITU). The PSU provides an alternating current of the required frequency to the ITU.
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The ITU is installed below the road surface and charges the battery if a vehicle travels along
(Panchal et al. [6]). Since the infrastructure requires high initial investments, only a fraction
of the road network should be equipped with a charging track. At the same time, however,
it must be spatially allocated in such a manner that the vehicles’ batteries can be sufficiently
charged while they are operating.

We use mathematical optimization models to formally characterize the problem of
finding a spatial placement of the required infrastructure components such that the neces-
sary capital investment is as small as possible. First models for planning inductive charging
infrastructures on airport aprons have already been developed (Helber et al. [7] and Broi-
han et al. [8]). The standard approach to solving those models is to employ high-end
commercial mixed-integer linear programming solvers such as Gurobi or CPLEX. However,
Broihan et al. [8] have shown that solving real-world-sized test instances with standard
solvers to proven mathematical optimality in a reasonable time is very often not possible.

This leads to the research questions addressed in this paper: Which features tend to
make a particular instance of the infrastructure design problem of spatially allocating the
components of the charging infrastructure on the airport apron road system hard to solve?
Hard to solve in this context means that even within hours or days of computation time,
it is not possible to find an infrastructure allocation that is known to be optimal in the
mathematical sense of the underlying problem. If it turns out that this is indeed the case, a
second question arises: Can we at least make a statement about the potential “optimality
gap”, i.e., indicating how far away from the optimal solution quality we can be at most?
In order to answer these questions, we systematically generated a large-scale test bed of
synthetic problem instances that reflect different types of real-world spatial structures of
airport terminals as well as apron road networks and aircraft parking positions.

We will show that the proof of optimality takes a long time, although an admissible
solution can already be found quickly. We will also investigate the influence of the problem’s
size and certain parameter specifications on the computation times. We show that the
investments in the PSUs and ITUs, the vehicles’ energy consumption and the energy intake
can significantly impact the computation time.

To this end, we analyze the properties of the Dynamic Inductive Charging Problem
(DICP) experimentally to determine why this problem is difficult to solve for standard
solvers. In particular, we examine the problem properties that lead to high computation
times. The structure of the paper is such that we first provide a brief overview of the
inductive charging technology, characterize the resulting airport apron design problem and
report on related literature in Section 2. In Section 3.1, we formulate the model assumptions
based on the previously stated properties of airport aprons. The introduced model in
Section 3.2 is a variant of the optimization model presented in Broihan et al. [8]. Section 4
describes the generation of our instances that we use in the numerical study. We describe
the general instance generation process in Section 4.2 and characterize the properties of the
generated instance set for the analysis in Section 4.3. The results of the numerical study are
presented in Section 5. We analyze the properties of the different instances and relate them
to the computation time. Section 6 summarizes the results of this paper.

2. Characterization of the Problem Setting and Related Research
2.1. Dynamic Inductive Charging

Dynamic inductive charging means that the vehicle is charged wirelessly while in
motion. For the wireless power transfer, primary coils are installed below the surface at
selected elements of the airport apron road system (see Figure 1). Such a so-called ITU
is supplied with an alternating current of the desired frequency by the PSU, which in
turn needs a connection to the power grid. The PSU uses power electronics to modify
the frequency. SAEJ2954 defines the frequency for wireless power transfer for electric
vehicles in the range of 81.39–90 kHz (SAE International [9]). The electromagnetic field
is created locally below the pickup unit of the moving vehicle, say, a passenger bus. Via
the secondary coils within the vehicle’s pickup unit, an alternating current is induced
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by the electromagnetic field. This alternating current is rectified and used to charge the
vehicle’s battery and, eventually, power its electric engine. For further technical details on
the technology of dynamic inductive charging and example projects, we refer to Li and
Mi [10], Cirimele et al. [11], Lukic and Pantic [12], Panchal et al. [6], Ahmad et al. [13] and
Covic and Boys [14].

PSU
Power Supply

Rectifier

Inverter

Controller

Power Grid

PSU
Power Supply

Rectifier

Inverter

Controller

ITU

Pick Up

Figure 1. Components of the dynamic inductive charging system (Source: Broihan et al. [8]).

The efficiency of the system is strongly dependent on the gap between the primary and
secondary coil (Imura and Hori [15] and Moon et al. [16]). The smaller the gap between the
primary and secondary coils, the higher the power transmission efficiency. For this reason,
dynamic inductive charging systems are suitable for flat surfaces on which low-profiled
vehicles operate. This is exactly the situation on airport aprons and one of the reasons why
this charging technology might be interesting for airport aprons.

2.2. Energy Density, Trip Structures and Modeling of Battery Levels

The energy density of electric batteries is known to be low relative to that of diesel
fuel. Furthermore, the time required to transfer a certain amount of energy by charging
its batteries, either conductively or inductively, is large compared to the time required to
pump diesel fuel into the tank of a comparable vehicle with a combustion engine. Finally,
an electric battery is not only expensive but also heavy due to its relatively low energy
density. For all those reasons, the decision about the capacity of the battery of an electric
vehicle is delicate from both the economic and the operational perspective: Very large
batteries are not only expensive, but their transportation as part of the moving vehicle itself
also consumes energy. On the other hand, small batteries require frequent re-charging and
need to have ample spatially distributed charging facilities, again either for conductive or
inductive charging.

For those reasons, many researchers studying dynamic inductive charging infras-
tructure design problems decided to model allocation decisions for ITUs together with
battery size decisions for vehicles. The typical assumption is that a vehicle, say, a passenger
bus serving an urban bus line, starts with a full battery at some initial location A, travels
along a pre-defined route while serving a sequence of bus stations, and ends the tour at
some final destination B. The charging infrastructure has to be allocated in such a way that
the vehicle is never confronted with an empty battery while on its trip. To this end, the
State of Charge (SOC) of the battery is tracked meticulously, considering both phases of
de-charging and phases of charging (while passing ITU-equipped segments of the road
system). An underlying assumption is that if the bus reaches the end of its tour, all that
is needed is a battery that is not empty and that the battery will be fully charged before
the bus begins its next trip. Examples of those modeling approaches can be found in Ko
and Jang [17], Hwang et al. [18] and Ko et al. [19]. An important result of those studies is
that the optimal structure of the charging infrastructure depends on the number of vehicles
using it. Suppose only a small number of vehicles use the charging structure. In that case, it
is beneficial to equip those few vehicles with large (and expensive) batteries to need only a
few charging segments along the route the vehicles will travel. It is, however, not attractive
to have a very large number of those vehicles equipped with large and expensive batteries.
In this case, it is economically advisable to have a larger fraction of the road segments
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equipped with ITUs and to be able to operate with smaller (and, hence, less costly) battery
sizes in many vehicles.

When considering the question of how to allocate the ITUs and PSUs within the road
network of an airport apron, it turns out that the spatial structure as well the nature of the
trips driven by, say, passenger buses, differs substantially from those found in urban mass
transportation by public buses.

Figure 2 presents as an example a selected part of Vienna Airport. On the airport apron,
a road network connects the aircraft parking positions, equipment service areas, vehicle
depots and terminal buildings adjacent to the airport apron. The parking positions for
aircraft can be distinguished between gate positions and outside positions (Mensen [20]).
Passengers can reach an aircraft parked at a gate position via a boarding bridge, while
apron buses are used for transportation to the outside parking positions.

Gates in Pier Concept Gates in Satellite Concept

Transport Concept to Outside Parking Positions Road System

ITU PSU

Figure 2. Selected part of the apron at Vienna Airport. Source: Vienna Airport [online], 48◦07′03.39′′ N
16◦33′52.75′′ E, Height 785 m, Google Earth © GeoBasis-DE/BKG 2009, URL: http://www.google.
com/earth on 19 April 2022.

The layout of the terminal buildings determines the location of gate parking positions
and the passenger gates. There are different terminal layout concepts, such as the pier, the
satellite and the linear design. Figure 2 shows that these three layout concepts co-exist at
Vienna airport.

At each terminal, several gates are available. Some gates are used exclusively to let
passengers (un-)board their aircraft via a passenger bridge or to use passenger buses to
transport the passengers to or from an outside aircraft parking position. In contrast, other
gates can operate both with passenger bridges or passenger transportation buses.

During the turnaround of an aircraft, apron vehicles travel to and from the specific
parking position, as well as gates or depots. A passenger bus, the exemplary type of vehicle
considered in this paper, could pick up passengers at an aircraft and transport them to a
terminal gate. Afterward, the bus could travel to another gate to pick up passengers and
transport them from that gate to the parking position of their respective aircraft.

If we compare the operational elements of trips driven by passenger buses on airport
aprons to those in urban public transport, we see three important differences:
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• The distance and duration of a passenger bus trip on an airport apron are typically
relatively short compared to those in public urban transportation.

• Most trips either start or end at one of the terminals or other dedicated airport areas.
• The number of different possible routes driven to serve the many possible service

requests can be relatively large if we combine the different starting points, say, at
the different terminal gates, with the many different destinations, for example at the
outside aircraft parking positions.

Due to the third point, it seems impractical to follow the very detailed modeling
approach introduced in Ko and Jang [17] and track at a very fine-grained resolution the
SOC for the potentially extremely large number of conceivable service requests.

For this reason, we decided in this paper, as in Helber et al. [7] and Broihan et al. [8], to
use a fundamentally different modeling approach. We require that the energy intake must
be higher than the energy consumption for every service request. Therefore, the battery
charge level at the end of a service request cannot be lower than at the beginning. As a
result of that modeling decision, we do not need to model the SOC of the vehicles’ battery
in detail.

2.3. Modeling the Spatial Allocation of ITUs and PSUs

In Figure 2, we show in red a part of a fictitious allocation of ITUs and PSUs on some
of the roads (in black) used by passenger buses for the Vienna Airport. Each ITU has to
be part of a contiguous structure which is in turn connected to a PSU. Some locations, in
particular those close to buildings, might be natural candidates to establish a PSU. On the
other hand, there may be parts of the apron road network where installing ITUs could be
impossible or unattractive due to interference with aircraft or the nature of road surfaces.

To represent the airport apron in the mathematical optimization model, we model the
road network as a directed graph, as shown in Figure 3. Gates, parking positions and road
intersections are modeled as nodes. The lanes of the airport apron roads are represented as
links (directed arcs) in the graph. We assume that, on these links, the ITUs can be installed.
If there are multiple adjacent edges, each with an installed ITU in the graph, they represent
one contiguous ITU structure on the real airport apron. An example is given in Figure 3,
where the ITU is installed between the nodes g2, i6, i5, i14 and i15. This contiguous ITU
structure can then be powered by one PSU, which is installed at node g2 in the example.
A consistent connection from each ITU segment to a PSU is required. This connection
can be set up directly if the ITU is directly adjacent to a PSU node or indirectly via other
ITU segments (e.g., the ITU segment between i5 and i6 is connected via the ITU segment
between g2 and i6 to the PSU at node g2).

We are now in the position to state in a non-technical manner the infrastructure
allocation problem. The overall objective is to minimize the investment in ITUs and PSUs.
The selection of links to be equipped with ITUs as well as the installation of PSUs must be
such that:

• Each link equipped with an ITU is either connected directly to a PSU or indirectly via a
neighboring ITU-equipped link on the shortest route to their respective common PSU;

• For each service request, the vehicle can take up at least as much energy while driving
along the relevant links as it needs.

This modeling approach relieves us from the need to track the SOC of the vehicles’
batteries. Figure 4 illustrates this. It shows an example SOC curve for a service request. The
service request consists of the links l1 to l6. At links l2 and l5, an ITU is installed. When
the vehicle passes over an ITU, it absorbs energy and the curve increases. In all other cases,
the SOC decreases. According to our assumption, the vehicle must absorb at least as much
energy as it consumes for the service request. For this reason, the SOC at the end might be
greater than at the beginning. Of course, it may happen that the vehicle cannot absorb the
energy because the battery is already full. In that case, the SOC can be lower at the end. We
assume the battery is large enough to survive a longer part of the service request without
energy intake. This results in the SOC never falling below zero.
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Figure 3. Representation of an airport as a directed graph. (Source: Adapted from Broihan et al. [8]).
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Figure 4. Exemplary SOC. (Source: Adapted from Broihan [21]).

2.4. Related Literature

For an overview of related literature on planning dynamic inductive charging in-
frastructure, we refer to Jang [22], Majhi et al. [23] and Yatnalkar and Narman [24]. They
provide a comprehensive review of research articles and pilot projects. Most of these
projects consider implementing a dynamic charging infrastructure for public bus systems.
Many papers also consider battery capacity in the planning. Jang et al. [25] formulate a
model in which the battery size is determined in addition to the placement of the charging
infrastructure. The SOC is also considered in the model. The route is divided into segments
that are either fully equipped with an ITU or not equipped at all. Ko and Jang [17], on
the other hand, consider the route continuously. However, the model presented for this
purpose is nonlinear. Both papers consider only one bus route at a time. In contrast, Hwang
et al. [18] describe a multi-route environment. The model presented here has the special
feature that the vehicles’ capacities can be different. Liu and Song [26] consider stochastic
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elements in their model formulation for planning a charging infrastructure. They first
present a deterministic model and then a model with uncertain travel time and energy
consumption. The reason why particularly public buses are considered is that the tours
are known in advance. The papers often consider so-called closed environments. That
means systems where the influence of traffic and other external factors is small. In this
case, the tour’s energy consumption and intake can be easily determined. Some papers
consider other environments, e.g., Schwerdfeger et al. [27] looks at planning a charging
infrastructure for highways.

Only Helber et al. [7] and Broihan et al. [8] considered the optimal placement of wire-
less charging infrastructures on airport aprons. Helber et al. [7] studied the characteristics
of dynamic inductive charging on airport aprons and introduced the first mathematical
optimization model for planning such an infrastructure. Broihan et al. [8] presented a
reformulation and extension of this model considering multiple vehicle types and a service
level restriction. In a numerical study, they analyzed test instances based on real airport
aprons. For most of the instances, they could not prove optimality within a time limit of
seven days with a standard solver. The resulting optimality gaps ranged from 8% to 15%.
However, with the analyzed instances, they could not identify the reasons behind high
computation times and the problem properties that lead to those. It is exactly this open
question that we address in this paper.

3. The Dynamic Inductive Charging Problem
3.1. Notation and Assumptions

To formally define the DICP, we now present the modeling assumptions as well as the
notation summarized in Table 1. Note that assumptions and notation are closely related to
those described in Helber et al. [7] and Broihan et al. [8], as the DICP is a generalization of
the Dynamic Inductive Charging Problem considering Multiple Vehicle Types (DICP-MV)
introduced in Broihan et al. [8].

Table 1. Notation used in the DICP model.

Indices and Sets

v ∈ V vertices V := {1, . . . , V}
l ∈ L links L := {1, . . . , L}
r ∈ R service requestsR := {1, . . . , R}
P ⊆ V set of vertices v ∈ V qualified to host a PSU
Pl ⊆ V set of PSU candidates able to supply link l ∈ L
Lv ⊂ L set of links l ∈ L qualified to be powered by a PSU candidate at v ∈ P
Lr ⊆ L set of links l ∈ L included in service request r ∈ R
LPv ⊂ L set of links l ∈ L directly neighboring a PSU candidate at v ∈ P
Γlv ⊂ L set of predecessors l′ ∈ L of link l ∈ L in a direct connection on the

shortest path to a PSU candidate at v ∈ P
Parameters

cpsu
v ∈ R≥0 investment in a PSU at vertex v ∈ P

citu
l ∈ R≥0 investment in an ITU at link l ∈ L

eil ∈ R≥0 energy intake by traveling on link l ∈ L
ecr ∈ R≥0 energy consumption by serving request r ∈ R
Decision Variables

Xlv ∈ {0, 1} 1, if link l ∈ L is equipped with an ITU and powered by PSU at vertex
v ∈ P , 0 else

Yv ∈ {0, 1} 1, if a PSU is installed at vertex v ∈ P , 0 else
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• We model the road system of the airport apron as a directed and weighted planar
connected digraph G(V ,L) composed of a set of vertices v ∈ V and a set of directed
edges or links l ∈ L (see Figure 3).

• A vertex v ∈ V defines a particular geographic location on the airport apron. This in-
cludes, for example, gate positions, aircraft parking positions, depots or fixed positions
in the road system to split road sections.

• We define a subset P ⊆ V , which denotes the set of vertices v ∈ V qualified to host
a PSU. Installing a PSU at a candidate vertex v ∈ P requires a fixed investment
cpsu

v ∈ R≥0.

• Each directed link l ∈ L represents a lane segment of the airport’s road system. It
connects a pair of adjacent vertices v ∈ V . The direction of each link l ∈ L corresponds
to the direction of travel on this lane segment.

• We assume every link l ∈ L to be a candidate to host an ITU. To supply such an ITU
with electricity, it must be connected to a PSU, either directly or indirectly, via some
other link. We define a set of links Lv ⊂ L which are qualified to be powered from a
PSU installed at vertex v ∈ P .

• Similarly, we define Pl ⊆ V as the set of vertices that could be equipped with a PSU
powering link l.

• To ensure a physical connection from each ITU to its power-supplying PSU, we define
a set of links l′ ∈ Γlv ⊂ L for each combination of link l and PSU candidate v as
Γlv = {l′ ∈ Lv | l′ precedes l on a shortest path to v ∈ P}.

• LPv ⊂ L defines a set of links l directly neighboring a PSU candidate v ∈ P .

• The installation of an ITU at link l ∈ L requires a fixed investment denoted by citu
l .

• We define service requests r ∈ R that represent the apron vehicles’ potential service
tasks, e.g., passenger transfers from a gate to an aircraft or baggage transportation.

• Serving request r ∈ R requires the vehicle to move along a set of links l ∈ Lr.

• We denote the consumed energy for a particular request r ∈ R by traveling along the
links in Lr ⊆ L by ecr.

• As the vehicle serving request r travels along an ITU-equipped link Lr ⊆ L, it can
take up to eil units of energy and charge its battery.

• For each request r, the sum of the potential energy intakes eil by traveling along the
links in Lr ⊆ Lmust be at least as large as the energy consumption ecr for that request.
This assumption relieves us from the need to model the battery’s SOC.

To describe the arrangement of charging infrastructure across the airport apron,
we introduce two binary decision variables. The variable Yv ∈ {0, 1} takes a value of 1
if a PSU is installed at the node v ∈ P and 0 otherwise. Likewise, Xlv ∈ {0, 1} equals
1 if an ITU is installed at link l ∈ Lv and connected to a PSU at vertex v ∈ P and 0
otherwise.

3.2. Model Description

Based on the previous assumptions, we introduce the DICP, which is a generalization
of the DICP-MV presented in Broihan et al. [8], as a linear program in binary variables
as follows:

min F = ∑
v∈P

(
cpsu

v ·Yv + ∑
l∈Lv

citu
l · Xlv

)
(1)
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such that

∑
v∈P

∑
l∈Lr∩Lv

Xlv · eil ≥ ecr r ∈ R (2)

Xlv ≤ Yv v ∈ P , l ∈ Lv (3)

∑
v∈Pl

Xlv ≤ 1 l ∈ L (4)

∑
l′∈Γlv

Xl′v ≥ Xlv v ∈ P , l ∈ Lv \ LPv (5)

Xlv, Yv ∈ {0, 1} v ∈ P , l ∈ Lv (6)

The objective function (1) minimizes the total investment in the components of the
dynamic-inductive charging infrastructure. Constraint (2) ensures a sufficiently large
energy intake while serving a request r ∈ R. According to constraint (3), ITU and PSU
installation decisions are connected. Restriction (4) ensures that each link can be equipped
at most once with an ITU, in which case it is connected to exactly one installed PSU.
Restriction (5) enforces a connected ITU infrastructure from the furthest ITU along a
shortest path to the powering PSU.

4. Generating a Set of Instances for Dynamic Charging Infrastructures Problems
4.1. Purpose and Objective of the Instance Generation Process

Our previous and preliminary numerical results (see Helber et al. [7] and Broihan et al. [8])
showed that any attempt to use a high-end commercial mixed-integer programming solver
like Gurobi or CPLEX to solve the DICP shows very mixed results with respect to computa-
tion times and solution quality. In particular, we observed that when the instances

• tended to have a relatively small number of links l and vertices v in the graph repre-
senting the road network on the airport’s apron and, hence, also

• tended to have a relatively small set of service requests r to be considered,

is then those commercial solvers could often solve the resulting instances of the DICP to
proven optimality within a few seconds or minutes.

However, real-world airports often have large and complex apron road networks,
many passenger gates and many aircraft parking positions. As one consequence, the opera-
tional variance of the possible routings of the vehicles (passenger buses in our example)
can be substantial. As we aim at obtaining a charging infrastructure allocation that is
robust over a wide variety of such service requests, many of them have to be considered
simultaneously in the infrastructure design decision, which is one factor leading to large
model instances that tend to be hard to solve, i.e., having intolerably long computation
times as well as potentially large optimality gaps.

A further problem of dealing with larger real-world airports is that the length of road
segments, say, between terminals and aircraft parking positions, can be substantial. It
could be desirable to equip only small fractions of those long road segments with the
ITUs. However, to represent those fractions of the road segments in our model, we have
to subdivide those road segments into sub-segments by adding additional vertices to the
graph. An example of this problem aspect is depicted in Figure 5. Here, between the two
nodes denoted as i44 and i51, two long road segments exist, one for each direction and each
having a length of 300 m. By introducing two or even five further vertices, link lengths of
100 m or even 50 m are created, respectively.
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i44 i51

i44 i51

i44 i51

Figure 5. Extending an initial graph with link length maximum (top), 100 m (mid) and 50 m (bottom).

Having such finer granularity of the road system network in our model makes more
cost-efficient infrastructure solutions possible, which is attractive. However, this comes at
the price of operating again with larger models, i.e., models with a larger number of links
and vertices that tend to be numerically more difficult to solve.

Another element that affects the difficulty of solving the problem by using standard
commercial solvers to proven optimality is the cost ratio of the elements of the charging
infrastructure, i.e., the necessary investment per PSU relative to the investment per ITU
unit. If the PSUs tend to be relatively expensive, the resulting structures tend to operate
with smaller numbers of PSUs to which then relatively large ITU structures are connected.
In the opposite case of relatively inexpensive PSUs, larger numbers of ITU structures are
placed over the road network.

Finally, the ITUs’ power transfer also significantly impacts both the structure of the
solutions and the difficulties of finding them. Suppose the ratio of the energy that can be
picked up by a vehicle passing along a link is very large relative to the energy required to
pass along that link. In that case, it may be possible to equip only a relatively small but
well-chosen fraction of the apron road network with ITUs.

We know that all these factors affect:

• The spatial structure of solutions to the infrastructure design problems;
• The computational time to find those solutions when using a standard solver such

as Gurobi.

We also conjecture that there might be cross-effects between the influencing factors. In
order to be able to identify those effects and to explore the limitations of using a commercial
solver to solve the DICP, we systematically designed a full-factorial test bed consisting of
hundreds of instances. We then solved those instances numerically to obtain experimental
results shedding some light on the questions outlined above. Before we present the results
of those computations, we first describe the underlying system of creating the test instances
as well as their characteristic features.

4.2. Design of the Instance Generation Process

For our numerical study, we need to be able to create many instances systematically.
Therefore, we developed an instance generator that was implemented in Python 3.8. The
procedure to generate instances can be divided into the three main steps of (i) creating a
so-called initial graph, (ii) deriving from this initial graph a so-called instance graph, and
(iii) adding further sets and parameters to arrive at a complete description of a planning in-
stance.

In our case, the initial graph is created using the Python graph modeling package
NetworkX and based on real airport apron structures. With the help of a satellite image, as
presented in Figure 6 for a small part of Tokyo Airport Haneda, Japan, the graph nodes can
be set according to the real airport’s intersections, gates and parking positions. The weights
of the edges correspond to the road segment’s lengths of the real airport. An example of a
complete initial graph is given in Figure 7; Hamburg Airport, Germany, inspires this one.
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Figure 6. Comparison between excerpt of satellite image and excerpt of generated initial graph.
Source: Tokyo Airport Haneda [online], 35◦33′16.41′′ N 139◦47′17.42′′ E, Height 6 m, Google Earth ©,
URL: http://www.google.com/earth on 11 July 2022.

In the second step, we derived from the initial graph different instance graphs classes
by deleting and adding nodes and edges to create instances that differ concerning the
granularity of the modeled topology, resulting in instance classes denoted as “small”,
“medium” and “large”. Graphs of the small instance class have only a small number of
nodes and links. Thus, we must delete nodes and edges of the initial graph to adapt it
to the small instance class. For the large instance class, we need to add nodes and edges
to the initial graph. Within an instance class, the graphs derived from different initial
graphs should have a comparable number of nodes and links. Since the initial graphs have
different sizes, the number of links and nodes to be deleted or added differs for each initial
graph. In the following, we will explain the mechanisms for deleting and adding nodes to
create comparable instance graphs based on very different initial graphs.

Graph reduction is done by deleting gates, depots and parking positions and their
associated intersections. For this purpose, the user specifies the portion of these positions
to be deleted (deletion rate). The positions are then deleted at regular distances. Figure 8
shows an excerpt from the initial graph introduced in Figure 7 for different deletion rates.
The figure at the top shows the result of a deletion rate of 0% (i.e., the initial graph), in the
middle that of a deletion rate of 50%, and at the bottom the result of a deletion rate of 75%.

In addition to deleting nodes and edges, it is also possible and may be necessary to
add them as explained in Section 4.1 and Figure 5 to achieve a finer granularity of the
modeled topology and, hence, economically more efficient solutions.

In the third step, we generate the final instances for each instance graph. To this end,
different parameters and sets are required, as indicated by the notation in Table 1. Table 2
summarizes how we derived the sets and parameters of the DICP. The set of links L and
nodes V are directly taken from the instance graph. We consider all links to be candidates
to host an ITU. Limiting the consideration to heavily trafficked sections of the road network
would be possible. However, in this case, there is a risk that not all service requests can be
served. This is particularly true if service requests do not use these route sections. For this
reason, we consider all links as ITU candidates. We determine the PSU candidate positions
P from the set of all depots and gate positions to achieve a predetermined number of
candidate positions so that those positions are evenly spread over the set of depots and
gate positions. We assume that each PSU can supply each link. For this reason, Lv equals
L for all PSU candidates. Conversely, this also means that every PSU can supply every
link and, thus, Pl equals P for all links. Again, this is a simplified assumption. In reality,
it would be conceivable that PSUs could not supply ITUs at any distance. This could be
realized in our model if we consider in the set Lv only the ITUs within a certain distance
from the PSU v.
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Figure 7. Example of an initial graph (Hamburg Airport).
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Figure 8. Reducing an initial graph with deletion rate 0% (top), 50% (mid) and 75% (bottom).

Modeling the service requests is a crucial aspect of setting up problem instances. In
all instances, we use the two-way request structure described in Broihan et al. [8]. Thus, a
request starts at a terminal position (gate or depot), takes the shortest path to an aircraft
parking position and ends again at a terminal position. All combinations of starting points
(terminal positions), aircraft parking positions and endpoints (terminal positions) form
the complete set of possible requests. Consequently, even in medium-sized instances, we
get a very large set of requests. For the case of the initial graph in Figure 7, we have
31 passenger gates plus one bus depot and 30 outside aircraft parking positions. As a
result, we have (31 + 1) × 30× (31 + 1) = 30,720 different two-way requests, leading
to 30,720 constraints (2) in the DICP (1)–(6). For other (larger) airports the number of
requests and corresponding model constraints may be substantially larger. However, these
service requests often overlap, so it can be sufficient to consider only a part of them. Hence,
we operate with different proportions of all possible requests. According to the given
proportion, the requests for the setR to be considered in the model are randomly selected
from all possible requests for the given instance graph. We assume that the vehicles take
the shortest path for each request and, hence, used shortest path algorithms to determine
the set Lr of links over which a vehicle travels as it serves request r. In addition, a set Γlv
represents the predecessor of a link l on the shortest path to a PSU p. This set is determined
using the Python package NetworkX in the preprocessing step to determine the shortest
paths for all the requests.

Table 2. Instance derivation from given data.

Input Graph, energy intake per meter, energy consumption per meter, investment per PSU,
investment in ITU per meter, percentage of requests, number of PSU candidates

Output: L, V , P , Lv, Pl ,R, Lr, Γlv, cpsu
v , citu

l , eil , ecr

Sets:
L given by instance graph
V given by instance graph
P given number of PSU candidates is selected from graph
Lv equals L for all v ∈ P
Pl equals P for all l ∈ L
R from all given two-way request structures a given percentage of requests is chosen
Lr derived from graph
Γlv derived from graph
Parameters:
cpsu

v equals given investment per PSU
citu

l link length (derived from graph) is multiplied with given investment in ITU per meter
eil link length (derived from graph) is multiplied with given energy intake per meter

ecr
request length (derived from graph) is multiplied with given energy consumption per
meter
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We assume that the investment cpsu
v in a PSU at node v is equal for all v ∈ P and

is provided by the user. The investment citu
l to equip link l with an ITU is derived by

multiplying the investment in ITU per meter with the link length. Similarly, the energy
intake eil is determined by multiplying the energy intake per meter with the link length
and the energy consumption ecr by multiplying the energy consumption per meter with
the request length. The length of the request is determined by adding the lengths of all
links contained in this request.

4.3. Description of the Generated Instances

For the numerical study conducted in this paper, we created a test instance set based
on three initial graphs. These graphs are based on sections of real airport aprons but
underwent minor modifications. Each graph in Figure 9 represents a certain apron layout.
We refer to them as structures A, B and C. General layout A (left part of Figure 9) is an
aggregate representation inspired by the conditions found at Hamburg airport, for which
the initial graph was already introduced in Figure 7. The other two structures B and C
(center and right part of Figure 9) were inspired by topologies found at other international
airports, again without actually being isomorphic representations. Note that in these
aggregate visualizations of Figure 9, an entry such as “G1” denotes an entire set of terminal
gates in close proximity. Likewise, an entry “P1” represents an entire group of aircraft
parking positions.

G1

G2
P1

P2

P3 P4

P5

(a)

G1

P1

P2

P3

D1

D2

D3

(b)

G1 G2

G3

G4

P1

P2 P3

D1

P4

D2

(c)

Figure 9. Aggregate Layout Structures. (a) Structure A. (b) Structure B. (c) Structure C.

We derived the initial graphs from satellite images. We set the positions for parking
positions, terminal positions and intersections according to these images. Additionally, we
placed intersection nodes at positions relevant to the structure (e.g., curves).

As mentioned before, we defined three instance classes of different sizes. Graphs of
the instance class “small” have 55 to 65 nodes, graphs of the instance class “medium” have
100 to 120 nodes, and graphs of the instance class “large” have 180 to 200 nodes. We used
different vertex (node) deletion rates and resulting link lengths to generate these instance
graphs from each initial graph for structures A, B and C. The link length always specifies a
maximum length since the links of the initial graph cannot always be divided without a
remainder. Suppose we consider an instance graph with a link length of 100. In this case, a
250 m link of the initial graph will be divided into two links with a length of 100 m and one
with a length of 50 m.

The values of deletion rates and link length are shown in Table 3. Excluding the initial
graphs, this led to three different graphs per instance class and, hence, a total of nine
different instance graphs.
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Table 3. Graph Adjustments.

Instance Class Structure Nodes Deletion Rate Link Length

Base A 138 0% max.
B 191 0% max.
C 293 0% max.

Small A 56 75% max.
B 57 85% max.
C 63 85% max.

Medium A 105 45% 100 m
B 114 65% 200 m
C 111 70% 200 m

Large A 189 0% 50 m
B 192 30% 100 m
C 194 40% 100 m

In the numerical analysis, we analyzed the influence of selected sets and parameters
on the computation time. Therefore, the following further attributes were varied when
creating the instances:

• %|R|: Proportion of considered service requests out of those potentially possible for
the given instance graph;

• |P|: Number of PSU candidates;
• cpsu/citu: Ratio of investment per PSU and investment in a meter of an ITU;
• ei/ec: Ratio of energy intake per meter and energy consumption per meter.

By modifying the size of the set |P| of nodes potentially hosting a PSU and the size
%|R| of the set of service requests to consider, we varied the size of the problem. Therefore,
we expected the computation time to increase for larger values for both attributes. However,
we wanted to examine how significant the increase is. For the investment and energy
parameters, only their ratios are relevant. As already explained, a high cpsu/citu ratio
means that PSUs are expensive relative to ITUs. Consequently, few PSUs are expected to
be built. Instead, more ITUs are built to connect all ITUs to the few installed PSUs. Thus,
some ITU segments are built not because of the energy requirements of the vehicles but to
produce a permissible (connected) charging infrastructure. A low cpsu/citu ratio can, on
the contrary, lead to significantly more PSUs and fewer ITUs. With an ei/ec ratio close to
one, energy intake and consumption are almost identical. As a result, nearly the entire
infrastructure must be equipped with an ITU. An energy ratio ei/ec significantly larger
than 1 indicates that the energy intake is significantly greater than the energy consumption.
In such a case, only relatively few ITUs will be built. The influence of the parameters on the
resulting infrastructure seems to be very clear. However, the influence on the computation
time is not obvious, which is why we considered them in our analysis.

We considered three different values for every attribute, as shown in Table 4. The
values were chosen to cover a wide range so that the influence of the attributes should be
visible. For example, for the energy ratio ei/ec, a very low value (1.2) was selected, a value
that may correspond to reality (3.24) and a particularly high value (10). We considered all
different attribute combinations for all graphs. We have four attributes with three different
values and thus have 34 = 81 instances for each graph of an instance class. Since we
considered nine graphs, we obtained a total number of 729 instances. We solved these
instances with Python 3.8 and Gurobi 9.1.0. Considering a strategic planning problem,
we used a time limit for the computation of 48 h for each of the 81 × 9 = 729 problem
instances of our numerical test bed. In other words, we allowed up to about four years (!) of
total Central Processing Unit (CPU) time for the entire study. All computations ran on the
Dumbo subcluster of Leibniz University Hannover compute facilities, which uses an Intel

27



Energies 2022, 15, 6510

Xeon E5-4650v2 @2.40 GHz processor. Clearly, without such a cluster, the computations
would not have been possible.

Table 4. Attributes of generated instances.

Attribute Values

|P| 1, 4, 8
%|R| 30%, 70%, 100%
cpsu/citu 1, 25, 100
ei/ec 1.2, 3.24, 10

5. Numerical Results
5.1. Overview of Computation Times

Table 5 shows the average computation times (t̄), the median value (tmedian), the
minimum computation time (tmin) and the maximum computation time (tmax) for each
instance graph. Each row of the table gives the aggregate results over 81 different instances
stemming from the systematic combination of the parameter entries in Table 4.

As expected, the computing time increases for larger instance classes, up to the maxi-
mum of 48 h allowed for the Gurobi solution process. Thus, the size of the network has a
significant influence on the computation time. However, even within an instance class, the
computing times vary remarkably. Structure C has significantly higher computing times in
all instance classes, although the graph size is similar to the other structures. In addition,
even within a instance graph, the computing times fluctuate enormously, as indicated by
the wide range between minimum and maximum values.

Further, we observe that the median value is significantly smaller than the average for
the small and medium instance classes. This is because, within an instance graph, many
instances can be solved to proven optimality within seconds, minutes or a few hours, and
some instances could not be solved in the given time limit (48 h). The outliers lead to high
median values for these instance classes.

However, for large instances, the mean value is always smaller than the median value.
This is because most instances could not be solved to optimality within the time limit and
consequently have a reported computation time of 48 h.

Table 5. Computation Times.

t̄ tmedian tmin tmax

small
A 142 s 14 s 1 s 2129 s
B 204 s 57 s 1 s 4357 s
C 719 s 155 s 1 s 10,322 s

medium
A 15 h 3 h 0 h 48 h
B 10 h 1 h 0 h 48 h
C 23 h 19 h 0 h 48 h

large
A 28 h 48 h 0 h 48 h
B 34 h 48 h 0 h 48 h
C 37 h 48 h 1 h 48 h

5.2. Analysis of Solution Process

Moreover, we studied the time needed by Gurobi to find the first feasible solution
(t̄ f irst), the time after which the solution did not improve anymore (t̄last), the size of the Lin-

ear Program (LP)-Gap (GapLP), and the size of the final Gap (Gap f inal) when the time limit
was reached. We calculated the LP-Gap as follows: GapLP = (OFVopt −OFVrel)/OFVrel ,
where OFVopt indicates the objective function value of the optimal solution and OFVrel

indicates the LP relaxation solution’s objective function value. With this value, we want to
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describe the quality of the LP relaxation. A low LP-Gap indicates a good LP relaxation and
a high value indicates a bad LP relaxation.

Since we have a time limit of 48 h, optimality cannot be proven for all instances.

Therefore, the final gap (Gap f inal) indicates the gap between the upper and lower bound at
the end of the time limit.

In addition, we performed a second numerical investigation in which the average
number of equally optimal solutions (N̄opt) was determined for the small instances. We
consider solutions as equally optimal if they have the same objective function value as the
optimal solution but differ in structure. Gurobi searches for all solutions with the same
objective function value as the optimal solution and counts the number. Gurobi stops when
all solutions are found or if the total number of equally optimal solutions is higher than
100,000 . Due to the time limit, such a computation is not possible for the instances in the
medium and large instance classes. Because of the upper limit, the average value of the
equally optimal solutions N̄opt is underestimated.

For all described metrics, the average values of 81 instances for each instance graph
are shown in Table 6.

Table 6. Analysis of solution process.

t̄ t̄ f irst t̄last GapLP Gap f inal N̄opt

small
A 142 s 0 s 46 s 47% 0% 6251
B 204 s 0 s 56 s 44% 0% 23,315
C 719 s 0 s 256 s 56% 0% 26,525

medium
A 15 h 0 s 2 h 47% 0% N/A
B 10 h 0 s 1 h 57% 0% N/A
C 23 h 0 s 6 h 51% 1% N/A

large
A 28 h 1 s 3 h 45% 4% N/A
B 34 h 0 s 9 h 48% 5% N/A
C 37 h 1 s 12 h 46% 7% N/A

A first feasible solution is found on average in less than one second in each instance
class. This shows that the problem’s difficulty does not lie in finding a feasible solution.
This is not surprising as a feasible (but expensive) solution can always be constructed by
equipping each link with an ITU and then installing just one PSU.

Compared to the total computation time, a solution that is no longer improved is
found after a relatively short time, particularly for small and medium-sized instances. Even
for the hard-so-solve large instances, in most of the computation time, no improvement
of the incumbent solution occurs. Figure 10 shows the upper and lower bound course
stemming from the Branch-and-Bound process for one exemplary instance of a large-sized
instance of structure A. We observe that a feasible solution is found very quickly. The
upper bound, i.e., the objective function value of the best solution found so far, improves
very strongly at first, then only very slightly. After about 3 h, the upper bound no longer
improves. The lower bound slowly approaches the upper bound in the remaining ten hours
until the optimization terminates with the proof of optimality of the Branch-and-Bound
procedure used by Gurobi.
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Figure 10. Solution Process of one Instance.

Table 6 shows that there are many equally optimal solutions for the instances of the
small instance class. The high number of equally optimal solutions can be a reason for the
long time needed to prove optimality. A large number of equally optimal solutions leads to
many nodes to be visited in the Branch-and-Bound process, even if one optimal solution
may already have been found. One reason for the high number of equivalent optimal
solutions lies in the design of the instances. The links often have the same length and
thus the same energy contributions and investments. Hence, many different infrastructure
designs lead to the same energy contributions and investments. The structure also highly
influences the number of equally optimal solutions and the computation time. If a structure
is symmetrically built, many different infrastructures lead to the same energy contributions
and investments. This is especially the case for structure C in our study. We observe the
highest number of equally optimal solutions for this structure in the small instance class.
But above all, we observe the highest computation times in all instance classes.

In addition, and making things worse, symmetric solutions occur, especially when the
link length is reduced. Figure 11 shows an example of a symmetric solution. There is an
intermediate node between nodes i1 and i2. Let all links have the same length. In this case,
both represented solutions are equivalent because they contribute the same energy to each
service request and have the same investment. In any route segment that is not interrupted
by an intersection and in which the link lengths are the same, each solution is equivalent in
that the sum of the ITUs built in either direction is identical. In the example, the sum of
ITUs in each direction equals 1. Consequently, with smaller link lengths, more symmetries
are expected since there are significantly more such route sections.

i1 i2 i1 i2

Figure 11. Example of a symmetric solution.
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As expected, the final gap increases with increasing problem difficulty. Again, we
observe that instances of structure C are more difficult to solve than those of the other two
structures. Larger instances mean that it is more likely that the time limit will be reached.
For this reason, the final gap is larger with increasing problem size.

The mean value of the LP-Gap has similar sizes for all structures (between 40% and
60%). However, the LP-Gap varies extremely between the individual instances. As Table 7
shows, the most influential factor is the energy ratio. The table shows the average values
of the LP-gap for all instances together with the respective energy ratio ei

ec . For an energy
ratio of 1.2, the average LP-Gap is only 5%, for a ratio of 3.24 it increases to 26% and for
a ratio of 10 even to 115%. For a high energy ratio, it is sufficient to only partially equip
links with an ITU, especially if the links are very long. In the solution of the LP-relaxation
of the DICP, these links are “utilized” with very small fractionals such as 0.1. Therefore,
the LP-Gap is very poor (far away from the ideal of 0%). However, if the energy ratio
is low, many ITUs must be built, and partial equipment is not useful. Thus the LP-Gap
is smaller, reducing the numerical effort of the Branch-and-Bound process performed by
Gurobi. Unfortunately, this numerically attractive situation is not very interesting from
a practical point of view. It corresponds to a situation in which ITUs would need to be
installed almost everywhere, which is exactly what one would like to avoid in the attempt
to find an economically efficient dynamic charging infrastructure.

Table 7. Influence of energy ratio on the LP-Gap.

GapLP

ei/ec
1.2 5%

3.24 26%
10 115%

5.3. Influence of Problem Properties on the Computation Time

The influence of the different instance attributes from Table 4 on the computation time
is shown in Table 8. The computation times are divided according to structure and the
attributes and averaged over 27 values. In the first cell, for example, the times are averaged
over all instances that belong to the small instance class of structure A and have only one
PSU candidate. They differ in the number of service requests, the energy ratio and the ratio
of investments (3 × 3× 3 = 27). In addition, the computation times of the medium-sized
instances are presented graphically in Figures 12–15.

Table 8. Average computation times for different attributes.

|P| %|R| ei/ec cpsu/citu

1 4 8 30% 70% 100% 1.2 3.24 10 1 25 100

small
(in min)

A 0 1 6 1 2 4 5 2 0 4 2 1
B 0 1 9 4 2 4 6 3 1 6 2 2
C 0 4 32 6 16 14 2 16 18 12 14 10

medium
(in h)

A 0 17 29 13 16 17 23 21 3 20 19 7
B 0 8 22 7 11 12 4 23 3 13 10 8
C 0 27 41 22 23 23 24 32 11 25 24 19

large
(in h)

A 1 37 46 25 29 30 21 33 30 32 26 25
B 9 44 48 31 35 36 29 41 32 35 35 31
C 14 48 48 36 37 38 35 42 33 38 36 36

In Figure 12, we see that the number of PSU candidates strongly influences the
computation time. The problem is easy to solve when only one PSU candidate is considered.
In this case, no decision has to be made about where to place PSUs, but only where to
place ITUs. This makes the problem much easier. Increasing the number of PSU candidates
increases the computation time significantly.
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Figure 12. Influence of the number of PSU candidates on the computation time for medium sized
instances of structures A, B, and C.

In Figure 13, we observe that increasing the number of service requests also leads to
increased computation time. However, increasing the number of service requests leads to a
much lower increase in the computation time than increasing the number of PSU candidates.
On average, the increase from 30% to 70% is greater than the increase from 70% to 100%.
The reason is the overlap of the requests. If all requests are included, an extremely high
number of service requests is considered. Many of these requests have a high percentage of
overlap. It is therefore conceivable that there are service requests that are already covered
by the infrastructure requirements of other service requests. This means, for example, that
if two service requests are fulfilled, a third request is automatically fulfilled as well. From
the perspective of the problem, it makes no difference whether this third service request
is considered or not. This effect will especially occur with a very large number of service
requests. Thus, if we consider 70% of the requests, nearly all original requests are covered,
and the difference between 100% is small. However, considering 30% of the requests will
not cover all requests. Thus, the computation time increases substantially from 30% to 70%
as more requests with no/few overlapping are added to the instance.
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Figure 13. Influence of the percentage of considered requests on the computation time for large sized
instances of structures A, B, and C.

Figure 14 shows the influence of the energy ratio on the computation time. For
structure A of the medium instance, a ratio of 1.2 has the highest computation time, and for
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cases B and C, a ratio of 3.24. Table 8 also shows that the ratio of 3.24 mostly leads to the
highest computation time. The combinatorics of the problem can explain this. An ei/ec ratio
of 1.2 means that the energy intake is slightly larger than the energy consumption. Thus,
almost the entire infrastructure has to be equipped with ITUs. There are few possibilities to
realize this. The extreme case ei = ec illustrates this: In order to supply sufficient energy to
the vehicles, the complete infrastructure must be equipped with ITUs. The only decision to
be made is which PSU is to be connected. Therefore, there are only |P| different feasible
solutions. If ei/ec is very large, then the energy intake is significantly greater than the
energy consumption per distance unit of ITU passed by the vehicle. In this case, only a
very small part of the infrastructure has to be equipped. For this reason, a very large part of
the solutions can be excluded since they are too expensive. In the case of a medium-sized
energy ratio, such as 3.24, many solutions are feasible and not too expansive, and many
solutions can potentially be considered. For this reason, the computation time is usually
the largest for this value.
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Figure 14. Influence of the energy ratio on the computation time for large sized instances of structures
A, B, and C.

Figure 15 shows that increasing the cpsu/citu ratio leads to lower computation times.
This means a high investment in PSUs compared to ITUs lead to low computation times. As
already shown, lower computing times occur if fewer PSUs are considered. If the PSUs are
very expensive compared to the ITUs, it is not economical to build many of them. Rather,
more ITUs would be built instead of one additional PSU. The question of how many PSUs
should be built is not as difficult if the PSUs are very expensive. However, if the PSUs are
less expensive, it may be useful to build multiple PSUs. In this case, there is the question of
where to place the PSUs and whether it is better to build additional ITUs instead of one
additional PSU. These aspects increase the combinatorial difficulty of the problem and thus
the computing times.

In a final study, we re-ran the instances with the features that led to the highest
computation times, but now with a CPU time limit of 200 h (as opposed to the initial 48 h).
Table 9 shows the results. Optimality could not be proven for any of the three instances,
even after 200 h of computation. On the other hand, the remaining integrality gaps between
3.7% and 8.4% indicate that even for those hard instances, the Gurobi solver was able to
find solutions that may be acceptable from a practical point of view as their worst-case
deviation from optimality is not too large.
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Figure 15. Influence of the investment ratio on the computation time for medium sized instances of
structures A, B, and C.

Table 9. Computation of most difficult instances.

|P| %|R| ei/ec cpsu/citu CPU [h] Gap

large
A 8 100% 3.24 1 200 3.7%
B 8 100% 3.24 1 200 8.4%
C 8 100% 3.24 1 200 7.3%

Finally, there is the question of what these computational results mean for real problem
instances. In real problem instances, there will probably be many possible PSU locations
because it is conceivable that there is a connection to the grid at every gate position.
Modeling all of them would most likely make the problem intractable. However, several
PSU locations close to each other could easily be represented by one PSU candidate. The
justification for this approach is that we observed a very large number of equally optimal
solutions, so it is non-unjustified to hope that we can drop many PSU candidate positions
without losing all the optimal solutions from the solution space.

We further assume that there will be a large volume of traffic on the apron in the
future. This is why we are looking at a large number of service requests. Instead of
operating with a two-trip structure as in our instance generation process, we could also
create instances with single-trip structures. This would reduce the number of requests to
consider, making the problem numerically more tractable. On the other hand, it would
lead to more infrastructure solutions that would be more expensive but more robust by
giving the vehicles more charging opportunities.

As mentioned in Section 4, the energy ratio of 3.24 is based on actual data from Broihan
et al. [8]. They assumed a power of 100 kW and efficiency of 80% for the wireless power
transfer. Since this is still a new technology and the application is very specific, real data
for the investments are difficult to find. Most applications consider a single bus. Jeong
et al. [28] mentioned 500 $/m as investment in a meter of an ITU and 50,000 $/unit for a
PSU. However, the PSU needed for this application cannot be compared to the application
at the airport, where many vehicles are powered simultaneously. Nevertheless, we can
summarize that real-world problems mostly have the characteristics that make the problem
particularly difficult. In addition, we have made simplifications even in the graphs of
the large instance class since we do not consider all gates, depots and parking positions.
Furthermore, we have chosen a still very large link length. It is conceivable that there are
savings with smaller link lengths. With instances of real problem size, we can therefore
assume even significantly higher computation times.
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6. Conclusions

This paper presents an optimization model for planning an inductive charging in-
frastructure on airport aprons. The model is a simplified variant of the model presented
by [8]. The paper aimed to investigate the problem properties that lead to high computation
times when solving the model with standard solvers and the reasons behind these high
computation times.

For this purpose, we systematically generated a large set of instances in three steps.
At first, we created initial graphs based on real airport apron structures. Afterward, we
adapted these initial graphs to the three defined instance classes small, medium and large.
Finally, we created instances from each graph with different characteristics, such as the
ratio of energy intake to energy consumption.

In the numerical evaluation, we showed that current commercial standard solvers
such as Gurobi can find a feasible solution quickly. They can even find good and potentially
very good solutions in an acceptable time. However, proving the optimality of a solution
often takes very long. One reason for this is the high number of equally optimal solutions,
which are, among other reasons, due to symmetries in the problem structure.

The computation times of instances resulting from graphs of similar size vary sig-
nificantly and depend on the instance’s attributes. Specific attributes lead to remarkably
high computation times. We showed that an increasing number of service requests and
PSU candidates lead to higher computation times, whereby the influence of the PSU candi-
dates is more significant. In addition, we investigated the influence of the ratio of energy
intake to energy consumption and the ratio of PSU investment to ITU investment. The
energy ratio significantly determines the size of the charging infrastructure. The numerical
investigations showed that, in particular, an energy ratio that leads to a medium-sized
charging infrastructure also leads to high computing times, as in this case, there tend to be
many equally good alternatives. The investment ratio of PSUs to ITUs influences whether
an additional PSU or more ITUs must be built. Comparatively cheap PSUs lead to high
computing times.

In real applications, the problem instances may be even more complex than those con-
sidered in this paper. We showed that for some instances, optimality could not be proven
by standard solvers within a time limit of eight days. For this reason, it is crucial to inves-
tigate how the computation time can be reduced. One possibility is to break symmetries
by extending the model with symmetry-breaking restrictions or considering undirected
graphs. This study showed that the presented rather intuitive model formulation is very
hard to solve. For this reason, one might search for alternative model formulations that
lead to lower computation times. For example, a flow-based model formulation in which
the PSUs serve as sources and the ITUs serve as sinks would be conceivable. Further, future
research projects should consider the use of heuristics and customized solution approaches.

Further research could further investigate the interaction of the power dimensioning
and the allocation of the charging infrastructure’s components. The model presented here
hence provides substantial opportunities for such extensions.
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Abstract: This paper aims to design an IPT for wireless charging of an e-bike and to control the
charge of the e-bike from the primary-side. Optimum IPT design has been made according to the 36 V
battery bank requirements. The no-load condition test has been performed before charging started in
the IPT system connected to the AC grid. The primary-side DC-link voltage of 4–5 V required for this
test is provided by the designed forward converter. The charge control has been also made from the
forward converter on the primary-side. For this, the forward converter’s operation in peak current
mode (PCM) has been used. Finally, a prototype has been implemented that works at a maximum
DC/DC efficiency of 87.52% in full alignment and 83.63% in 3 cm misalignment. The proposed
control algorithm has been tested in this prototype at different load stages.

Keywords: inductive power transfer; wireless charging; e-bikes; forward converter

1. Introduction

The research about plug-in and contactless charging of e-vehicles is increasing with
the increase in the use of e-vehicles all over the world [1]. Depending on the power level
and the usage area of e-vehicles, static or dynamic wireless charging can be used. In these
power transmission systems, which are loosely coupled due to the height of the vehicle sub-
chassis from the ground, the compensation is used on the primary side and secondary side
to increase the power transmission efficiency. The main compensation topologies such as
Series-Series, Series-Parallel (SP), and also the popular topologies that have additional com-
ponents such as Inductor/Capacitor/Capacitor (LCC) [2], Inductor/Capacitor/Inductor
(LCL) [3,4] etc. have been applied on the primary and secondary sides. The SS topology
was preferred in this paper, since it is frequently chosen in the literature at similar power
levels and uses fewer components. The other important components in the IPT structure
are converter structures. In an IPT system supplied from a 50–60 Hz AC grid, the dual-
stage converters are traditionally preferred on the primary side (Figure 1). Particularly
in recent years, there have been researchers who prefer the single-stage converter on the
primary side [5,6]. By using the matrix converter on the IPT, a more compact primary side
is provided independently of the lifetime and cost of the DC link capacitor. However, the
dual-stage converter can be designed and controlled independently at each stage and also
operates with high efficiency even at variable loads. Thus, this topology has been preferred
in many industrial applications [7].
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Figure 1. Primary side configurations of IPT: (a) Dual-stage; and (b) Single-stage.

The battery characteristics should be taken into account when designing an IPT for
the electrical device to be wirelessly charged. For the battery to operate in a healthy and
long-lasting manner, it must be charged in Constant Current (CC) and Constant Voltage
(CV) mode according to the battery charge profile [8]. During the charging process, the
equivalent load resistance (Ro) is not constant as the charging current and voltage change.
Although the mutual inductance between the coils (M) is constant in the full-alignment
state, the transferred power, efficiency, charging current, and voltage also change since
Ro changes.

The charging current and voltage can be controlled from the primary side, the sec-
ondary side, or both sides in case of misalignment or load changes. If the control is
undertaken on the secondary side, the desired control can be achieved with the current and
voltage data of the load. The control is achieved with an added DC/DC converter or using
a controlled rectifier on the secondary side [9,10]. That is, the control from the secondary
side does not require communication components but creates a more complex secondary
side. When performing CC/CV control from the primary side, the variation of the load
current and voltage must be known or estimated. These data can be transferred from the
secondary side to the primary side via a wireless communication link [11,12]. However,
the data transmission security may be compromised in cases such as misalignment or
the presence of any foreign objects. The parameter estimation approach can be based on
the load estimation [13,14] and/or the mutual inductance estimation [15]. The CC/CV
control from the primary side is generally based on operating the H-bridge inverter with
variable frequency or the phase-shift method [16,17]. The variable frequency operation
may affect the power transfer performance and the efficiency due to divergence from the
resonance frequency. The phase-shifting method is the most widely used [4,18]. However,
the phase-shifting method does not allow the use of a standard soft-switched inverter.
Moreover, achieving the secondary side control with the phase-shifting method on the
primary side as in the e-bike application focused on in this study (an IPT with a DC-link
voltage of 400 V on the primary side and also a low voltage on the secondary side) is very
difficult. This is because the change sensitivity of the phase-shift angle must be very high.
Therefore, the sensitivity of the phase-shifting limits the secondary side DC link voltage.
Consequently, a DC/DC converter is required for the CC/CV control from the primary
side of IPT applications, such as the wireless charging developed for the e-bike and sourced
from a 230 V AC grid.

Nowadays, the research on wireless charging of e-vehicles is generally focused on a
power level of 3.3 kW and above. The primary side and secondary side DC-link voltages
are usually 400 V in IPT designs for these power levels [19–22]. Whereas the primary side
DC-link voltage is determined according to the AC grid, the secondary side DC voltage is
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related to the battery bank voltage. The power level to be transferred in the charging of e-
bikes and the voltage level of the battery group are low. In e-bike applications encountered
in the literature, the system responses have been examined by connecting a DC supply to
the inverter input [23–29], or a DC-link voltage in the range of 60–85 V can be achieved
on the primary side using a grid-connected step-down transformer [30]. In these papers,
the CC/CV control was carried out with the phase-shifting method over the h-bridge
inverter. Using a DC/DC converter instead of a step-down transformer at the inverter
input provides a more compact primary pad. A dual-stage converter was used in [31], and
a buck converter was preferred at the inverter input. Due to the operation limits of the
buck converter, this wireless charging system requires the use of a DC/DC converter on
the secondary side for the charge control. In this case, both the use of more components
has emerged and the idea of a simple secondary side acquisition has been moved away
from. Considering the researches on wireless charging of e-bikes that use low secondary
side DC-link voltage, the main contributions of this paper are summarized as follows.

(1) A wireless charging system connected to the AC grid has been designed to meet the
battery charging requirements of the e-bike.

(2) The IPT and AC grid are isolated from each other by the use of a forward converter.
At the same time, the low primary side DC-link voltage required testing the presence
of load and large misalignment can be provided with the forward converter.

(3) The CC/CV control is achieved with a forward converter working in PCM mode
instead of an H-bridge inverter. Thus, the soft-switching methods can be easily
applied in an inverter operating at a constant frequency and duty-ratio.

The organization of this paper is as follows. The optimum IPT design was carried out
considering the charging requirements of the e-bike, as described in Section 2. Then, the
design of the forward converter, in which the charge control and the no-load condition test
were carried out, is presented. The simulation and experimental results are presented in
Section 4, comparatively. Finally, Section 5 concludes this paper.

2. Design of Inductive Power Transfer System for E-Bikes

The limits of electrical parameters such as DC-link voltages and resonance frequency,
as well as physical criteria such as the air-gap of the power transfer, should be determined
correctly when starting an IPT system design. Wireless charging of a 250 W e-bike with 36 V,
20 Ah gel batteries was investigated in this paper. The charging system’s input is connected
to a 230 V AC grid. The general scheme of the system is given in Figure 2. According to the
battery characteristics, the maximum voltage needed to charge the 3 × 12 V battery pack is
44 V. When charging at a constant current, the charging current is required to be 2.5 A.
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Figure 2. Structural diagram of the IPT proposed for e-bike wireless charging.

The secondary side output voltage of the IPT, Vo
′ is calculated using Equation (1)

according to the battery charge requirements. The primary and secondary side voltages are
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expected to be close to each other for optimum coil usage [32]. The primary side voltage VP
was selected considering this closeness relation. There is a relationship between the output
voltage of the DC-DC converter (VF) and VP as in Equation (2). Accordingly, a forward
converter was preferred in this study in order to reduce the output voltage of the rectifier
connected to the AC grid to the desired DC voltage level.

V′o =
π

2
√

2
Vo (1)

VP =
4

π
√

2
VF (2)

The voltage equations of the primary and secondary side are written as Equations (3)
and (4) for SS topology. Here ω is the resonance frequency. The self-inductances (LP and LS)
of the primary and secondary side windings depend on the winding dimensions and the
number of turns, which are decided according to the coil design. Primary and secondary
resonance capacitors (CP and CS) are determined considering LP, LS, and ω. Another
important parameter in voltage equations, Ro, is the equivalent resistance at the rectifier
input and is calculated from Equation (5). The primary and secondary sides are expected
to operate in resonance during the power transmission. Thus, the efficiency of the power
transfer can be calculated from (6). Using Equation (4), the ratio between primary and
secondary side currents is written as in (7). Equation (8) is obtained when this ratio is used
in Equation (6). Consequently, the change in load and mutual inductance directly affects
the power transfer efficiency (PTE).

VP = RP IP + j
(

LPω− 1
CPω

)
IP + jωMIS (3)

jωMIP = RS IS + j
(

LSω− 1
CSω

)
IS + Ro IS (4)

Ro =
8

π2 RL (5)

PTE =
Ro IS

2

RP IP2 + RS IS
2 + Ro IS

2 (6)

IP
IS

=
RS + Ro

ωM
(7)

PTE =
Ro

RP

(
IP
IS

)2
+ (RS + Ro)

=
Ro

RP

(
RS+Ro

ωM

)2
+ (RS + Ro)

(8)

The resonance frequency and mutual inductance should be high for maximum PTE,
as seen in Equation (9). However, as the operating frequency increases, the effective series
resistance (ESR) of the coils increases too. Therefore, quality factors should also be taken
into account in the PTE calculation. The quality factors of the primary and secondary sides
must be carefully selected to avoid bifurcation during charging. The quality factors are
calculated as in Equation (10) for the SS topology. QP and QS values are usually chosen to
be close to each other and to be QP > QS [33,34].

ωM�
√

RP(RS + RO) (9)

QP =
LPRO
ωM2 , QS =

wLS
RO

(10)

In the optimum IPT design, besides electrical constraints such as input and output
voltages and required power, the physical constraints should also be taken into account.
The maximum outer dimensions of the coils and power transmission height are known,
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due to the sub-chassis size limitation. In order to protect the secondary winding fixed to the
sub-chassis of the e-bike, a plastic protective cover according to the winding dimensions
was prepared. The height of the impact-proof plastic cover was 10 cm from the ground. The
maximum area that the secondary winding could use was 240 × 280 mm, considering the
sub-chassis limits. In order to make the most of this area, a rectangular winding pair was
preferred. In this study, a coil pair with an air core was chosen in order to avoid additional
weight on the bicycle. Thus, since the winding inductances can be calculated analytically,
not FEA, the optimum winding pair could be determined quickly.

In addition to physical constraints, design constraints such as winding current den-
sities, maximum frequency, and the avoidance of bifurcation should also be considered.
It is possible to use smaller winding pairs for the same power transfer as the operating
frequency increases. However, the magnetic flux density outside the power transmission
region also increases with the operating frequency. The maximum operating frequency of
the optimal IPT to be designed was selected at around 85 kHz, considering compliance
with ICNIRP and IEEE c95.1 standards and SAE J2954 criteria. The maximum winding
current density was determined as 3 A/mm2 in order to keep the thermal effect small.

The winding designs capable of transmitting the desired power were scanned with an
algorithm as in [33], considering the determined design constraints and physical constraints.
The self and mutual inductances of the air-core windings were calculated analytically. The
winding inductances depend on the winding dimensions and the number of turns. The
KD parameter was used to determine the best winding pair among the winding pairs that
could transfer the desired power. The KD parameter is a design factor, which is determined
by the winding quality factors and the maximum operating frequency, and defined as the
winding utilization factor [35].

The parameters of the optimum IPT are given in Table 1. The windings were wound
with 38 AWG litz wire, taking into account the operating frequency and the current density.
When a load close to the equivalent load was connected to the secondary side, the current
and voltages close to the design values were measured experimentally. In the experimental
study, the winding resistances were high due to the additional connection lengths. This
situation was also reflected in the observed experimental efficiency.

Table 1. Design parameters of the optimum IPT.

Parameter MATLAB Measured

RP (Ω) 0.3698 0.433
RS (Ω) 0.3501 0.4067

LP (µH) 205.1179 203.1
LS (µH) 189.9593 187.31
M (µH) 26.4054 25.5
CP (nF) 17.1281 17.447
CS (nF) 18.4895 18.791

VP (Volt) 41.1 41.1
IP (A) 2.9087 2.94
IS (A) 2.8465 2.85

f0 (kHz) 84.9234 85.19
Po
′ (Watt) 113.5933 113.145
η (%) 95.012 93.18

The load in the designed IPT system is not static. The equivalent resistance value will
also change with the battery charge level. The current and voltage gains for different loads
were calculated according to the design parameters. Due to the nature of the SS topology,
an uncontrolled IPT system operates in CC mode. Since the magnitudes of the current-
voltage gain GI−V are small, a limited change in current is observed in the load changes
that may occur while operating at the resonance frequency (as seen in Figure 3a). When
the voltage gain for load changes is examined, it is seen that GV−V increases significantly
as the resistance value increases at 85 kHz, for which the IPT is designed (Figure 3b). In
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other words, due to the nature of the SS topology, it cannot give a constant voltage output
at variable loads. Therefore, especially when the secondary side is open-circuit, the output
voltage can reach dangerous points.
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Figure 3. Frequency responses of the designed IPT system: (a) GI−V ; (b) GV−V .

3. Forward Converter Design

The forward converter isolates the input and output sides of the converter from each
other using the forward transformer. 300 V DC voltages can be stepped down to 5–10 V
using a forward converter. Considering the switching times of the semiconductor circuit
elements, it is difficult to obtain such a duty cycle with a buck converter. Although the
power levels of forward converters are limited, a forward converter can be used in cases in
which the required power is low (44 V × 2.5 A), as in this study.

In the two-switch forward converter, the current and voltage stress that the switches
are exposed to is less than that of a single-switch one. The equivalent circuit of the two-
switch forward converter according to the ON and OFF operating modes is shown in
Figure 4. When the switches (Q1 and Q2) are ON, energy is transferred depending on the
conversion ratio from primary to secondary of the transformer. At this moment, D3 is ON,
whereas D4 is OFF. When the switches turn off, the primary winding of the transformer
is reversely connected to the input voltage via D1 and D2. Thus, there is no need to use
an additional winding to reset the transformer. On the secondary side, the voltage of LF
reverses. Therefore, D3 turns off and D4 turns on. Thus, the linearly decreasing current
of LF continues to flow. The output voltage of the forward converter is calculated from
Equation (11). Here ηF, NF, D denote the converter efficiency, forward-turn ratio and duty
ratio, respectively. The turn ratio of the transformer is calculated taking into account the
maximum of the duty ratio and the minimum input voltage. LF and CF are calculated
according to the limited current and voltage ripple.
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The voltage ripple of the converter output will further increase the voltage ripple in
the charging process. Therefore, the magnitude of the capacitor at the converter output is
important (12). Here ωF is the forward switching frequency, and ∆IF and ∆VF represent
the ripple in current and voltage of the forward converter output, respectively. The input
of the forward converter is connected to a single-phase full-wave rectifier. The parameters
of the designed forward converter are given in Table 2.

VF = ηDVIN NF (11)

CF =
∆IF

ωF∆VF
(12)

Table 2. The parameters of the forward converter.

∆IF 250 mA D % 15–47
∆VF 10 mV NF 1.63
VIN 310 V η % 96
CF 1000 uF LF 330 uH

4. The Control Strategy of No-Load Condition and Charging
4.1. No-Load Condition Control

Two separate controls work at the same time in the developed IPT. These are no-load
condition control and charge control. Before starting charging, the presence of the load
is tested. For this, the duty cycle of switches Q1 and Q2 is set to Dtest so that the output
voltage of the two-switch forward converter is equal to VF_test. At this moment, the current
of the forward converter IF, is measured. If IF is not less than IF_max1, the system is kept in
the load-test section. IF_max1 is the limit current value for the primary side’s safe operation.
If IF = IF_max1, this could be for two reasons. First, it could be a secondary side open circuit.
In the other case, there may be a fully charged battery on the secondary side. In both cases,
it is kept as VF = VF_test. The no-load condition control also works during the charging
process. Thus, if the load is disconnected during charging, the primary side is protected.
The no-load condition control is shown as Section-I in the control algorithm (Figure 5).
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4.2. CC-CV Control Strategy

D is gradually increased starting from the Dtest value, after the no-load condition test
is passed. Thus, VF also increases. In each step, it is checked whether the forward current
exceeds the allowable upper limit. The increase in D continues until VF = VF_set. Thus,
VF_set = 60 V value to be applied for charging in constant current mode is reached. This
part is shown as Section-II in the control algorithm.

When VF = VF_set, and IF has not reached IF_sense yet, the equivalent impedance
value of the battery is quite low and charging has started in CC mode. The nature of SS
topology tends to keep the secondary side current constant. The secondary side output
voltage increases with the increase in state of charge (SOC). At this moment, if it is on
the primary side, IF will increase. The charging process continues in CC mode until the
IF = IF_sense1 condition is met. When IF = IF_sense1, the charging process has reached the
stage of switching to CV mode in CC mode. This part of the control strategy is shown in
Figure 5 as Section-III.

In the CV mode of the charging process, the equivalent resistance of the battery bank
tends to rise rapidly. The limit current value must be reduced to the second peak current
level (IF_sense2) so that IF current does not quickly reach the maximum value. As the
charging process continues, IF tends to increase. After this point, VF is reduced to prevent
the increase in IF. For this, D is gradually reduced. At each step, it is checked whether IF
reaches the second peak current value. This loop continues until VF = VF_set (Section-IV).
If this condition is met, the battery is now full and the charging process is completed.

5. Simulation and Experimental Results

The IPT parameters obtained in Table 1 were used to simulate the whole system
on LTspice. The magnetic coupling (k) between LP and LS, and the equivalent load, are
defined as variables in the simulation model of the whole system. k is determined from
Equation (13) for the fully aligned coil pair. In order to accurately model and observe
the system response, the open-loop response of the wireless charging system was first
examined. Then, the developed controller performance was observed. The load parameter
in the simulation was changed at 100 ms, 180 ms, and 240 ms of the simulation, considering
the load stages used in the experimental study.

k =
M√
LPLS

(13)

The experimental studies were carried out on a multi-stage and programmable load
group to observe the response of the controller algorithm since the charging time of the
batteries took a long time. Figure 6 shows this load group and the designed IPT system in
full alignment. Experimental measurements were made at the 100 mm distance using the
fully aligned coil pair.
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5.1. Open Loop System Response

While switching from CC mode to CV mode, Vo voltage is 44 V and Io current is 2.5 A.
At this point, the RL equivalent battery resistance is 17.6 Ω. The IPT system must operate
in CC mode below the equivalent load, and in CV mode above it. The RL magnitudes to be
used in the simulation were selected by considering the nominal values of the resistors used
in the experimental study. Accordingly, RL was set to 8.5 Ω, 10.5 Ω, and 14 Ω, respectively,
to examine the CC mode. In this mode, VF was kept constant at 60 V.

According to the experimental results, as the equivalent resistance increases, the load
voltage Vo also increases (Figure 7a). The load current Io is not affected by the load change
as a general response of the SS topology (Figure 7b). Vo and Io seen in the simulation results
also coincide with the experimental results (Figure 7c,d).
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Figure 7. (a) measured VO; (b) measured IO; (c) simulated VO; (d) simulated IO when RL is 8.5 Ω,
10.5 Ω, and 14 Ω, respectively.

The range of the RL change is 17.6–440 Ω in CV mode. As SOC increases, the equivalent
RL will also increase too. In this case, the load power increases with the increasing output
voltage. Therefore, the primary side current IP will increase. The forward voltage was set
to 40 V in this section of the experiment in order to protect the circuit elements. The load
was increased from 16 Ω to 22 Ω, 28 Ω, and 32 Ω for the test in the CV section. As seen in
Figure 8a, Vo continues to increase. For RLs in the CV section, the simulation model gives
close responses to the experimental results (Figure 8b). If the variation of IP is examined
depending on RL, it is seen that the primary side current magnitude doubles its nominal
value at 32 Ω, although a VF is applied below the nominal operating voltage (Figure 8c).
Considering that the equivalent resistance value will approach 440 Ω when the battery is
fully charged, it is obvious that the primary side current must be controlled.
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Figure 8. (a) measured VO; (b) simulated VO; (c) measured IP when RL is 16 Ω, 22 Ω, 28 Ω,
and 32 Ω, respectively.

5.2. Closed Loop System Response

Switched load magnitudes were selected as 12.8 Ω, 17 Ω, 22.6 Ω, and 32 Ω to observe
the overall system response in CC and CV modes. The output voltage of the forward
converter was fixed at 60 V for the system that passed the test section of the algorithm
(Figure 9a). It was shown before in Figure 7b that Io did not change due to the SS topology
effect in resistance changes up to 14 Ω. Therefore, a single resistance level of 12.8 Ω was
considered sufficient to show the charge in CC mode in this section. The charging took
place in CC mode in the first part of the control algorithm.

When the resistance increases from 12.8 Ω to 17 Ω, the output voltage VO increases
(Figure 9b). In this case, since the forward current will tend to increase rapidly, the voltage
VF is decreased by the control algorithm. However, a slight decrease was observed in IO.
While the resistance is 22.6 Ω, the charge continues in the CV section. IO decreases with the
increase in SOC (Figure 9c). The output voltage was kept constant by reducing VF. When
the resistance was increased from 22.6 Ω to 32 Ω, VO was kept constant, and the IO charging
current continued to be decreased. If the resistance magnitude continued to increase at this
stage of the charge, it would continue to be throttled until VF was equal to VF_test.
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In the experimental results, there is an overshoot in the Vo waveform and an oscillation
in the Io waveform due to the sudden change in the load level. In the actual battery charge,
these fluctuations will not be in question since there is not be such a sudden change in the
equivalent resistance of the battery according to the SOC. In fact, these sudden changes can
in practice be caused by a sudden change in the mutual inductance due to the occurrence of
misalignment during charging or an object entering between the coil pads. These situations
can be identified by detecting high-amplitude inrush current changes.

The primary side should be protected by reducing the forward converter output
voltage, if the secondary side is open-circuit at any stage of the charge. The load resistance
was increased from 30 Ohm to 440 Ohm for observing this situation in the LTspice model.
The variation of VF with the change of the resistance in the forward converter is shown
in Figure 10. The VF voltage is reduced to 4.041 V. At this moment, IF also reaches the
maximum allowable value. The variation of the current passing through the inductance LF
in the forward converter with the switching of the load is shown in Figure 10b.
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The wireless charging system for the e-bike developed in this paper was compared
with the same power level IPTs in terms of efficiency. As can be seen in Table 3, the IPT
proposed in this study provides the desired power transmission with higher efficiency at a
higher transmission distance than its counterparts. Moreover, since the DC-link voltage on
the primary side is high, it can be directly connected to the AC grid.

Table 3. The comparison of WCSs of similar power level.

Topology Primary Side
Voltage (V)

Secondary
Side Voltage

(V)
Power (W) Distance (mm) Freqency Eff. (%)

[3] LCL-LCL 50 50 100 180 1 Mhz 73.6
[17] S-S 48 18 53,79 30 85.5 kHz 81
[18] LCL-S 48 26 78,31 35 85 kHz 84.103
[23] S-S 20 20 90 - 95.6 kHz 90.3
[25] S-S - 24 100 30 - 79
[26] S-S 24 48 250 200 200 kHz 92.15
[27] S-S 72 48 100 30 100 kHz -
[29] S-S 48 36 - 30 100 kHz -
[29] S-LCC 48 20 55 - 200 kHz -
[30] S-S ~21 V 44,5 84 - 85 kHz 93.17
[31] S-S 400 V 42 V 100 70 83.1 kHz 80

Prop. S-S 310 V 44 V 110 100 85 kHz 87.52

6. Conclusions

A wireless charging system, which uses a dual-stage configuration and is supplied
from a 230 V AC grid, was designed for charging the 36 V battery bank of an e-bike in this
study. An optimum IPT for wireless charging was developed using the dimensions and
components obtained in the analytical design. Developed in the SS resonance topology,
the current on the primary side of the IPT can reach dangerous values if the charge is in
CV mode, the secondary side is open circuit, or in the condition of large misalignment. A
forward converter operating in PCM mode limits the current on the primary side. The
response of the forward converter was simulated by open- and closed-loop control with
LTspice and experimentally verified. Accordingly, the experimental efficiency of the whole
system was calculated for full alignment and 3 cm misalignment. The maximum WCS
efficiency was 87.52% in the perfectly aligned condition, whereas the maximum efficiency
in the 3 cm misalignment was 83.63%. According to the simulation results, these efficiencies
are 90.45% and 87.81%, respectively. In addition, the response of the control algorithm
was experimentally validated in open-circuit and large misalignments. Accordingly, the
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developed wireless charging system continues to transmit power under constant load at up
to 25% misalignment. In cases of greater misalignment and open circuit, it shuts itself off.

The primary-side controlled WCS proposed in this paper can be used in e-vehicles with
similar power and voltage levels using other compensation topologies that are derivatives
of the SS topology.
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Abbreviations

Parameters
Ro equivalent load resistance
RL load resistance
M mutual inductance
Vo
′ input voltage of rectifier in the secondary side of IPT

VP Primary side input voltage of IPT
VF output voltage of forward converter
LP, LS primary and secondary side self-inductances of IPT
CP, CS primary and secondary side resonance capacitors of IPT
IP, IS primary and secondary side currents of the IPT
ω operating angular frequency
QP, QS primary and secondary side quality factors of IPT
d distance between the primary and secondary pads of IPT
NP, NS Turn numbers of primary and secondary coils of IPT
f0 resonance frequency
η AC-AC efficiency of IPT
Po
′ input power of the rectifier on the secondary side of IPT

GI−V current–voltage gain of the IPT
GV−V voltage–voltage gain of the IPT
ηF forward converter efficiency
NF turn ratio of the forward transformer
D Duty ratio of the forward converter
LF, CF inductor and capacitor of low-pass filter for forward converter
ωF switching frequency of forward converter
∆IF, ∆VF the ripple in current and voltage of the forward converter output
k magnetic coupling
Vo, Io load voltage and current
VF_test forward converter test voltage to control IPT load
IF_max1 maximum forward converter current level to set for CC mode
IF_max2 maximum forward converter current level to set for CV mode
Abbreviations
IPT inductive power transfer
CC constant current
CV constant voltage
PTE power transfer efficiency of IPT
ESR effective series resistance
PCM peak current mode
SOC state of charge
WCS wireless charging systems
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Abstract: Brushless doubly fed reluctance generators (BDFRGs) are hopeful generators for using
inside variable speed wind turbines (VSWTs), as these generators introduce a promising economical
value because of their lower manufacturing and maintenance costs besides their higher reliability. For
integrating WT generators, global networks codes require enabling these generators to stay connected
under grid disturbances. The behavior of the BDFRG is strongly affected by grid disturbances, due
to the small rating of the used partial power converters, as these converters cannot withstand high
faults currents which leads to quick tripping of BDFRG. VSWTs can be safeguarded against faults
using the crowbar. Usually, the conventual crowbar is shunt connected across the converter to protect
it, but this configuration leads to absorbing reactive power with huge amounts from the grid, leading
for more voltage decaying and more power system stability deterioration. This study proposes a
simpler self-controllable crowbar to enhance the ability of the BDFRG to remain in service under
faults. The operation technique of the proposed crowbar is compared to other crowbar operation
techniques, the effectiveness of the proposed system would be analyzed. Through the simulation
results and behavior analysis, the proposed crowbar technique demonstrates a decent improvement
in the conduct of the studied system under faults.

Keywords: brushless doubly fed reluctance generator (BDFRG); crowbar; symmetrical fault; unsym-
metrical fault; wind turbine (WT)

1. Introduction

Because of the ongoing rise in the prices of fossil resources, which mostly have an
exhausted impact on the world’s economies, as well as the harmful influence of these
resources on the environmental footprint, the world rapidly resorts to utilizing sustainable
resources. Indeed, the wind energy conversion system (WECS) has emerged as one of the
fastest-growing energy systems [1–4]. Doubly fed induction generator (DFIGs) introduced
a main important advantage since these generators are based on using a partial converter
which means lower cost than the generators that use a complete power converter, leading to
a great spread of DFIGs in wind energy markets. Brushless doubly fed machines (BDFMs)
are slip recovery machines that reduce the required power converter if the required speed
control range is limited, resulting in a significant cost saving for these machines [5]. As a
result, using this BDFM is a cost-effective option for using inside the variable-speed WECS.
Another main advantage of the BDFMs over the traditional DFIGs is their reliability, as
the brush gear and slip rings were removed. Nowadays, both the brushless doubly fed
reluctance machine (BDFRM) and brushless doubly fed induction machine (BDFIM) attract
the most attention from researchers, especially on the subjects of stability, maximizing
the extracted power and power quality. The main significances of the BDFRM’s rotor
design are to give it; higher reliability, robustness, and operation free from maintenance.
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Moreover, considering the lack of rotor copper losses, the BDFRM is expected to outperform
the BDFIM in terms of efficiency [6–8]. As a result, the brushless doubly fed reluctance
generator (BDFRG) is discovered to be the most appealing for WECS [9–11]. Moreover, the
BDFRG has been studied in a lot of fields by researchers as mentioned in papers [12–15].

Some of the grid codes considered that WTs have to be able to remain connected under
zero voltage for a duration time up to 150 ms [16–20]. As the stator windings of the BDFRG
are tied directly to the network, any occurrence of grid disturbances especially voltage
dip can easily lead to an abrupt absence of the BDFRG magnetization, raising the current
values in the machine side converter (MSC) above the threshold value and also raising the
voltage of the DC-link above the threshold value, which can easily lead to destroying the
power converter [21]. So, there are many different technical challenges facing the ability of
the BDFRGs to satisfy the grid codes’ requirements of keeping these generators connected
under faults, principally due to the lower ratings of the used partial power converters.

This study is the first one to boost the ability of the BDFRG of staying connected
during faults by using the crowbar. Commonly, currently, there are two used solutions to
promote the ability of the doubly fed generators to keep connected during faults: using the
crowbar and applying the demagnetization method [20]. Usually, when the crowbar was
applied to protect the doubly fed generators during the occurrence of faults, the Machine
Side Converter (MSC) is short-circuited, absorbing from the grid large amounts of reactive
power, meaning more voltage dropping and more instability for the grid [22]. While on
the other side, applying the demagnetization method [23,24], based on controlling the
output of the MSC for tracing and counteracting the stator flux oscillations to eliminate the
occurred transients on the induced electromagnetic force in the rotor winding. However,
the industrial realization of the demagnetization method is very complex [20].

This paper introduces a proposed solution for increasing the ability of the grid-
connected BDFRG WT to remain in service under the occurrence of faults and subsequently
increasing the ability of the BDFRG to satisfy the grid code requirements. The proposed
solution is mainly depending on using a new automatically controllable crowbar protection
technique. One of the main aims of the proposed solution is keeping the connecting of the
BDFRG MSC during the faults, reducing reactive power absorption from the network. For
assessing the proposed solution efficacy, the “BDFRG grid-connected wind farm” perfor-
mance would be examined under the occurrence of heavy conditions of different faults
with and without using the proposed solution.

2. BDFRG Dynamic Model

The BDFRG dynamic model is based on the theory of space vector, shown in Equations (1)–(3) [4].
The process of decoupling both the torque-producing and flux-producing current compo-
nents is only possible in a special kind of frame transformation. This is mainly because of
the bizarre structure of the BDFRG and the fact that the primary and secondary windings
electrical quantities (current, flux, etc.) both have variant pole numbers and also different
frequencies. The primary winding quantities are transformed into a general reference frame
that rotates at a speed of ω while the secondary winding quantities are transformed into
another frame that rotates at speed of (ωr − ω) [25]. The general frame speed is preferred
to be the same as the primary winding supply frequency. The resulting dynamic model
based on the dual frame transformation is described by Equation (1). The flux equation
is presented in Equation (2). Finally, the electromagnetic torque and mechanical speed
expressions can be stated as in Equation (3) [26,27].

vdp = rp idp +
d
dt

λdp − ω λqp

vqp = rp iqp +
d
dt

λqp + ω λdp

vdc = rc idc +
d
dt

λdc − (ωr − ω) λqc
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vqc = rc iqc +
d
dt

λqc + (ωr − ω) λdc (1)

λdp = Lp idp + Lpc idc

λqp = Lp iqp − Lpc iqc

λdc = Lc idc + Lpc idp

λqc = Lc iqc − Lpc iqp (2)

Te =
3
2

pr

[
λdp iqp − λqp idp

]

(
Jr + n2

g Jg

) d ωrm

dt
= ng Tm + n2

g Te (3)

As described in Figure 1, the system consists of the BDFRG driven by WT The BDFRG
is tied to the network by the power and control windings. The power winding is directly
connected, while the control winding is connected via two converters: Machine Side
Converter (MSC) and Grid Side Converter (GSC). A capacitance is placed between two
converters. Each converter has its own controller in order to assure that it functions properly.
Both the MSC and GSC controllers are shown in Figure 1. The MSC controller has two
branches; one of them is connected to MPPT, this branch calculates the reference quadrature
secondary voltage by using indirect field-oriented control. The other branch calculates the
reference direct secondary voltage. These two reference voltages are transformed from
dq frame to abc frame by using (θs) to obtain appropriate gate signals from Sinusoidal
Pulse Width Modulation (SPWM). On the other hand, the GSC controller has also two
branches as illustrated in Figure 1. The two branches calculate reference quadrature and
direct grid voltages. Then, they are transformed from dq frame to abc frame by using (θg)
to get appropriate gate signals from SPWM to adjust the DC link voltage and secondary
reactive power on its reference values.
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3. The Crowbar

The crowbar is one of the used solutions in the cases of severe disturbances such as
heavy faults. In general, the crowbar provides a safe path for the heavy fault currents
by short-circuiting the original path, subsequently damping the destroying fault currents
and protecting the generator from the increased (overrated) currents. Basically, crowbar
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consists of a three-phase resistance called crowbar resistance. These resistances could be
connected and disconnected by means of power electronics switches. Severe disturbances
lead to raising the currents in the generator above the allowable values, and also disturb the
DC link voltage. In general, the activation (connection) process of the crowbar protection
system is carried out only in the case of severe disturbances (heavy faults). After clearing
the disturbance (fault), if the current and the DC link voltage are returned back to its
allowable values, the crowbar will be deactivated (disconnected). Moreover, the generator
returned back to its normal configuration. If the current and the DC link voltage are not
returned to its allowable values, the activation of the crowbar protection system can be
restarted. Moreover, the crowbar has been studied in a lot of fields by researchers as
mentioned in the paper [28–30].

4. The Proposed Crowbar Control Strategy

The crowbar activation and deactivation processes are important issues, there are
many used techniques for crowbar activation and deactivation processes. In Ref. [29], an
Adaptive Neuro Fuzzy Inference System (ANFIS) is used to produce the crowbar control
signal which lead to complicating the crowbar system.

This work aimed to propose a simple crowbar control strategy. As shown in Figure 2,
the used crowbar technique is the outer crowbar. The main components of the proposed
crowbar control system are voltage measuring units for all phases, a control program and
an automatic switch. The main aim of the crowbar control program is producing the control
signal which would control the automatic switch. The main idea of the proposed strategy
is based on continuously monitoring and measuring the per unit rms terminal voltage for
each phase individually. According to the flowchart shown in Figure 3, if the measured rms
voltage value, of each phase, is within the predefined voltage constraint limits (more than
or equals to 0.7 p.u.), the control scheme would behave in this case as a normal steady-state
operating condition, then the control program would set the output control signal to (1).
Otherwise, if any one of the measured rms voltage values is lower than the minimum
predefined voltage constrain limit “0.7 p.u.”, the control scheme would behave with this
case as a faulty condition, then the control program would set the output control signal
to (0). In the case “Output control signal = 1”; the automatic switch would be switched
on and bypassing the crowbar “the crowbar is deactivated”, while in the case “Output
control signal = 0”, the automatic switch would be switched off, activating the crowbar. So,
the operation technique of the proposed method is very simple in comparison with the
methods that were used in both Ref. [20] and Ref. [29] to achieve the same goal, whereas
Ref. [20] used a complex fuzzy control system and improved its performance by adding a
PI to the used fuzzy control system. Ref. [29] used a complex ANFIS system.
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5. Simulation Results

The studied system is shown in Figure 4, where the BDFRG (supported by the pro-
posed crowbar) is tied to the network by a transmission line after the coupling transformer.
The main data of the simulated BDFRG and wind turbine are described in Tables A1 and A2
(Appendix A) [4].
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Figure 4. Studied system.

To examine the efficacy of the proposed crowbar control technique, under the occur-
rence of different heavy disturbances, this work shows and analyses the performance of the
studied system without and with using the proposed crowbar control strategy. The studied
disturbances are: three-line to ground fault, single line to ground fault, double line fault and
double line to ground fault. The disturbances occur at the beginning of the transmission
line next to the coupling busbar (11 kV Busbar), applied at the instant of “time = 1 s” for
150 ms duration. According to the used methodology in Ref. [30], the adequate crowbar
resistance value for the studied system was 10 times the secondary “control” winding
resistance value. To ensure monitoring the total actual performance of the BDFRG wind
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turbine under the studied faults, all the protection system devices were deactivated. The
simulation works implemented by MATLAB/SIMULINK (2013 b).

5.1. Symmetrical Fault (Three Line to Ground Fault)

The per unit rms terminal voltage of the BDFRG, as shown in Figure 5, at the instant of
fault occurrence, the terminal voltage dropped to zero p.u. for 150 ms due to the occurrence
of the studied three phase to ground fault; then, after fault clearance, the terminal voltage
returns to its original value (1 p.u.).

Energies 2022, 15, x FOR PEER REVIEW 6 of 29 
 

 

5. Simulation Results 
The studied system is shown in Figure 4, where the BDFRG (supported by the pro-

posed crowbar) is tied to the network by a transmission line after the coupling trans-
former. The main data of the simulated BDFRG and wind turbine are described in Tables 
A1 and A2 (Appendix A) [4]. 

To examine the efficacy of the proposed crowbar control technique, under the occur-
rence of different heavy disturbances, this work shows and analyses the performance of 
the studied system without and with using the proposed crowbar control strategy. The 
studied disturbances are: three-line to ground fault, single line to ground fault, double 
line fault and double line to ground fault. The disturbances occur at the beginning of the 
transmission line next to the coupling busbar (11 kV Busbar), applied at the instant of 
“time = 1 s’’ for 150 ms duration. According to the used methodology in Ref. [30], the 
adequate crowbar resistance value for the studied system was 10 times the secondary 
“control” winding resistance value. To ensure monitoring the total actual performance of 
the BDFRG wind turbine under the studied faults, all the protection system devices were 
deactivated. The simulation works implemented by MATLAB/SIMULINK (2013 b). 

 
 

 

 

 

 

Figure 4. Studied system. 

5.1. Symmetrical Fault (Three Line to Ground Fault) 
The per unit rms terminal voltage of the BDFRG, as shown in Figure 5, at the instant 

of fault occurrence, the terminal voltage dropped to zero p.u. for 150 ms due to the occur-
rence of the studied three phase to ground fault; then, after fault clearance, the terminal 
voltage returns to its original value (1 p.u.). 

 
Figure 5. Per unit rms terminal voltage (Va) of the studied wind farm main coupling point under 
symmetrical fault occurrence. 

0.9 0.95 1 1.05 1.1 1.15 1.2 1.25 1.3 1.35 1.4
-0.5

0

0.5

1

1.5

T i m e (s)

V
a 

 (p
.u

)

Figure 5. Per unit rms terminal voltage (Va) of the studied wind farm main coupling point under
symmetrical fault occurrence.

The active power of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 6. As obvious in the case of “without using the proposed crowbar”, during
the fault, the active power totally dropped to zero kW for 150 ms (fault duration time). In
the case of using the proposed crowbar, during the fault, the active power was effectively
improved and quickly returned to its pre-fault value.
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Figure 6. Active power of BDFRG with and without the proposed crowbar under symmetrical fault
occurrence.
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The reactive power of the BDFRG (with and without the proposed crowbar) is shown
in Figure 7. As shown, the reactive power was adjusted at zero value (unity power
factor) before the fault occurrence. Following the clearance of the fault, in the case of
“without using the proposed crowbar”, the absorbed reactive power, by the BDFRG from
the grid, reached about 5.04 kvar. While in the case of using the proposed crowbar, after
fault clearance, the absorbed reactive power was reduced to 2.165 kvar only and quickly
improved until reaching its pre-fault value.
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Figure 7. Reactive power of BDFRG with and without the proposed crowbar under symmetrical fault
occurrence.

The rotor speed of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 8, which has a reference value equal to 1160 rpm. During the fault, in the
case of “without using the proposed crowbar”, the rotor rapidly accelerated, then after fault
clearance, the rotor speed reached about 1464 rpm, which led to a decrease in the power
coefficient of the WT from 0.48 to less than 0.3846 as shown in Figure 9. In the case of using
the proposed crowbar, the rotor speed increased instantaneously to about 1213 rpm only,
then quickly improved.
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Figure 8. Rotor speed of BDFRG with and without the proposed crowbar under symmetrical fault
occurrence.
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Figure 9. Power coefficient of wind turbine with and without the proposed crowbar under symmetri-
cal fault occurrence.

The primary and secondary currents of the BDFRG (without and with using the
proposed crowbar) are shown in Figures 10 and 11 in the same order. In the case of
“without using the proposed crowbar”, during the fault, both currents were increased for a
certain period. After the fault clearance, the primary current was increased to about 212%
(19.74 A) of the pre-fault value (9.32 A) and the secondary current was increased to about
216% (28.25 A) of the pre-fault value (13.05 A), while in the case of using the proposed
crowbar, as shown in Figures 10b and 11b, after the fault clearance, both the primary
and secondary currents were effectively improved. As the primary current increased to
(15.25 A), while the secondary current increased to (22.86 A) and then quickly both the
primary and secondary currents were effectively improved.

The dc link voltage of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 12, which has a reference value equals to 710 V. Under the fault occurrence,
in the case of “without using the proposed crowbar”, the dc link voltage was decreased
to about 499.2 V. In the case of using the proposed crowbar, the dc link voltage decreased
instantaneously to about 587.8 V only, then the dc link voltage improved and returned
quickly to its pre-fault value.

5.2. Unsymmetrical Fault
5.2.1. Single-Line to Ground Fault (The Fault Is Applied at Phase a)

The per unit rms terminal voltage of the BDFRG, as shown in Figure 13, at the instant of
fault occurrence, the terminal voltage dropped to zero p.u. for 150 ms due to the occurrence
of the studied single phase to ground fault, then after fault clearance, the terminal voltage
returns to its original value (1 p.u.).
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Figure 10. Primary current of BDFRG without and with the proposed crowbar protection under
symmetrical fault occurrence: (a). Without the proposed crowbar; (b). With the proposed crowbar.
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Figure 11. Secondary current of BDFRG without and with the proposed crowbar protection under
symmetrical fault occurrence: (a) Without the proposed crowbar; (b) With the proposed crowbar.
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Figure 12. DC link voltage of BDFRG with and without the proposed crowbar under symmetrical
fault occurrence.
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Figure 13. Per unit rms terminal voltage (Va) of the studied wind farm main coupling point under
single-line to ground fault occurrence.

The active power of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 14. As obvious in the case of “without using the proposed crowbar”,
during the fault, the active power dropped to 3.78 kW. In the case of using the proposed
crowbar, during the fault, the active power was effectively improved and quickly returned
to its pre-fault value.

The reactive power of the BDFRG (with and without using the proposed crowbar)
is shown in Figure 15. As shown, the reactive power was adjusted at zero value (unity
power factor) before the fault occurrence. Following the clearance of the fault, in the case
of “without using the proposed crowbar”, the absorbed reactive power, by the BDFRG
from the grid, reached about 2.115 kvar. In the case of using the proposed crowbar, after
fault clearance, the absorbed reactive power was reduced to 1.158 kvar only and quickly
improved until reaching its pre-fault value.
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Figure 14. Active power of BDFRG with and without the proposed crowbar under single-line to
ground fault occurrence.
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Figure 15. Reactive power of BDFRG with and without the proposed crowbar under single-line to
ground fault occurrence.

The rotor speed of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 16, which has a reference value equals to 1160 rpm. During fault, in the
case of “without using the proposed crowbar”, the rotor rapidly accelerated and the rotor
speed reached about 1184 rpm, which led to a decrease in the power coefficient of the
WT from 0.48 to less than 0.4794 as shown in Figure 17. In the case of using the proposed
crowbar, the rotor speed increased instantaneously to about 1186 rpm, but with damped
oscillations than in the other case, then quickly improved.
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Figure 16. Rotor speed of BDFRG with and without the proposed crowbar under single line to
ground fault occurrence.
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Figure 17. Power coefficient of wind turbine with and without the proposed crowbar under single-line
to ground fault.

The primary and secondary currents of the BDFRG (without and with using the
proposed crowbar) are shown in Figures 18 and 19 in the same order. In the case of
“without using the proposed crowbar”, during the fault, both currents were increased, the
primary current was increased to about 190% (17.68 A) of the pre-fault value (9.32 A) and
the secondary current was increased to about 181% (23.58 A) of the pre-fault value (13.05 A),
while in the case of using the proposed crowbar, as shown in Figures 18b and 19b, during
the fault, both the primary and secondary currents were effectively improved.
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Figure 18. Primary current of BDFRG without and with the proposed crowbar protection under
single-line to ground fault: (a) Without the proposed crowbar; (b) With the proposed crowbar.

The dc link voltage of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 20, which has a reference value equal to 710 V. Under the fault occurrence,
in the case of “without using the proposed crowbar”, the dc link voltage was decreased
to about 642 V. In the case of using the proposed crowbar, the dc link voltage increased to
about 800 V, but with damped oscillations than in the other case, then the dc link voltage
improved and returned to its pre-fault value.

5.2.2. Line to Line Fault (The Fault Is Applied at Phases a and b)

The per unit rms terminal voltage of the BDFRG, as shown in Figure 21, at the instant of
fault occurrence, the terminal voltage dropped to 0.5 p.u. for 150 ms due to the occurrence
of the studied line to line fault, then after fault clearance, the terminal voltage returns to its
original value (1 p.u.).
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Figure 19. Secondary current of BDFRG without and with the proposed crowbar under single-line to
ground fault: (a) Without the proposed crowbar; (b) With the proposed crowbar.

The active power of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 22. As obvious in the case of “without using the proposed crowbar”,
during the fault, the active power dropped to 1.99 kW. In the case of using the proposed
crowbar, during the fault, the active power was effectively improved and quickly returned
to its pre-fault value.
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Figure 20. DC link voltage of BDFRG with and without the proposed crowbar under single-line to
ground fault occurrence.
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Figure 21. Per unit rms terminal voltage (Va) of the studied wind farm main coupling point under
line to line fault occurrence.

The reactive power of the BDFRG (with and without using the proposed crowbar)
is shown in Figure 23. As shown, the reactive power was adjusted at zero value (unity
power factor) before the fault occurrence. Following the clearance of the fault, in the case of
“without using the proposed crowbar”, the absorbed reactive power, by the BDFRG from
the grid, reached about 3.364 kvar for a certain period. In the case of using the proposed
crowbar, after fault clearance, the absorbed reactive power was reduced to 1.325 kvar only
and quickly improved until reaching its pre-fault value.
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Figure 22. Active power of BDFRG with and without the proposed crowbar under line to line
fault occurrence.
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Figure 23. Reactive power of BDFRG with and without the proposed crowbar under line-to-line
fault occurrence.

The rotor speed of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 24, which has a reference value equal to 1160 rpm. During the fault, in
the case of “without using the proposed crowbar”, the rotor rapidly accelerated and the
rotor speed reached about 1196 rpm, which led to a decrease in the power coefficient of the
WT from 0.48 to less than 0.4787 as shown in Figure 25. In the case of using the proposed
crowbar, the rotor speed increased instantaneously to about 1198 rpm, but with damped
oscillations than in the other case, then quickly improved.
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Figure 24. Rotor speed of BDFRG with and without the proposed crowbar under line to line
fault occurrence.
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Figure 25. Power coefficient of wind turbine with and without the proposed crowbar under line to
line fault occurrence.

The primary and secondary currents of the BDFRG (without and with using the
proposed crowbar) are shown in Figures 26 and 27 in the same order. In the case of
“without using the proposed crowbar”, during the fault, both currents were increased; the
primary current was increased to about 220% (20.47 A) of the pre-fault value (9.32 A) and
the secondary current was increased to about 215% (28.04 A) of the pre-fault value (13.05 A),
while in the case of using the proposed crowbar, as shown in Figures 26b and 27b, during
the fault, both the primary and secondary currents were effectively improved.
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Figure 26. Primary current of BDFRG without and with the proposed crowbar under line to line fault
occurrence: (a) Without the proposed crowbar; (b) With the proposed crowbar.
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Figure 27. Secondary current of BDFRG without and with the proposed crowbar under line-to-line
fault occurrence: (a) Without the proposed crowbar; (b) With the proposed crowbar.

The dc link voltage of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 28, which has a reference value equal to 710 V. Under the fault occurrence,
in the case of “without using the proposed crowbar”, the dc link voltage was decreased to
about 584 V. In the case of using the proposed crowbar, the dc link voltage, during the fault,
at first decreased to 690.5 V and then increased to about 777 V, then the dc link voltage
improved and returned to its pre-fault value.
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Figure 28. DC link voltage of BDFRG with and without the proposed crowbar under line-to-line fault
occurrence.

5.2.3. Double Line to Ground Fault (The Fault Is Applied at Phases a and b)

The per unit rms terminal voltage (Va) of the BDFRG, as shown in Figure 29, at the
instant of fault occurrence, the terminal voltage dropped to zero p.u. for 150 ms due to
the occurrence of the studied double line to ground fault; then, after fault clearance, the
terminal voltage returns to its original value (1 p.u.).
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Figure 29. Per unit rms terminal voltage of the studied wind farm main coupling point under double
line to ground fault occurrence.

The active power of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 30. As obvious in the case of “without using the proposed crowbar”,
during the fault, the active power dropped to 1.373 kW. In the case of using the proposed
crowbar, during the fault, the active power was effectively improved and quickly returned
to its pre-fault value.
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Figure 30. Active power of BDFRG with and without the proposed crowbar under double line to
ground fault occurrence.

The reactive power of the BDFRG (with and without using the proposed crowbar)
is shown in Figure 31. As shown, the reactive power was adjusted at zero value (unity
power factor) before the fault occurrence. Following the clearance of the fault, in the case of
“without using the proposed crowbar”, the absorbed reactive power, by the BDFRG from
the grid, reached about 5.15 kvar for a certain period. In the case of using the proposed
crowbar, after fault clearance, the absorbed reactive power was reduced to 1.63 kvar only
and quickly improved until reaching its pre-fault value.
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Figure 31. Reactive power of BDFRG with and without the proposed crowbar under double line to
ground fault occurrence.

The rotor speed of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 32, which has a reference value equals to 1160 rpm. During the fault, in
the case of “without using the proposed crowbar”, the rotor rapidly accelerated; then, after
fault clearance, the rotor speed reached about 1294 rpm, which led to a decrease in the
power coefficient of the WT from 0.48 to less than 0.4605 as shown in Figure 33. While in
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the case of using the proposed crowbar, the rotor speed increased instantaneously to about
1206 rpm, then quickly improved.
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Figure 32. Rotor speed of BDFRG with and without the proposed crowbar under double line to
ground fault occurrence.
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Figure 33. Power coefficient of wind turbine with and without the proposed crowbar under double
line to ground fault occurrence.

The primary and secondary currents of the BDFRG (without and with using the
proposed crowbar) are shown in Figures 34 and 35 in the same order. In the case of
“without using the proposed crowbar”, during the fault, both currents were increased; the
primary current was increased to about 233% (21.69 A) of the pre-fault value (9.32 A) and
the secondary current was increased to about 224% (29.29 A) of the pre-fault value (13.05 A),
while in the case of using the proposed crowbar, as shown in Figures 34b and 35b, during
the fault, both the primary and secondary currents were effectively improved.
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Figure 34. Primary current of BDFRG without and with the proposed crowbar under double line to
ground fault occurrence: (a) Without the proposed crowbar; (b) With the proposed crowbar.
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Figure 35. Secondary current of BDFRG without and with the proposed crowbar under double line
to ground fault occurrence: (a) Without the proposed crowbar; (b) With the proposed crowbar.

The dc link voltage of the BDFRG (with and without using the proposed crowbar) is
shown in Figure 36, which has a reference value equal to 710 V. Under the fault occurrence,
in the case of “without using the proposed crowbar”, the dc link voltage was decreased to
about 595.5 V. In the case of using the proposed crowbar, the dc link voltage, during the
fault, at first decreased to 667.2 V and then increased to about 766.4 V; then, the dc link
voltage improved and returned to its pre-fault value.
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6. Conclusions

To improve the capability of the BDFRG WTs to satisfy the grid code requirements
concerning remaining the wind turbines connected to the grid under the occurrence of grid
disturbances, many complex and expensive techniques were used such as using ANFIS
control systems. This work proposes a new controllable crowbar as a new simple and
economic solution to enhance the performance of the BDFRG WT under the occurrence of
heavy faults. To examine the efficacy of the proposed controllable crowbar, the performance
of the BDFRG WT under the occurrence of heavy different types of faults was studied twice,
one without using the proposed controllable crowbar and the other with using it. To ensure
that the proposed crowbar would be examined under the most extreme fault conditions, the
location of the studied faults was chosen at the beginning of the transmission line next to
the “wind farm” main point of common coupling. Not only that, but also to ensure accurate
monitoring of the total actual performance of the BDFRG WT under the studied faults,
all the protection system devices were deactivated. The terminal voltage, active power,
reactive power, rotor speed, power coefficient, primary current of the BDFRG, secondary
current of the BDFRG and DC link voltage were monitored and analyzed. Simulation
results showed that in the case of fault occurrence without using the proposed controllable
crowbar, all the monitored parameters were badly affected and the BDFRG WT would be
rapidly disconnected from the network. On the other hand, simulation results showed that
the proposed controllable crowbar effectively improved all the monitored parameters and
enabled the studied BDFRG WT to remain in service under the studied faults.
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Nomenclature

List of Abbreviations
BDFRG Brushless Doubly Fed Reluctance Generator
VSWT Variable Speed Wind Turbine
WT Wind Turbine
WECS Wind Energy Conversion System
SCIG Squirrel Cage Induction Generator
DFIG Doubly Fed Induction Generator
BDFM Brushless Doubly Fed Machine
BDFIM Brushless Doubly Fed Induction Machine
BDFRM Brushless Doubly Fed Reluctance Machine
BDFIG Brushless Doubly Fed Induction Generator
MSC Machine Side Converter
GSC Grid Side Converter
MPPT Maximum Power Point Tracking
SPWM Sinusoidal Pulse Width Modulation
IFOC Indirect Field Oriented Control
PLL Phase-Locked Loop
RMS Root Mean Square
ANFIS Adaptive Neuro Fuzzy Inference System
List of Symbols
ω speed of reference frame of power winding
ωr electrical speed of rotor
vdp direct voltage component for power winding
vqp quadrature voltage component for power winding
vdc direct voltage component for control winding
vqc quadrature voltage component for control winding
rp resistance of power winding
rc resistance of control winding
λdp direct flux component for power winding
λqp quadrature flux component for power winding
λdc direct flux component for control winding
λqc quadrature flux component for control winding
idp direct current component for power winding
iqp quadrature current component for power winding
idc direct current component for control winding
iqc quadrature current component for control winding
Lp inductance of power winding
Lc inductance of control winding
Lpc mutual inductance between power and control winding
Te electrical torque produced from generator
pr number of poles for rotor
Tm mechanical torque from turbine
ng turns ratio for gear box
wrm mechanical speed of rotor
Jr moment of inertia for wind turbine
Jg moment of inertia for generator
ωp angular speed for power winding
ωs angular speed for control winding
θp primary flux angle
θg grid current angle
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Appendix A

Table A1. BDFRG parameters.

Rated Line Voltage Rated Frequency rp rc Lp Lc Lpc Rotor Inertia, Jg

380 V 50 Hz 3.781 Ω 2.441 Ω 0.41 H 0.316 H 0.3 H 0.2 kg.m2

Table A2. Wind turbine parameters.

Rated Power Turbine Radius, R Wind Speed Range Turbine Inertia, Jr Gearbox Ratio, ng

6 kW 4 m 2–12 m/s 1.5 kg. m2 7.5
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Abstract: In this manuscript, we propose a single-phase UPC (universal power compensator) system
to extensively tackle power quality issues (voltage and current) with an equal VAR (volt-ampere
reactive) sharing approach between the series and shunt APF (active power filter) of a UPC system.
The equal VAR sharing feature facilitates the series and shunt APF inverters to be of an equal
rating. An SRF (synchronous reference frame)-based direct PA (power angle) calculation technique is
implemented to realize equal VAR sharing between the APFs of the UPC. This PA estimation utilizes
d and q axis current parameters derived for the reference signal generation of the shunt APF. An
SRF-based method is highly useful for power estimations in distorted supply voltage conditions
compared with other conventional methods, i.e., the PQ method. It comprises a reduced complexity
and estimations with an easiness to retain two APF inverters of equal rating. A rigorous simulation
analysis is performed with MATLAB/SIMULINK and a real-time digital simulator (OPAL-RT) for
addressing different power quality-disturbing elements such as current harmonics, voltage harmonics,
voltage sag/swell and load VAR demand with the proposed method.

Keywords: APF; power quality; SRF; UPC; VAR

1. Introduction

In the present age of computerization and digitalization, complex devices with fast
processing controllers draw current shapes that are unwanted in the supply system. This
significantly degrades the quality of the power (i.e., voltage and current) supplied or
available for other loads [1–5]. A specific conditioning equipment known as a unified
power quality conditioner (UPQC) can be employed for such types of loads to resolve both
voltage- and current-related issues, thus assisting with the efficient operation of the load
and preventing the supply lines from being infected with the non-linearities and reactive
power demand of the load [6–21].

Various UPQC control methods considering different compensating scenarios have
been considered by the research community. Along with regular voltage and current
compensation, reactive power compensation by a device has also proven to be a major
utilization [11]. The ability of reactive power compensation has been explored further in
order to be shared among the shunt and series APFs of the device by using the power angle
control (PAC) concept [11–14,18,20]. It has been effectively implemented in a three-phase
three-wire system [11,12] and a three-phase four-wire system [14,20]. The PAC concept has
also been implemented in a single-phase system-based UPQC, as discussed in [18].
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The estimation of the PA (power angle), as discussed in the literature, is based on the
PQ concept, primarily for three-phase systems utilizing power components to calculate
the PA. It has already been well-established that, under non-sinusoidal supply voltage
conditions, PQ concept-based harmonic compensation exhibits a poor performance com-
pared with the SRF concept [22]. Thus, under similar conditions, a PA estimation with a
PQ concept also followed a similar trail, as discussed in the manuscript. It also necessitated
the regular computation of VAR sharing by each APF for the computation of the PA [11].
This regular VAR computation can be avoided by using two APFs with an equal rating,
thus sharing equal reactive power.

In this paper, we present a comprehensive compensating device, termed a UPC (uni-
versal power compensator), for a single-phase system with equal APF ratings whose control
action exhibits a few important features. One is the realization of equal reactive power
sharing between both APFs, thus avoiding a regular VAR computation. Secondly, the equal
VAR sharing is comprehended by the PA estimation without power estimations, directly
utilizing the SRF current parameters (id-iq), which are estimated for current harmonic
compensation. Thirdly, as only the d-q current parameters are used for the PA estimation,
it remains unfazed due to the non-sinusoidal supply voltage condition. To demonstrate
its effectiveness, a comparative analysis is presented in reference to PQ concept-based
compensation and the PA estimation under a non-sinusoidal supply voltage condition.

A single-phase UPC with a shunt and series APF combined through a DC-link capaci-
tor is shown in Figure 1. The specific load is considered to be an arrangement of the linear
and non-linear load. The non-linear load comprises a single-phase diode bridge rectifier
with an RL load on the DC side whereas the linear load consists of only a series combination
of the active and reactive load. With both loads in operation, the source current harmonics
are not as high, but they have a considerable VAR demand that needs to be compensated
for on an equal sharing basis by the APFs of the UPC. When the non-linear load acts alone,
it contaminates the source current with the harmonics to a greater extent, which is tackled
by the shunt APF. Voltage sag, voltage swell and voltage harmonics, or the supply side
disturbances, should be mitigated by the series APF.
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2. Shunt APF Reference Signal Generation with SRF-Based Approach

By an orthodox approach of VAR sharing between the shunt and series APFs as
presented in [4,5], the series APF part of handling VAR arose after the load VAR surpassed
a specific maximum.

The shunt APF of the UPC was used for serving the following two purposes in
our system:
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1. Providing source current harmonic compensation.
2. Providing 50% of load reactive power compensation.

The SRF control algorithm is a popular control approach for custom power devices as
it involves the direct controlling of the d (active) and q (reactive) elements of the current
drawn by the load. As shown in Figure 2, initially, the single-phase load current was
treated as a load component iLα in stationary reference frame; the other component iLβ
was derived by orthogonally shifting iLα. The transformation angleωt was generated from
the modified PLL (phase-locked loop) due to the source voltage with the harmonics for a
proper synchronization [14]. With the following transformations, the direct and quadrature
components of the current in a rotating reference frame were obtained from iLα and iLβ.

[
iLd
iLq

]
=

[
cosωt sinωt
− sinωt cosωt

][
iLα
iLβ

]
(1)
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The direct component of the current, i.e., iLd, was considered to be an active component
of the current whereas the quadrature component of the current iLq was considered to be a
reactive element of the load current.

These two components involved fundamental and harmonic terms and could be
separated by a different HPF (high-pass filter) derived from an LPF (low-pass filter). The
loss element of the UPC, acquired from a PI compensator by comparing the DC-link
reference voltage with the measured DC-link voltage, was combined with the harmonic
content of the active current. The VAR harmonic current element was combined with 50%
of the fundamental reactive current to allow half of the load VAR to be remunerated by the
shunt APF. The compensating d and q axis currents thus obtained were transformed to a
reference shunt APF-injecting current. This current was compared with the measured shunt
APF current and fed to a hysteresis controller to produce a gating signal for the shunt APF.

3. PA Calculation for Equal Reactive Power Sharing

Considering the non-ideal conditions of the supply voltage and the load current, the d
and q axis voltage and current parameters, obtained from the SRF control algorithm of the
shunt APF, were utilized to estimate the power demand by load as:

Load active power (fundamental), PL = vsd· iLd (2)

Load reactive power (fundamental), QL = vsd· iLq (3)
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The source side power could be calculated as:

Source active power, PS = vsd·
(

iLd + i0
)

(4)

Source reactive power, QS = 0 (5)

where i0, the active component of the current drawn from the source, denotes the loss
component of the UPC.

The VAR rating of the series APF could be articulated as [4]:

Qsr = |Is| · |V∗L| · sin δ (6)

sin δ =
Qsr

|Is| ·|V∗L|
=

Qsr
PS

(7)

δ = sin−1
[

Qsr
Ps

]
(8)

For equivalent VAR sharing among the shunt and series APF we obtained:

Qsr = 0.5QL (9)

Therefore, from Equations (3), (4), (8) and (9), we obtained:

δ = sin−1

[
iLq

2·
(

iLd + i0
)
]

(10)

Thus, as is clear from the above equation, for half of the load VAR sharing by the series
APF, the PA could be directly derived from the load current parameters. As the estimation
of the PA was independent of any voltage component, in reference to the PA estimation
presented in [11,12] (where the PA estimation was based on the PQ theory), the number of
variables involved were reduced in the PA estimation. Therefore, the PA estimation was
much simpler to implement. In [12], a PA estimation was carried out where the supply
voltage was considered to be completely sinusoidal. With a non-sinusoidal supply voltage
and the methods proposed in [11,12], an additional disturbance needs to be accounted for,
as discussed in Section 4. A comparative analysis is presented in Section 5 to understand
the efficacy of the SRF-based PA estimation over the others.

4. Comparison of SRF-Based Control with a Conventional PQ (Active-Reactive
Power)-Based Technique

The PQ (active-reactive power) method of control for compensation by an active
power filter (APF) is one of the most popular control methods. It is based on separating
the average and harmonic power components. However, the SRF method is based on
separating the average and harmonic components of the current. Under ideal sinusoidal
supply conditions, both the SRF method and the conventional PQ method perform similarly.
However, under non-sinusoidal supply conditions, the compensating power consists of
additional disturbing factors in the PQ method (id-iq). Thus, under non-ideal supply
voltage conditions, the SRF method is always a preferable option compared with the PQ
method [5,22].

Under a non-sinusoidal supply, the compensating power by the APF for the PQ
method is given by:

[
PC(PQ)

QC(PQ)

]
= − vsd

[
ĩLd
− ĩLq

]
− ṽsd

([
ĩLd
− ĩLq

]
+

[
iLd
− iLq

])
(11)
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Under a non-sinusoidal supply, the compensating power by the APF for the SRF
method is given by: [

PC(SRF)
QC(SRF)

]
= −( vsd + ṽsd)

[
ĩLd
− ĩLq

]
(12)

Thus, the difference between Equations (11) and (12) accounts for the additional
disturbance in the PQ method. Another important degrading factor in the PQ method may
arise if similar harmonic components are present in the voltage and current, resulting in a
more fundamental power component.

In Section 6.4, the performance difference is presented between the PQ method and
the SRF method under non-sinusoidal voltage disturbances.

5. PA-UVT Controller for Series APF

As loads operate at a rated voltage, the reference voltage could be fixed and a unit vec-
tor template (UVT) generation method could be employed for the series APF, as illustrated
in Figure 3. For incorporating the PA shift in the load voltage in reference to the source
voltage, the transformation angleωt was added with the PA δ. The transformation angle
ωt was generated from the modified PLL, as stated in Section 2. The reference load voltage
signal generated is depicted below:

VL
∗ = Vm sin(ωt + δ) (13)

where Vm is the maximum fixed reference rated voltage. The desired load voltage (VL
∗)

was equated with the measured load voltage (VL) to produce the control signals for the
series APF.
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Figure 3. PAC-SRF-based series APF.

6. Simulation Results

This new sharing algorithm-based UPC system was implemented in SIMULINK for
an analysis considering the various operational conditions of the source and load. The
three different types of disturbances in the source voltage were sag, swell and harmonics.
Correspondingly, on the load side, the performance of the UPC was analyzed with three
various load situations; i.e., with a non-linear load only, a linear load only and a composite
type (both linear and non-linear). The parameters considered for the simulation analysis
are depicted in Table 1. With source voltage disturbances being common phenomena,
the simulation results were analyzed under different categories of loading conditions.
The simulation time was separated into various time divisions as per the source voltage
disturbance. From 0 to 0.3 s, the source voltage was in a steady state rated condition; from
0.3 to 0.6 s, a voltage sag of 20% was introduced; from 0.6 to 0.9 s, a voltage swell of 20%
was incorporated along with the rated source voltage; and from 0.9 to 1.2 s, the 3rd, 5th
and 7th harmonic voltage component (10% each) was injected into the steady state voltage.
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Table 1. Parameters for simulation and real-time analysis.

Supply system
Source impedance R = 0.06 Ω, L = 0.05 mH

Source voltage 230 V (RMS), 50 Hz

Shunt APF Coupling inductor 2.0 mH

PI parameters Kp = 0.2, KI = 10.34

Series APF
Filter components L = 1.5 mH, C = 65 µF

Transformer 1:1, 3 kVA

DC-link
Capacitor 1600 µF

Desired voltage 350 V

Load system
Linear load Pmax = 5 kW, Qmax = 5 kVAR

Non-linear load One-phase diode bridge rectifier
with R = 8 Ω, L = 10.5 mH

6.1. Simulation Results with a Composite Load

In the presence of both a linear and non-linear load, the THD content of the source
current without compensation was less than that obtained with the non-linear load alone,
but remained on the higher side. With a constant maximum linear load of 5 kW and 5 kVAr,
the series and shunt APFs took part equally in reactive power compensation, along with
their respective voltage disturbance and current harmonic compensation. Figures 4 and 5
depict the different voltage and current waveforms under this load condition, respectively.
Figure 4a illustrates the voltage waveforms for the complete duration of 1.2 s. Figure 4b–d
depicts enlarged fragments of the voltage waveform observing the sag, swell and harmonic
condition, respectively. It was observed that, under all scenarios, the load voltage was
maintained as the same as the source voltage before any disturbance; i.e., before 0.3 s.
Likewise, Figure 5b–d depicts enlarged fragments observing the sag, swell and harmonic
condition, respectively, of the total current waveform shown in Figure 5a. The DC-link
voltage profile was also maintained at its set reference value, as can be observed in Figure 6.
Although a DC-link voltage ripple was observable, the UPC performance was not affected
and was satisfactory with the considered operating conditions.
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6.2. Simulation Results with Linear Load

In the absence of any non-linear load, the source current without compensation was
free from harmonics and did not require any harmonic compensation from the shunt APF.
Figure 7 illustrates the response of the UPC system with the proposed controller for a
constant linear load of 5 kW and 5 kVAR. Under varying source voltage disturbances,
the series injected voltage made adjustments to maintain a steady state and rated load
voltage profile. The compensating current from the shunt APF was only responsible for
partly compensating the VAR demand whereas an equal amount of reactive power was
compensated for by the series APF.
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6.3. Simulation Results with a Non-Linear Load

With the inclusion of only a non-linear load, the UPC system operation was confined
to the compensation of source voltage disturbances and current harmonic compensation.
As is clear from Figure 8, the source current profile was free from harmonics, with the THD
content being reduced to 3.4% from 23.6%. Figure 8a depicts the time duration of 1.2 s
whereas Figure 8b is an enlarged fragment for the time duration of 0.3–0.6 s for a better
illustration of the effect of the non-linear load on the current waveform. It was evident that
the source current before compensation was highly contaminated with harmonics whereas
after compensation it was closer to sinusoidal. The THD analysis of the source current is
discussed in detail further on in this work. With a proper compensating series injected
voltage by the series APF and a compensating current by the shunt APF, the load voltage
profile was maintained at its rated condition, as illustrated in Figure 9.
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6.4. Cumulative UPC Performance Parameters under Different Voltages and Loading Conditions

Table 2 illustrates the various performance parameters used to obtain a better under-
standing of the UPC performance analysis under different voltage and loading conditions.
The performance parameters listed in the table are: I: the RMS value of the load voltage in
volts (without a UPC); II: the RMS value of the load voltage (with a UPC); III: the THD% of
the load voltage (without a UPC); IV: the THD% of the load voltage (with a UPC); V: the
THD% of the source current (without a UPC); VI: the THD% of the source current (with a
UPC); and VII: the reactive power share between the shunt APF (QSH) and the series APF
(QSR) in VAR (volt-ampere reactive). As observed from the table, the load voltage RMS
value was maintained close to the reference RMS value of 230 V under different voltage and
loading conditions. The THD% of the load voltage with the harmonics under consideration
was within the limits of 5% with an appropriate compensation from the UPC in all cases. As
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can be seen from the table, the THD% of the source current without the UPC, considering
both a linear and non-linear load (composite load), was in the range of 9–10% whereas
for a non-linear load, it was in the range of 16–20%. However, with the UPC, the THD%
of the source current was brought back to within a 5% limit. Thereafter, reactive power
compensation sharing by the UPC APFs were observed for the composite load and linear
load cases. With the composite load, the total load reactive power demand was around
6 kVAR and equal sharing was observed by the shunt and series APF. With only a linear
load, the load reactive power demand was 5 kVAR and, consequently, there was equal
sharing between the shunt and series APF.

6.5. Comparative Performance Analysis under Non-Sinusoidal Voltage Conditions

A simulation case was considered again with a non-linear load, but with a non-
sinusoidal supply voltage condition only. The focus was on the current compensation by
the UPC under non-sinusoidal voltage conditions. Figure 10a,b indicates the source voltage
with harmonics (10% of 3rd, 5th and 7th order harmonic components) and the load voltage
with compensation from the UPC system. Figure 10c,d illustrates the FFT analysis of the
source voltage and load voltage, respectively. The load voltage was reduced from around
15% to 3%.

The efficacy of the SRF method of compensation over the conventional PQ method
under non-sinusoidal voltage conditions in terms of current compensation and equal
reactive power sharing, as discussed in Section 4, is exhibited in a further analysis.

A. THD Analysis of Source Current between SRF and Conventional PQ Methods

Figure 11a shows the source current waveform obtained from the PQ method. The
source current waveform after compensation from the SRF method is illustrated in Figure 11b.
It was clearly observable that the source current waveform obtained with the SRF method
was less contaminated than with the PQ method. The current FFT analysis is presented in
Figure 11c,d for the PQ and SRF methods, respectively. It was clear that the THD of the
source current with the SRF method was below 5% whereas with the PQ method, it was
above the allowable limit with non-sinusoidal voltage conditions.

B. Comparative performance analysis between SRF-based PA estimation and conventional PQ-
based PA estimation under non-sinusoidal voltage conditions

Two different PA estimation approaches were realized and a comparative analysis
was presented; one was a conventional PA estimation based on the PQ concept and the
second was the SRF-based PA estimation method [11,12]. A transient load condition of a
sudden reactive load change was also considered. The reactive load demand was increased
from 2.5 kVAr to 5 kVAr at 0.5 s. Figure 12a,b illustrates the PA estimation pattern for
equal reactive power sharing based on the conventional PQ concept and the SRF concept,
respectively. It was clearly observable that the PA with the PQ estimation method fluctuated
and was also less than the reference value whereas the PA estimation with the SRF method
followed the reference with fewer fluctuations. Both APFs with the SRF were found to be
highly responsive to this sudden load change. These inconsistencies in the PA resulted
in unequal reactive power sharing with the PQ concept, thus affecting the set criteria
(Figure 12c). However, the PA with the SRF parameters resulted in more precise equal
reactive power sharing, as depicted in Figure 12d. Table 3 illustrates a comparative analysis
between the two approaches. Thus, it was clear that the SRF-based estimation of the PA
involved fewer parameters for the estimation; the PA estimation errors and fluctuations
were much fewer compared with the PQ method. Equal reactive power sharing between the
shunt and series APF was more precise with fewer deviations from the reference (1.25 kVAR
until 0.5 s and 2.5 kVAR after 0.5 s).
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Table 3. Comparative analysis between PQ and SRF methods for PA estimation.

Performance factors PQ-based estimation of PA SRF-based estimation of PA

Parameters involved Load voltage and load current Only load current

PA estimation error with reference 8% 2%

PA fluctuation with average 6.5% approximately 1.5% approximately

Percent error in equal reactive power
sharing between shunt and series APF

For QL = 2.5 kVAR: Qsh = 16%,
QSr = −17.6%

For QL = 5 kVAR: Qsh = 18%, QSr = −20%

For QL = 2.5 kVAR: QSh = 1.5%,
QSr = −2.3%

For QL = 5 kVAR: QSh = 1.1%,
QSr = −2.6%

7. Real-Time Simulator Analysis

Simulators are useful in practice to protect equipment from being damaged. With the
reduction in cost and increments in the performance of virtual and real-time simulative
technology, its availability and applicability has been widespread [14]. The real-time
simulator adapted in our work was RT-LAB, which is based on FPGA; its flexibility and
scalability can be used for virtually any simulation or control system application.

A computer system with installed SIMULINK software was connected to the simulator
setup via an ethernet, as shown in Figure 13. Instead of methods such as HIL (hardware in
the loop), RCP (rapid control prototyping) was adapted for analyzing the behavior of the
UPC system with the proposed controller.

Energies 2022, 15, x FOR PEER REVIEW  15  of  19 
 

 

 
(d) 

Figure 12. Comparative performance analysis between PQ and SRF methods: (a) PA estimation by 

PQ method; (b) PA estimation by SRF method; (c) reactive power share by PQ method; (d) reactive 

power share by SRF method. 

Table 3. Comparative analysis between PQ and SRF methods for PA estimation. 

Performance factors  PQ‐based estimation of PA  SRF‐based estimation of PA 

Parameters involved  Load voltage and load current  Only load current 

PA estimation error with reference  8%  2% 

PA fluctuation with average  6.5% approximately  1.5% approximately 

Percent error in equal reactive power 

sharing between shunt and series APF 

For QL = 2.5 kVAR: Qsh = 16%, QSr = −17.6% 

For QL = 5 kVAR: Qsh = 18%, QSr = −20% 

For QL = 2.5 kVAR: QSh = 1.5%, QSr = −2.3% 

For QL = 5 kVAR: QSh = 1.1%, QSr = −2.6% 

7. Real‐Time Simulator Analysis 

Simulators are useful  in practice  to protect equipment  from being damaged. With 

the reduction in cost and increments in the performance of virtual and real‐time simula‐

tive technology, its availability and applicability has been widespread [14]. The real‐time 

simulator adapted in our work was RT‐LAB, which is based on FPGA; its flexibility and 

scalability can be used for virtually any simulation or control system application.   

A computer system with installed SIMULINK software was connected to the simu‐

lator  setup  via  an  ethernet,  as  shown  in  Figure  13.  Instead  of methods  such  as HIL 

(hardware in the loop), RCP (rapid control prototyping) was adapted for analyzing the 

behavior of the UPC system with the proposed controller. 

 

Figure 13. OPAL‐RT simulator connected to the host PC via ethernet and to the DSO via connecting 

probes. 
Figure 13. OPAL-RT simulator connected to the host PC via ethernet and to the DSO via connect-
ing probes.

Figure 14 illustrates the waveforms of the source voltage, load voltage and series
injected voltage for three different transient conditions of source voltage such as normal
to sag (Figure 14a), sag to swell (Figure 14b) and swell condition to normal voltage with
harmonics (Figure 14c). The series injected voltage compensated for the source voltage and
the load voltage was found to be maintained at its rated value and free from harmonics
irrespective of the disturbances. Figure 15 shows the waveforms of the load current,
source current and compensating current for different load conditions of the linear load
(Figure 15a), non-linear load (Figure 15b) and composite load (Figure 15c), respectively. The
source current was found to be distortion-free in the case of the non-linear and composite
loads. With the linear load condition, the presence of a compensating current was due to
the partial load reactive current demand from the shunt APF; the remainder of the reactive
current demand was fulfilled by the series APF.
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Figure 14. OPAL-RT results of source voltage (VS), load voltage (VL) and series injected voltage
(VSr) for different disturbance conditions: (a) normal to sag; (b) sag to swell; (c) swell to normal
with harmonics.
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8. Conclusions

An equal reactive power sharing strategy for a single-phase UPC system was proposed
in this work as a more efficient and practical way of adapting identical APFs with the same
rating. The SRF-based controller employed in this system for the shunt APF controller
also proved to be helpful under non-sinusoidal conditions of supply voltage for a PA
estimation to implement equal reactive power sharing. In this paper, a detailed performance
analysis was presented for a UPC system under different supply voltages (i.e., voltage
sag, swell and harmonics) and loading conditions (i.e., a non-linear load, linear load
and composite load). The performance indices considered for this analysis were current
harmonic compensation, load voltage compensation and reactive power compensation
with equal sharing criteria between the shunt and series APF. It was clearly observed from
the result analysis and tabular data compilation that the UPC system offered a significant
compensation performance under different conditions of voltage and load. A comparative
analysis was presented between the PQ method and the SRF method for current harmonic
compensation, a PA estimation and equal reactive power sharing under a non-sinusoidal
supply voltage. As deduced from this comparative analysis in terms of the results and
comparative data tabulation, the SRF method proved to be superior than the PQ method
under non-sinusoidal supply conditions. Thus, the SRF method is not only suitable for
shunt APF control implementation, but also offers better reactive power sharing support
under non-sinusoidal supply conditions between a shunt and series APF, utilizing only
SRF parameters.
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Abstract: Globally and regionally, there is an increasing impetus to electrify the road transport system.
The diversity and complexity of the road transport system pose several challenges to electrification in
sectors that have higher energy usage requirements. Electric road systems (ERS) have the potential
for a balancing solution. An ERS is not only an engineering project, but it is also an innovation system
that is complex and composed of multiple stakeholders, requiring an interdisciplinary means of
aligning problems, relations, and solutions. This study looked to determine the political, economic,
social, and technical (PEST) factors by actively engaging UK stakeholders through online in-depth
and semi-structured discussions. The focus is on dynamic wireless power transfer (DWPT) due to
its wider market reach and on the basis that a comprehensive review of the literature indicated that
the current focus is on the technical challenges and hence there is a gap in the knowledge around
application requirements, which is necessary if society is to achieve its goals of electrification and
GHG reduction. Qualitative analysis was undertaken to identify factors that are critical to the success
of a DWPT system. The outcome of this study is knowledge of the factors that determine the function
and market acceptance of DWPT. These factors can be grouped into six categories: vehicle, journey,
infrastructure, economic, traffic and behaviour. These factors, the associated probability distributions
attributable to these factors and the relations between them (logic functions), will form the basis
for decision making when implementing DWPT as part of the wider UK electric vehicle charging
infrastructure and hence support the ambition to electrify all road transport. The results will make a
significant contribution to the emerging knowledge base on ERS and specifically DWPT.

Keywords: dynamic wireless power transfer; EV charging infrastructure; stakeholder engagement;
electric road systems; system demand

1. Introduction

There is a drive to increase the pace of electrification of the vehicle fleet in response to
global and national policy objectives [1,2]. Improvements in technology, user education,
new business models, etc., are all supporting the rapid transition to electric vehicle technol-
ogy. The challenge is that the road transport system is far from a homogenous entity. Those
sectors of the road transport ecosystem that have high energy requirements and/or high
use intensity are negatively impacted by the transition to electrification—whilst battery
technology is progressing rapidly, the amount of energy that can be stored is still limited
compared to existing fuel types [3]. Hence, it is increasingly being recognised that inno-
vation in the charging infrastructure will be the key enabler towards wider electrification.
Electric road systems (ERSs) that allow charging on the move, thereby overcoming the
inherent limitations of the battery as an energy storage medium, are one innovation.
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Electric road systems is a term that covers a broad range of solutions, including
catenary systems, conductive tracks and inductive tracks. Whilst there is an advantage
to these systems, their role in a transport system is unclear—the current focus of the
research activity is responding to the technical challenges and whether they supplant or
complement existing solutions or establish new, yet to be identified niches is an under-
researched area. What is clear is that concurrent developments in static charging are
reducing vehicle downtime during recharging, whilst developments in battery technology
and a reduction in cost are both contributing to improvements in vehicle uptime, thereby
negating the need for ERS or, more appropriately, limiting its market potential. To be
successful, an ERS will need to provide a valuable contribution to the current vehicle
charging ecosystem. This value will be based not only on the technology, but on how that
technology meets the stakeholder requirements across a broad range of criteria that may
include targeting a specific cost-point, increasing convenience or meeting other, yet to be
determined, utility functions.

The purpose of the research reported in this paper is to determine the factors that
would contribute to the success of an ERS, specifically a dynamic inductive charging system
from a social-technical perspective—as these systems have a wider market reach compared
to alternative ERS solutions [4] and is an under-researched area based on the literature. The
approach adopted to achieve this was to engage with the stakeholder community within
the UK. The following sections provide: a background to the challenge associated with
road transport electrification and a basis for the research question (Sections 1 and 2); the
approach adopted in this research (Section 3); the results (Section 4); and the interpretation
of those results and what they may mean for inductive charging system development
(Section 5). This is the first stakeholder engagement of its kind undertaken in the UK that
brings together viewpoints of a veritable and diverse group of attendees.

2. Background

Climate change is defined as the long-term alteration of temperature and weather
patterns. There is robust evidence which indicates a consistent relationship between the
cumulative greenhouse gas (GHG) emissions and projected increase in global temperature
of between 1.5 ◦C and 2 ◦C above pre-industrial levels by the year 2100 [5]. Regional and
local impacts of global warming are already seen as a consequence of the increase in GHG
emissions. There is a strong concern that these impacts will worsen with stronger future
climate change [6].

The Paris Agreement, which came into force in November 2016, commits developed
and developing countries to keeping global warming below 2 ◦C and aspiring to a target
of 1.5 ◦C [7]. According to the emissions gap report prepared by the United Nations
Environment Programme (UNEP) in 2019, the total GHG emissions in 2018 amounted to
55.3 GtCO2e, of which 37.5 GtCO2 was attributed to CO2 emissions from the combustion of
fossil fuels [8]. Hence, in tackling climate change, current efforts are primarily focused on
reducing CO2 and cover technologies and techniques that are deployed in four main sectors,
power on the supply side and industry, transportation and buildings on the demand side.
However, according to the recent UNEP report referred to above, even if all unconditional
nationally determined contributions (NDCs) under the Paris Agreement were implemented,
we are still on course for a 3.2 ◦C temperature rise. Further and immediate action is therefore
required to combat climate change.

Of the four sectors mentioned, it is the transport sector that presents the greatest
opportunity to respond. Taking the EU-27 as an example, transport—based on 2018
figures—accounts for almost a third of all CO2 emissions, with road transport responsible
for more than two-thirds of the transport related emissions [9,10]. Further, CO2 emissions
from road transport have increased by a factor of around 1.3 between the 1990 baseline and
the most recent, 2019 figures. This compares to the decrease achieved in other sectors (see
Figure 1). However, transport as a sector, which is highly reliant on fossil fuels, is perhaps
also one of the most challenging to decarbonise [11].
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The most attractive option for decarbonising the road transport sector is electrification,
a market-ready technology alternative to the internal combustion engine [13]. Hence, as
part of the UK commitment to net-zero GHG emissions by 2050 [14], the UK government
has committed to ending “the sale of all new conventional petrol and diesel cars and vans”,
initially by 2040, but subsequently revised to 2035 and most recently to 2030 [15]. However,
in order to achieve the net-zero goal, all road vehicles, including heavy-duty vehicles
(HDVs), will need to be entirely decarbonised. Therefore, the UK Government has also
announced its intention to consult on a similar phase-out to that planned for cars and vans
but targeting diesel-powered heavy-goods vehicles [16].

The UK’s ambitious plans to electrify its road transport fleet requires solutions that
will reduce cost and drive up consumer confidence. Volume production of batteries,
together with manufacturers targeting an increase in the energy density of batteries, has
the potential to increase the driving range and at the same time provide a reduction in
the cost of electric vehicles. The Automotive Council in the UK commissioned a roadmap
on energy storage systems [17]. This roadmap targets a cost saving of around US$80 per
kWh between 2017 and 2035. During the same period, it also targets the energy density
to double from 250 Wh kg−1 to 500 Wh kg−1. Further, the UK is pressing ahead with
the rollout of charging infrastructure to support the electric vehicle user—both a rapid
charging network to support users as they move about the UK, but also workplace and
home charging solutions to support commuters and shoppers [18,19]. In addition, there is
also the consideration of subsidies that either reduce cost or make available preferential
access to road infrastructure including toll roads, city centres and parking [20]. However,
these incentives are likely to prove unsustainable in the long term, requiring a focus on
vehicle and charging technologies [21].

As energy storage costs are reducing, and technology is improving, this is encour-
aging OEMs to increase the battery capacity in their vehicles. What was fast charging
for 16–24 kWh batteries becomes not-so-fast when the battery size reaches 40, 60 or more
kWh. Further, there will also be a requirement, if we are to decarbonise all road transport
sectors, to focus on public high-power charging infrastructure in support of regional and
long-haul freight operations along the trunk road network. Hence, to meet the expectations
of the e-mobility stakeholders and drivers, charge head providers, such as CHAdeMO, are
working on higher power charging. A new edition of CHAdeMO protocol enabling 200 kW
to 400 kW charging was developed by the Association and its members, who are now
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preparing for up to 900 kW [20]. Similar increases in charging capability are a feature of the
EU’s CCS system and CharIN is investigating versions up to 2 MW for electric trucks [21].

One potential challenge that the next generation of static charging technology faces
is the integration of the charging stations into the existing electricity distribution grid.
Recharging times are primarily becoming constrained by the electricity distribution in-
frastructure and not the technology of the charger/battery combination. Grid capacity is,
therefore, a major issue impacting vehicle electrification and market appeal. The most obvi-
ous problem is the load increase, which can lead to a system overload since the components
like transformers and supply lines are not designed to handle the extra loads requiring in-
vestment in reinforcement [22]. This leads to a juxtaposition, whereby the vehicle, through
a combination of technology improvement and cost reduction has improved capability but
places a requirement upon the charging system to make higher investments that need to be
recouped from the system user. This tends to limit the geographical coverage of improved
charging systems to where the initial investment can be recouped from higher demand or,
conversely a higher operating cost for the system user.

The transition to electrification of road transport is further complicated by the diver-
sity of different vehicle types and use cases. There is a relationship between the energy
requirements of a specific modality and use case, and the ability to store energy on and
transfer energy to the vehicle. Even with the development in battery technology and the
reduction in cost through volume production, the difference that remains vis-à-vis fossil
fuels means that replacement with electrification is not suitable for all sectors unless the
frequency of charging events is substantially increased—to overcome the limitations upon
on-board energy storage—and that those charging events are reduced in duration—the
energy transfer rate is substantially increased in order to limit downtime, i.e., when the
vehicle is stationary. As such, a transportation system based around the EV, and encom-
passing all possible modalities and use cases, would require the deployment of an electric
refuelling infrastructure far in excess of the current fossil fuel refuelling infrastructure in
order to address the driving range and recharging time limitations. These limitations have
led to the discussion and exploration of various bespoke charging solutions for specific
modalities and use cases, for example, the electrification of the PSV fleet in Eindhoven
NL [23]

“Recharging takes place at Hermes’ depot via a wireless pantograph system on the roof
of each bus. There are 20 rapid chargers for use during the day, 22 slow chargers for
use during the night and 2 mobile chargers for the workshop. Alternating rapid and
slow charging keeps the batteries in optimum condition. The 43 buses are used on 7
premium public transport bus line services and run at a frequency of 8 to 14 buses an
hour. Eventually, 203 electric buses will be put into operation.”

Another example is commercial drivers, and specifically taxi drivers, where these bar-
riers are more pronounced as a result of the longer distances covered compared to regular
cars, and fewer opportunities for recharging. Results from a recent study [24] indicated that
the current plug-in charging infrastructure does not facilitate charging opportunities for taxi
trade, causing longer working hours lower earnings. Drivers reported running on a range
extender petrol engine once the battery is depleted, limiting the environmental benefits of
electric taxis. It was concluded that alternative charger systems, including wireless, could
facilitate the increased driving range of existing electric taxis by encouraging opportunistic,
short but frequent charging boosts [24].

Electric road systems (ERS) are an alternative set of charging solutions that have the
potential to allow electric vehicles to drive longer distances on a single at base charge,
without the need to increase battery sizes or to stress the distribution grid unnecessarily.
ERS have a long history and encompass in-road wireless, in-road conductive, overhead
catenary, etc. A number of studies have explored the concept of the electric road, but
the focus has been primarily from a technical and use case point of view [25–29]. It is
considered in these studies that it is unlikely that these systems will replace existing
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charging systems but more likely complement (as for the PSV Eindhoven example, we
create a charging ecosystem).

The most notable work concerning DWPT includes systems developed by the Ko-
rea Advanced Institute of Science and Technology (KAIST), Bombardier and Qualcomm.
Other systems include the SIVETEC static WPT system developed by Siemens and the
market-ready WiTricity static WPT system initially developed at Massachusetts Institute of
Technology. DWPT has the potential to contribute to reducing the weight and the cost of
those electric vehicles that have higher energy requirements and/or higher use intensity
e.g., heavy goods vehicles or public service vehicles.

For DWPT to become a critical component of the charging ecosystem, a variety of
technical challenges must be overcome. Appendix A illustrates how much existing research
in the field has focused on debates surrounding technological issues. For example, Hutchin-
son et al. (2017) consider the technical practicalities of DWPT, whilst Gil and Taiber (2014)
assessed the infrastructure challenges of introducing this technology. However, there is a
lack of research into the electric road system as a whole. There is a requirement to look at
the technical challenges in light of how this system is likely to be deployed and accepted
by the user community.

The question that has to be asked is, what is the optimal configuration for successful
integration of an electric road system as part of a wider charging ecosystem? The challenge
is identifying the criteria that determine the success or limitations of DWPT and any
dependencies that may exist between them. As there are multiple types of ERS, each having
its associated strengths and weaknesses, the approach was to focus on the in-road dynamic
wireless power transfer (DWPT) as this technology has strong adoption potential due to
the ability to service multiple use cases—in-road DWPT has the potential to be deployed in
multiple roadways (from urban to peri-urban through to motorway) and to service a wide
range of different vehicle types (from passenger cars to public service vehicles and through
to heavy goods vehicles) [4].

3. Material and Methods

The purpose of the research was to identify the factors deemed to have a significant im-
pact on the utility and function of a DWPT system. In order to collect user and stakeholder
data, a morning workshop followed by focus groups in the afternoon was organised. An
approach was adopted that used the PEST framework in combination with semi-structured
discussions was supported by a review of the appropriate literature in the area of DWPT
and ERS. These concepts are explained below:

I. The PEST framework has been developed and proven to be successful in exploring
the macro-environment [13,30]. The PEST framework (PEST referring to the political,
economic, societal and technology forces present in the system) was therefore adopted
as part of the research activity. PEST assesses a market (including competitors) from the
viewpoint of a particular technological proposition or business. In this case the DWPT
approach within the ERS is utilised as an addition to the existing market-deployed
charging solutions.

II. Semi-structured discussion (that is qualitative/informal conversational/guided ap-
proach) seeks to achieve the same level of knowledge and understanding possessed by
the respondent and to understand personal experiences and perceptions within a con-
textualised social framework [31]. In-depth and semi-structured discussions attempt
to uncover underlying motives, prejudices, or attitudes towards sensitive issues.

III. A rapid review of the literature was undertaken as a time-limited and resource-
efficient approach that provided relevant evidence in support of the analysis step.

By combining the PEST framework, semi-structured discussion and a rapid review of
the literature, the purpose was to develop a comprehensive understanding and mapping of
the macro-environment into which DWPT is to be deployed. Through this, the significant
factors that would determine the success of a DWPT system could be extracted and a
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taxonomy or classification of the significant factors generated. The process followed a
number of discrete steps that are outlined below:

3.1. Stakeholder Selection

The goal was to get the deepest possible understanding of the setting being studied.
This required identification of participants who could provide information about the partic-
ular topic and setting being studied. The stakeholders were selected based on achieving a
predetermined number of people from different categories—these categories were aligned
to the political, economic, societal and technology forces inherent in the PEST framework.
The participants were divided under four categories: Policy, Business, Consumer and
Technology. In total there were 38 participants from 20 different organisations, including
academia (21%), transport and highway authorities (37%), energy providers (10%), bus
operators (3%), solution providers (21%) and vehicle manufacturers (8%).

3.2. Discussion

In this research activity, the adopted approach was to establish focus groups (small
discussion groups) with a maximum of four stakeholders together with a group facilitator
(to ask the questions and guide the process) and a rapporteur (to record the event). Focus
groups enable researchers or facilitators to do most of the things they would during an
interview, but with a small group. They enable a better focus on specific issues and interests
and can also provide opportunities for the group to do more in-depth questioning and
promote interaction—all key attributes relating to the stated research. The focus groups
were preceded by the workshop where key speakers on the subject of electric vehicle
charging development from a policy, economic, societal and technology perspective (one
presentation on each and to all groups followed by open Q&A). The workshop introduced
the current state of the art in order to empower the stakeholders with key knowledge
around the subject area and beyond their immediate environs—for example, a policy-
focused stakeholder will be aware of the key developments in the technology sector. In
general, each of the focus group discussions lasted around 30 min. The discussions were
based on the following two broad questions:

Q1. What will be the key determining factors that will support the success or failure
of dynamic wireless charging as one of the charging infrastructures options?

Q2. What would be the ideal dynamic wireless charging infrastructure system from
your perspective, and how would this be reached?

3.3. Transcribing

Post-event, the generated material was prepared for analysis. Qualitative (thematic)
analysis of the discussion transcripts was then undertaken to seek patterns, themes and
meanings that generate an in-depth understanding of the phenomenon of interest. The
qualitative analysis was approached as a critical, reflective and iterative process that cycled
between data and the overarching research framework that kept the big picture in mind.
This approach has been applied previously for analysing semi-structured interviews [32,33].
The analysis was inherently a process of interpretation. Questions were asked of the data,
informed by theory and by observations, hypotheses or hunches. If the analysis was
rigorous and transparent, then the data should be able to support or not support these.
This is the important part—the data needed to support or refute our ideas and should not
fit the data into the story we want to tell [34,35].

3.4. Analysis

There were two parts to analysing the data, and these were as follows:

• “Content analysis” steps: read transcripts > highlight quotes and note why impor-
tant > code quotes according to margin notes; and

• “Exploration analysis” steps: sort quotes into coded groups (themes) > interpret
patterns in quotes > describe these patterns.
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The last step in the methodology was to verify and report the results of the analysis.
Verifying related to the ‘reliability’ (how consistent the results were) and ‘validity’ (whether
the study investigated what was intended to be investigated) of the data. Verification was
undertaken by comparing and contrasting the results of the analyses across the needs of
electric vehicle charging infrastructure (as determined from the background section and
supported as appropriate by the rapid review of the literature).

4. Results

The focus group discussions covered a multitude of topics, including the status of
the EV, consumer behaviour, potential users, EV charging technologies, grid and transport
network implications and policy and standards requisites that fit within the two broad
questions. The following section reports on the core points that were discussed in the
focus groups.

4.1. Policy

The section discusses the views of those stakeholders with a background in the devel-
opment and/or delivery of policy, especially stakeholders who would have a future role in
creating and managing the policy environment around DWPT.

Cost: Developing dynamic wireless charging infrastructure requires a high capital
cost; therefore, “an attractive business case is required” to convince potential private or public
investors who may perceive the return of investment on the technology to be uncertain,
at least in the short to medium term. Since DWPT is relatively a new technology, scarcity
in data availability can be a challenge for policymakers to develop business cases. Pilot
studies such as DynaCov were recognised as essential to collect the necessary data. The
importance of accounting for future EV landscape and user needs while developing the
business case was stressed.

Infrastructure location: Selecting the right location for the infrastructure is crucial for
success. It was commented that the dynamic wireless charging solutions (DWCS) must
complement the other existing charging facilities and fully integrate with the charging
ecosystem within the area. Furthermore, to compete with other charging solutions, the
charging cost to the user must be attractive. One way to manage the cost to the user is by
encouraging competition within the dynamic charging market. The road selected for the
infrastructure must not possess any significant constraint for installing the infrastructure.
It was noted that it might be more feasible to electrify roads within strategic road networks,
including motorways and primary roads. In general, these road networks “are well main-
tained and contain space for installing required utilities”. Moreover, these roads have a higher
chance of carrying the required number of target vehicle types and volumes.

Temporal considerations: The disruption that may be caused during the construction
phase can be detrimental to the success of the solution. It has the potential to disenfranchise
the user. Therefore, installations “must be done over a relatively short period in terms of road
closures”. Furthermore, the implications of the solution for the existing road utilities and
that may be installed in the future was emphasised to be evaluated. However, it was agreed
that futureproofing for all needs could “significantly increase the solution’s design and the
implementation cost”.

User Considerations: It was highlighted that the on-road charging solution must cater
to different types of vehicles and users. However, there was a broader consensus that the
DWCS will be more suited for commercial users who drive long distances and fixed routes.
Private owners who usually drive fewer miles in a day are “more likely to use home charging
or destination charging facilities”. Changing consumer’s behaviour was ranked as one of the
main challenges for the successful adoption of this charging solution. Public engagement
activities are suggested to be vital for promoting the technology. Furthermore, “acceptance
of the technology by vehicle manufacturers is essential” to gain confidence among potential
users, especially as this technology requires fixing additional components to the vehicle.
Empowering the user is essential; “the ultimate decision to use the charging facility must be with
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the user”. A transparent pricing plan and a payment solution that is safe, secure and easy to
use are necessary. For a better user experience, it was suggested that the payment solution
should be integrated with other charging infrastructure providers within the region.

4.2. Consumer

The section discusses the views of those stakeholders that have a background in the
use cases that are developed around charging infrastructure, especially stakeholders who
would have a future role in determining how DWPT is likely to be used via actions that
include the purchase of vehicles that are DWPT compliant.

Capital Cost (Provider): The importance of public charging facilities will remain
highly relevant for the uptake of electric vehicles. The DWPT has the potential to “relieve
pressure on the number of charge heads (rapid static charging)” that are required to meet future
demand. The fear and anxiety among users to adopt a relatively new charging solution
may affect the uptake of the DWCS. The users might as well think, “if costs are coming
down in 5–10 years, why invest now”? Similarly, potential users may be concerned about
the emergence of hydrogen-based fuels as a preferred solution for buses and heavy goods
vehicles, which is the main target vehicle types for this technology. Therefore, stakeholders’
acceptance of the product, proving the technology’s longevity, and policies by the central
and regional governments supporting DWCS were identified as critical factors to increase
the user base.

User Behaviour: The transport pattern within the target infrastructure location drives
the use of the facility. The distribution of vehicle types, user types, traffic flow, battery
capacity, state of charge (SoC) thresholds, and the number of miles covered in a day by a
given vehicle type are key variables that impact the charging decision-making. Similarly, the
driver’s range anxiety influences the decision-making for using the charging infrastructure.
Smart battery management solutions are required to help make a manual or automated
decision to maintain the necessary level of SoC.

Capital Cost (User): The market for the DWPT technology would be driven by com-
mercial users who cover longer distances or consume higher levels of energy such as “public
transport services (taxies, buses and coaches), last-mile delivery and haulage companies”. Dynamic
wireless charging may also provide an option for businesses to purchase smaller electric
vehicles (like the Renault Zoe), which are usually cheap. However, the range of those
vehicles could be increased using this charging solution. Commercial users are generally
cost-sensitive; therefore, there is a need for the solution to be cost-effective compared to
other vehicle charging types. Furthermore, the business customers expect the technology
to integrate easily with their system without causing any operational constraints. Dynamic
wireless charging can help lower the vehicle cost by reducing the size of the battery pack.
In addition, a reduction in battery size may improve the vehicles’ energy consumption and
utility capacity. For example, it was commented that “for a double-decker bus, we (a large-scale
national coach operator) lost about two pairs of seating capacity because of the extra space required
for the batteries”. Considering the advantages, a commercial user may opt for “re-specifying
the vehicles based on the availability of the dynamic charging facility along the routes.”

Operational Cost User: As the adoption of EVs equipped with DWPT technology
grows, the challenges placed upon the power grid are most likely to increase. There is a
clear interaction between the traffic pattern and demand on the grid from vehicles. Smart
pricing strategies are essential to relieve the pressure on the grid during the peak power
consumption period. For example, “the cost to access the charging facility could be increased at
peak times”. However, it was also suggested that the variable pricing might not be attractive
to commercial users who may prefer to know the energy cost in advance for estimating
their operation cost. Therefore, an arrangement is necessary between potential largescale
commercial users and the solution provider.
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4.3. Business

The section discusses the views of those stakeholders that have a background in the
development and/or operation of business models around DWPT, especially stakeholders
who would have a future role in managing the deployment and assessment management
of a DWPT solution.

User Engagement: Standardisation of the technology is vital; ensuring that the technol-
ogy is compatible with different vehicle types is important to the user base. Business users
are expected to be the main DWPT consumers. Therefore, the primary business model
for this charging solution was predicted to be “business-to-business rather than business-to-
consumer”. Local councils who generally operate large fleets, and public road infrastructure,
transport services, freight and delivery businesses are identified as target business cus-
tomers. Public engagement can help to spread knowledge and awareness about this
relatively new technology. Tools such as advertisement signage and outreach campaigns
can inform users about the technology and its benefits.

User Behaviour: Retrofitting the receiver and other essential components must not
affect the vehicle’s appearance, which is common among private vehicle owners. It was
commented that the involvement of vehicle manufacturers in the designing of the receiver
system installation is required. Charging the vehicle on the go may influence driving
behaviour. In general, DWPTs “incentivise travelling slowly”; hence drivers may prefer
altering their driving behaviour. Its impact on the traffic flow must be evaluated. The
amount of charge a vehicle can receive depends on various external factors such as the
power quality, traffic speed, and power drawn by other vehicles aligned with the same
coil segment. This variability in charging may reduce user’s confidence in the technology.
Therefore, it is necessary to overcome this challenge with a system that could pre-inform
the user about the expected amount of charging. This scenario is more relevant in an urban
setting where vehicles travel bumper to bumper during peak hours.

4.4. Technology

The section discusses the views of those stakeholders with a background in the devel-
opment of the underlying technology, especially stakeholders who would have a future
role in supplying DWPT solutions into the marketplace.

Stakeholder Communities: Effective communication between different stakeholders,
including road and grid operators, utility providers, transport authorities and local govern-
ments, is crucial for the smooth operation of the DWPT infrastructure. The development of
tailored technological solutions such as an in-vehicle interface to commence and end charg-
ing, over-the-air software or firmware updates, and smart payment systems are essential
for a better user experience.

Product Standards: The requirement for standards specifically designed to address
technical and safety aspects of DWPT methods are vital for the successful commercialisation
of the technology. Any potential health and safety concerns related to electromagnetic fields
(EMF) and electromagnetic compatibility (EMC) issues associated with the technology must
be addressed. For example, “leakage of magnetic fields must not interfere with a person’s health
monitoring devices”, like pacemakers. Similarly, the magnetic field generated by the system
“must not interact with communications devices” used by emergency teams, maintenance
teams and any other local key infrastructures such as airports. It is also important that
when a vehicle passes over a specific segment, only that segment is activated and transmit
energy to the receiver on that vehicle to avoid any risk to other nearby motorists and
pedestrians using the roadway. This suggests a need for the “development of a detailed safety
case” covering all risks, hazards and mitigation plans before deployment of the solution.

Performance Improvements: The power transfer efficiency of the system is affected by
an air gap and lateral misalignment between the transmitters and receivers. It was noted
that information and communication-based technology “may be required to inform the driver
to make the necessary correction” to improve the coupling efficiency.
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Performance Management: The connection of a large number of electric vehicles that
arrive at different times and travel at different speeds can create varying power demand
patterns upon the grid, raising power quality issues such as the injection of harmonic
currents. To mitigate this, “appropriate roadside power electronics are necessary”. Moreover,
DWCS may further load the grid during its peak demand period if it coincides with the
charging facility’s peak usage period. Therefore, “future planning of the grid power supply
is necessary”. Furthermore, the impact of the DWCS on the local traffic pattern should be
thoroughly evaluated.

5. Discussion

The study reconfirmed several factors, including a number of challenges that support
the success and potential benefits of the DWPT system. The deployment of appropriate
charging infrastructure is deemed a prerequisite for the wider uptake of EVs. Several
charging infrastructure solutions are being installed across the country, such as rapid
chargers, fast chargers and slow chargers [36]. They form a charging ecosystem that
responds to the requirements for destination and opportunity charging. The success of the
DWPT charging infrastructure will ultimately be based on the number and type of users if
the initial costs are to be sufficiently amortised. The participants mentioned that the initial
deployment scenarios need to maximise the usage of the technology. The commercial users
who drive long distances on fixed repeatable routes are suggested as initial target users.
This is supported by the literature, with Meijer [37] suggesting the deployment of DWPT
systems along urban bus routes as well as short and long haul national and international
freight corridors.

In order to create stakeholder acceptance of DWPT charging infrastructure, it is neces-
sary to predict the energy demand from the EVs that potentially use the facility. From the
focus group transcripts, and supported by the literature, key externalities were identified,
and these externalities were classified into a taxonomy consisting of six categories:

I. Vehicle: these externalities determine whether a vehicle will make a request to charge
based on factors attributable to the vehicle condition, e.g., the current SoC of the battery.

II. Journey: these externalities determine whether a user will make a request to charge
based on the specific mission, e.g., during the journey, the driver can actively extend
the battery range based on the journey requirement.

III. Behaviour: these externalities determine the type of charge that will result, e.g., along
a fixed length of charging infrastructure, the speed of the vehicle will determine the
energy transferred.

IV. Economic: these externalities determine whether a charge will be requested based on
the economic considerations and alternatives, e.g., the cost to access or the cost per
unit of energy.

V. Traffic: these externalities determine the demand upon the DWPT system that will
result from external factors, e.g., the density and mix of traffic that flows across
the system.

VI. Infrastructure: these externalities determine the broader user choice to adopt DWPT
based on the availability of the system both geographically and capability, e.g., is it
available on the route options for the user.

The externalities noted above are factors that will affect the uptake of DWPT either
positively or negatively, and it is the combination of these factors that is important in
defining demand. Figure 2 shows the taxonomy generated from the analysis of the focus-
group transcripts and how the factors combine to determine demand. The structure of the
taxonomy is derived from the analysis of the focus group discussions. Its relation to the
published literature is discussed in the following section.
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The focus group participants mentioned that the EV drivers are usually sensitive to
costs associated with charging, concurring with previous studies [38–42]. Two concerns
arose regarding cost. One was the investment cost and the recognition that, in order
to mitigate the high investment cost of DWPT being passed on to the users, supportive
government policies and financial subsidies, and incentives would be essential for wider
uptake of the charging infrastructure, again concurring with existing studies [41]. Second
was that the focus group suggested that EV users’ charging behaviour is influenced by
cost-driven factors such as (a) the actual cost to charge and (b) the impact of the charging
method on operational efficiency. It is recognised in the literature that the actual cost to
charge includes one or more components such as access fee, a kWh-based charge, usually
varying with the time of use (ToU) and payment processing fees [42]. Studies have shown
that smart pricing strategies based on ToU can shift charging to the off-peak period that is
beneficial to the grid and, most consumers have been willing to accept this costing method.
However, there is a lack of uncertainty in the willingness to use smart charging schemes
between private and commercial users. Unlike static charging solutions, DWPT allows
a vehicle to charge while in motion, avoiding financial losses that may be incurred due
to vehicle downtime associated with stationary charging solutions. Indeed, Oliveira et al.
(2020) [24] concluded that taxi drivers are more likely to lose earnings due to charging
time associated with wired solutions. Furthermore, time-sensitive services like freight
and public transport systems may not have enough time to get the required energy with
stationary solutions [43,44]. By reducing the vehicle downtime owing to charging stops,
dynamic wireless charging can be an effective solution in such scenarios [45].

Batteries constitute a significant proportion of the EV cost [46]. DWPT offers the
opportunity to reduce the battery size whilst reducing vehicle cost, increasing range, and
vehicle’s utility (for example, capacity). Participants were also concerned about the costs
associated with installing the hardware and software that are required for DWPT charging.
The participants mentioned that customers expect these costs to be recouped either with a
low charging price or improved operational efficiency. A similar opinion was reported in
Oliveira et al. (2020) [24].

The focus group discussions suggested that the use case for the DWPT infrastructure
has interdependencies with factors relating to journeys undertaken by the users, such as
origin and destination of the trip, purpose of the trip and routing preference. The EV
users who generally drive fewer miles than the battery range prefer destination charging
at home or work [38]. Private EV users generally fall in this category. On the other hand,
long-distance and energy-intensive operations such as freight and public transport services
such as buses, coaches and taxis require public charging solutions at different locations.
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Moreover, fixed-route services such as buses and coaches cannot detour; therefore, they
rely on charging facilities along the route in addition to the infrastructure within the
depots [45,47]. In general, these journey-related factors influence the willingness to alter the
route for accessing a charging solution. Philipsen et al. (2015) [48] reported that users are
more willing to accept a detour of 5 km or 10 min to a fast-charging station. Furthermore,
Philipsen et al. (2016) [49] indicate that participants prefer to make a detour rather than
accept waiting times for charging.

The participants mentioned that the design of the system needs to be interoperable,
catering for a wider type of vehicle and operating conditions. However, a challenge is that
there are several factors relating to vehicle characteristics as well as the technology and type
of the charging system that affect the energy demand of an EV. Battery capacity is a primary
factor that determines the range of an EV. A larger battery capacity enables the vehicle
to travel longer distances. Therefore, when faced with a specific journey requirement,
they may seek fewer charging opportunities than vehicles with smaller battery capacities.
Previous research found SoC to be a key factor that determines the energy demand of an
EV during a charging event. It is well recognised that specific real energy consumption
that determines the SoC depends on several parameters, including battery temperature,
utilisation of in-vehicle systems such as heating and ventilation, vehicle load, vehicle
acceleration/deceleration, rolling friction, aerodynamic drag, and road gradient. Mishra
(2018) [50] recommends operating EV batteries within a threshold range rather than taking
advantage of the full range between 0% and 100%. For Li-ion batteries, the optimum SoC
area is determined to be between 20% and 80%. Maintaining SoC at these levels reduces
the rate of battery degradation and expands operation lifetime. Respecting the SoC range
is essential; however, a driver or fleet owner may choose to operate outside this range.

A particular challenge is to develop a DWPT system capable of higher power transfer
efficiencies with a wider range of lateral and vertical misalignments (air gap) between the
primary source coils embedded within the road and secondary on-board coils (receiver) [51].
Naberezhnykh [52] recommends the system design to consider driver lateral misalignment
of up to 15 cm for optimum usage of the charging system. The power transfer efficiency is
shown to drop gradually as vertical misalignment grows [28]. Further, the air gap differs
with the vehicle type, and it can vary with the loading conditions. The speed of the vehicle
is expected to affect the power transfer efficiency. With an increase in the vehicle speed, the
interaction time between the primary and secondary coils reduces, resulting in lower power
transfer efficiency [52]. Other vehicle characteristics such as mass and vehicle length affect
the energy demand of EVs. Further simulation and/or demonstrator work is required to
demonstrate the relationship between the vehicle speeds and power transfer efficiencies.
Heavier vehicles require more mechanical power, consuming higher energy. Vehicle type
(length) determines the maximum number of vehicles in a section. It also influences the
number of secondary coils (receivers) that can be fitted to the vehicle.

These findings reiterate the need for standardisation of DWPT systems and associ-
ated technologies to ensure that the deployed systems are safe, efficient and interoperable.
Furthermore, standards allow manufacturers to develop and optimise their systems to
the infrastructure [52]. Several organisations such as the International Organisation for
Standardisation (ISO), International Electrotechnical Commission (IEC), and Society of Au-
tomotive Engineers (SAE) are currently developing standards related to DWPT, irrespective
of the barriers faced due to the technical complexity and current level of maturity of the
technology [53].

Studies have shown that charging behaviour is heterogeneous [54,55] among drivers.
In general, factors including range anxiety, user comfort and other individual preferences
contribute to charging decision making [39]. Range anxiety among EV users is a psycho-
logical barrier that can be induced by insufficient range to reach a destination or complete
daily trips within a stipulated time, associated with the time required for charging and
charger location. An EV driver with a higher level of range anxiety may access a charging
facility when the SoC is higher than the recommended threshold. Furthermore, a higher
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level of range anxiety can potentially lead to dangerous driving behaviour and negatively
affect drivers’ emotions. As the driver’s experience with the EV increases, the driver may
correctly predict the EV’s range concerning their range requirements, thus reducing the
range anxiety [56]. The focus group participants mentioned that an in-vehicle system
capable of providing a real-time charging recommendation for the driver could be helpful
to overcome this challenge [57].

The participants raised issues concerning willingness to adapt driving style to suit the
traffic and improve charging efficiency. The alterations to normal driving behaviour may
cause inconvenience to drivers and affect their charging decision making. For example,
whilst accessing the charging lane, the driver may not be able to overtake other vehicles
and need to drive within a specific speed range. In addition, the driver may need to
maintain distance with the leading vehicle (headway) and vehicle alignment, which can be
challenging even for an experienced driver [37]. Yang and Lu (2018) [56] acknowledged that
it is necessary to account for these behavioural and psychological factors for a successful
mass adaptation of EV infrastructure. In those vehicles with advanced driver-assist or
automated driving systems, the vehicle’s alignment can be controlled by electronic systems,
thus improving driver comfort. Further measures such as driver training, road markings,
and lane guides can improve charging efficiency and user comfort [42]. However, further
user-based research is expected to yield satisfactory measures for users to choose DWPT
charging mode.

These categories and factors within the categories can be used to support the de-
velopment of DWPT. Based on the above discussion, it is recognised that there will be a
logical flow that will determine if a charge event takes place, the power demand and the
energy that is transferred. The gateway will be the vehicle condition; the capability of
the vehicle—if it is equipped with a receiver and the ability to store energy or consume
energy—will determine a request to charge and the power transferred. Following this, the
journey or mission of the vehicle will determine the probability of a charge event—the
longer the journey, the higher energy consumption, etc., the greater the probability of a
charge request. This probability will be moderated to an extent by the immediate cost–
benefit of charging dynamically or statically. As described in the preceding discussion,
if a charge event is required, then the choice of how to meet that charge event—static or
dynamic—is a complex interplay between access costs, energy cost, monetarisation of time,
etc. The behaviour of the user and the traffic environment then determines the transit
time—a quicker transit time means less energy transferred, but further, a transit event that
is permeated by stop-start traffic will also impact upon energy transfer. Finally, the availabil-
ity of infrastructure, either geographically—leading to different vehicle routing—or having
a cap based on power supply—leading to a limit on vehicles that can be serviced—will
impact power levels and energy transfer.

The identified parameters, those that determine the behaviours outlined above, can be
further used to estimate demand on the network using simulation modelling techniques,
such as the Agent-based model (ABM) or Bayesian network model. An Agent-based model
(ABM) is a class of simulation in which a system is modelled as a collection of autonomous
decision-making entities called agents that interact with each other, allowing exploration
of emerging behaviour of the system, usually difficult to predict in the real world [58].
Bayesian network models are structured based on Bayes’ theorem, capable of updating the
prior probability of some unknown variable when some evidence describing that variable
exists [59].

6. Limitations

DWPT is a technology that is uncommon and rapidly evolving; therefore, identifying
and inviting participants with specific expertise was difficult. While all efforts were made
to invite stakeholders with expertise in different areas relating to DWPT technology and EV
charging in general, the findings reported in this study may have insufficient depth in some
of the topics. All the attendees were UK based; therefore, the ideas generated might not be
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directly transferable to the rest of the world. However, the study generated a vast amount
of relevant knowledge that can form a basis for decision making when implementing this
technology to support the transition to electrification within the transport sector.

7. Conclusions

In response to policy commitments, there is a requirement to electrify road transport. It
is also recognised that road transport is a complex system requiring a range of solutions that
include improvement at the vehicle level and innovation in charging infrastructure. One
potential innovation is electric road systems (ERS), and specifically, dynamic wireless power
transfer (DWPT) due to its wider market appeal relative to alternatives. Implementation of
ERS requires that the challenges are identified in order that appropriate solutions can be
implemented. One issue is that current techno-centric approaches do not properly consider
the complex relationships between organisations, the people enacting business processes
and the system that supports these processes.

This research was the first activity to focus on identifying the challenges for DWPT
considering the political, economic, societal and technology perspectives and in a UK
context. The research successfully brought together 38 key stakeholders and generated over
8 h of key discussion. A taxonomy of externalities—the factors that impact negatively or
positively—relevant to DWPT in the UK context was generated. The taxonomy classified
the externalities/factors into six categories.

• Condition of the vehicle—will it accept a charge and what power?
• Journey that is undertake—does the mission require a charge event?
• User behaviour—what will be the type of charge that will result?
• Economics—will there be a cost-benefit to a charge event?
• Level of traffic—what will be the potential energy transferred?
• Infrastructure—what is the availability for a charge event?

The definition of the factors within each category will determine if a charge event
occurs and the amount of energy transferred. There will be a clear logical flow, i.e., the
condition of the vehicle will be the entry point, the journey will define a need, the economics
will define the choice, the infrastructure will define the energy available, the behaviour
will modify that energy transfer within limits defined by the traffic. The taxonomy and
logic flow will allow for creation of a systems model that will inform the decision-making
process of rolling out the DWPT system. The results of this research are supported by the
existing literature in this area and form the basis for decision-making when implementing
DWPT as part of the wider UK electric vehicle charging infrastructure and hence support
the ambition to electrify all road transport. Combined with the factors reported in this
study, real-world testing will identify additional parameters that will allow the successful
implementation of the DWPT system.
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Appendix A

Table A1. Summary of literature regarding Dynamic Wireless Power Transfer (DWPT) an electric
road system (ERS).

Author Title Summary Publication

Hutchinson Luke;
Waterson Ben; Anvari
Bani; Naberezhnykh
Denis
2019

Potential of wireless power
transfer for dynamic charging
of electric vehicles

Paper discusses the technicalities of electric
vehicles, dynamic charging infrastructure,
different projects organisations developing WPT
solutions along with ISOs

Journal: IET Intelligent
Transport System
doi:10.1049/iet-its.2018.5221

Jesko Schulte; Henrik
Ny
2018

Electric road systems:
Strategic stepping stone on
the way towards sustainable
freight transport?

The paper looks at Electric Road Systems (ERS) in
comparison to the current diesel system. The
Framework for Strategic Sustainable Development
was used to assess whether ERS could be a
stepping stone on the way towards sustainability

MDPI, Sustainability
(Switzerland)
doi:10.3390/su10041148

Francesco Deflorio;
Luca Castello
2017

Dynamic
charging-while-driving
systems for freight delivery
services with electric vehicles:
Traffic and energy modelling

This paper develops and implements a specific
traffic model based on a mesoscopic approach,
where energy requirements and charging
opportunities affect driving and traffic behaviours

Transportation Research Part C:
Emerging Technologies
doi:10.1016/j.trc.2017.04.004

Nicolaides Doros;
Cebon David; Miles
John
2019

An Urban Charging
Infrastructure for Electric
Road Freight Operations: A
Case Study for
Cambridge UK

This paper investigates the park and ride bus
routes, the refuse collection operations, and two
home delivery operations for6 charging
infrastructure for electric road freight operations

IEEE Systems Journal
doi:10.1109/JSYST.2018.2864693

Chen Feng; Taylor
Nathaniel; Kringos
Nicole
2015

Electrification of roads:
Opportunities and challenges

This paper presents the historical overview of the
technology development towards the
electrification of road transportation and explores
in more details the Inductive Power Transfer (IPT)
technology

Applied Energy
doi:10.1016/j.apenergy.2015.03.067

Gil A; Taiber J
2014

A Literature Review in
Dynamic Wireless Power
Transfer for Electric Vehicles:
Technology and Infrastructure
Integration

This paper presents a literature review on the
advancements of stationary and dynamic wireless
power transfer used for EV charging. addressing
power limitations, electromagnetic interference
regulations, communication issues and
interoperability, in order to point out the
technology challenges to transition from stationary
to dynamic wireless charging and the
implementation challenges in terms
of infrastructure

Springer Link, Sustainable
Automotive Technologies 2013
doi:10.1007/978-3-319-01884-3_30

GPaolo Lazzeroni;
Vincenzo Cirimele;
Aldo Canova
2020

Economic and environmental
sustainability of Dynamic
Wireless Power Transfer for
electric vehicles supporting
reduction in local air
pollutant emissions

This paper looks at the possible variations of the
energy mix and the effects related to the increase in
the electric energy demand related to the increase
in the circulating electric vehicles.

Renewable and Sustainable
Energy Reviews
doi:10.1016/j.rser.2020.110537

Katsuhiro Hata;
Takehiro Imura;
Yoichi Hori
2016

Dynamic wireless power
transfer system for electric
vehicles to simplify ground
facilities—power control and
efficiency maximization on
the secondary side

This paper looks at a novel secondary-side control
method for power control and efficiency
maximization. These control strategies and the
controller design proposed are based on the WPT
circuit analysis and the power converter model.

IEEE Applied Power Electronics
Conference and Exposition
(APEC)
doi:10.1109/APEC.2016.7468101

Tharsis Teoh
2021

Electric vehicle charging
strategies for Urban freight
transport: concept
and typology

This conceptual paper synthesizes the perspectives
found in literature on the charging strategy
concept, and provides a definition based on
Orlikowski’s structurational model of technology

Routledge Taylor & Francis Group
doi:10.1080/01441647.2021.1950233
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Abstract: In this study, the human exposure to the magnetic field emitted by a wireless power transfer
(WPT) system during the static recharging operations of a compact electric vehicle (EV) is evaluated.
Specifically, the influence of the posture of realistic anatomical models, both in standing and lying
positions, either inside or outside the EV, is considered. Aligned and misaligned coil configurations
of the WPT system placed both in the rear and front position of the car floor are considered as well.
Compliance with safety standards and guidelines has proven that reference levels are exceeded in the
extreme case of a person lying on the floor with a hand close to the WPT coils, whereas the system is
always compliant with the basic restrictions, at least for the considered scenarios.

Keywords: electric vehicle; EMF safety; numerical dosimetry; wireless charging; wireless power
transfer

1. Introduction

Due to the increasing environmental concerns, renewable energy sources have recently
attracted a great deal of attention from both industry and academia [1]. A key technology
following this trend is the usage of electric vehicles (EVs), whose widespread diffusion
is still limited by the charging infrastructure and their on-board energy storage systems,
mainly batteries [2]. To overcome so-called “range anxiety”, static or dynamic wireless
power transfer (WPT) systems have been proposed to recharge EVs either while they are
parked or in movement [3]. However, one of the main issues related to EV-WPT systems
is the large electromagnetic field (EMF) emissions during recharging operations. Indeed,
the demand for fast charging has increased the power level of WPT systems from 3.3 up
to 22 kW [4], yielding an EMF leakage larger than in conventional wireless systems used
to recharge consumer devices. This leakage in the neighborhood environment of the car
(outside and inside) has increased the need to determine the compliance of WPT systems
with international safety standards and guidelines [5,6].

The exposure assessment of static and dynamic EV-WPT systems has been widely
investigated [7–15]. However, while the influence of the car chassis material has been
investigated in [14,15], the effect of the human posture and related positions against the
WPT coils has not rigorously been addressed. Such an influence is therefore investi-
gated in this work for a large variation of anatomical models, postures and WPT coil
position/configurations. Specifically, the magnetic field emitted by a static WPT system
operating at the intermediate frequency (IF) of 85 kHz and engaged in recharging the
battery of a compact car, namely a FIAT 500, has been considered.

The compliance assessment of EV-WPT systems is not straightforward. Indeed, while
the standalone design of the recharging system could be easily performed with classical
numerical approaches, the presence of the car body, which is more difficult to take into
account, has been shown to play an important role [14,15]. However, the presence of
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the human body does not affect the source field up to some megahertz [16,17], making it
possible to separate the overall compliance procedure into two steps: (1) the simulation
of the magnetic field source (WPT system and car body) and (2) numerical dosimetry
(human body subject to the previously evaluated IF field). Step (1) is solved with an ad-hoc
hybrid scheme coupling the boundary element method (BEM) with the surface impedance
boundary conditions (SIBCs) in order to fit both the multiscale open-boundary (WPT
system) and thin-sheet (car body) characteristics of the problem [18]. Step (2) is instead
performed with the commercial software Sim4Life (https://zmt.swiss/sim4life, accessed
on 26 October 2021), which relies on a Virtual Population (ViP). This allowed us to achieve
the non-trivial task of assessing the numerical dosimetry on realistic anatomical models
with different postures resembling those of a driver, of a person lying on the ground floor
or in the rear-seats and of bystanders near to the car, while the WPT coils (both aligned
and misaligned) were placed either in the rear or front position of the car floor due to the
presence of the battery pack between the wheels.

2. Materials and Methods
2.1. Car Modeling

The compact vehicle considered in this paper is the FIAT 500, as described in [15] and
freely accessible at this link https://github.com/cadema-PoliTO/vehicle4em (accessed on
26 October 2021). Once again, onlythe chassis of the car was considered and modeled as
a surface mesh in order to exploit the capabilities of the numerical formulation, which is
based on the hybrid BEM/SIBC method [18].

In contrast to [15], where the material properties of aluminum and carbon fiber were
selected for the car body, in this study, a conductivity of σ = 2× 106 S/m and a relative
magnetic permeability of µr = 300 have been adopted. These values correspond to common
steel with moderate shielding capabilities, as suggested in [19].

2.2. WPT System Configuration

In this paper, we have considered a WPT system classified as WPT2/Z3 by the
standard SAE J2954 [4]. The input power is set to 7.7 kVA and the operational frequency
is fixed to 85 kHz. For the assessment of these kinds of WPT systems, a time-harmonic
formulation is sufficient because the harmonic content is negligible [19]. Furthermore, it is
possible to assume a continuous sinusoidal wave even in the case that the actual waveform
would be a sinusoidal burst [10].

The clearance between the receiving coil and the ground is set to 200 mm. Each coil is
made of 8 turns, and the current flowing into a single turn is 26 A for the transmitter and
j26 A for the receiver. Both coils are shielded by two thin layers of aluminum and ferrite
with an outer dimension of approximately 420× 420 mm2, as shown in Figure 1.

In order to investigate the worst exposure scenario, both the case of perfect alignment
(see Figure 1a,b) and of maximum misalignment, as suggested by SAE J2954 [4]—i.e.,
dx = −75 mm and dy = 100 mm (see Figure 1c,d)—were considered.

In contrast with [15], where the WPT system was placed below the car floor on the
driver’s side, two different locations were selected: one under the bonnet (see Figure 2)
and the other under the baggage compartment (see Figure 3). This was done to avoid inter-
ference with the battery pack, which is normally placed between the rear and front wheels.
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(a) (b)

(c) (d)

Figure 1. WPT2/Z3 system with perfect alignment (a,b) and maximum misalignment (c,d).

2.3. Exposure Scenarios for Numerical Dosimetry

Compared to [15], where a driver and a bystander were investigated (called expo-
sure scenario #1 from here on), two further exposure scenarios, each consisting of two
realistic anatomical models and two coil positions, have been considered, as illustrated
in Figures 2 and 3, respectively. In particular, exposure scenario #2 consists of two adult
males: one lying on the ground floor with a hand stretched towards the coils (worst-case
scenario) and the other standing in front of the car. Exposure scenario #3 consists of two
females: one child sleeping on the rear seats and one adult standing at the back of the car.
All the anatomical human models are taken from the ViP 3.0 provided by the IT’IS Foun-
dation (https://itis.swiss/virtual-population, accessed 26 October 2021), with a posable
model for Duke lying on the floor.

Tissue dielectric properties of the human models were assigned from the IT’IS database [20],
with the exception of the skin, where a higher conductivity value was adopted, as described
in [21]. A uniform grid size of 2 mm was used to discretize the computational domain
embedding the anatomical models (see Figures 2a and 3a).
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(a)

(b)

Figure 2. Exposure scenario #2: Duke lying on the ground floor and Fats standing in front of the car
for the aligned (a) and misaligned (b) coils.

(a)

(b)

Figure 3. Exposure scenario #3: Roberta sleeping on the rear seats and Ella standing at the back of
the car for the aligned (a) and misaligned (b) coils.

2.4. IF Dosimetry

It is well known that numerical dosimetry up to intermediate frequencies (10 MHz)
can exploit the fact that the induced currents in the human body do not perturb the external
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magnetic field [16,17]. For this reason, the simulations of the external magnetic field source
can be separated by the evaluation of the electric field induced inside the human bodies.
This division makes it possible to select the most suitable formulations for the two steps.

In this paper, the simulation of the WPT system and the car body is handled by a
numerical hybrid formulation based on BEM and SIBC methods [18]. This formulation is
particularly suitable to handle the multi-scale problem as the car body has a significant
surface with a very small thickness.

The numerical dosimetry computations are instead performed using the Scalar Poten-
tial Finite Element (SPFE) method, which is implemented in the commercial software tool
Sim4Life. Based on the magneto-quasi-static (M-QS) approximation and the conduction-
current-dominant characteristics of biological tissues in the IF region, a simplified scalar
potential equation is given by

∇ · σ∇φe = −jω∇ · σA (1)

where A is the magnetic vector potential, φe is the scalar electric potential, ω is the angular
frequency, and σ is the conductivity. Due to the fact that the magnetic field source is
handled by a hybrid formulation based on BEM/SIBC, we cannot directly compute the
necessary magnetic vector potential A on the right hand side of Equation (1). Therefore,
the magnetic flux density B is computed via step (1), and a compatible magnetic vector
potential A is then evaluated by using one of the curl-inversion procedures described
in [22–24]. Specifically, Sim4Life implements the curl-inversion procedure based on Laakso
et al. [22], though different schemes can be exploited by providing an external text file.

Once the magnetic vector potential A is provided, Equation (1) is discretized using
the Galerkin Finite Element Method and linear nodal basis functions on a rectilinear grid.
The resulting linear equation system is then solved using a conjugate gradient solver with
a stopping criterion of 10 orders of magnitude reduction for the initial residual. Upon
solving the unknown scalar potential φe, the induced electric field E can be computed from

E = −∇φe − jωA. (2)

3. Numerical Dosimetry Results

The aforementioned two-step approach is hereby undertaken to conduct the compli-
ance assessment of the investigated WPT system against the EMF limits for the general
public provided by the International Commission on Non-Ionizing Radiation Protection
(ICNIRP) [6]. First, the B-field is computed outside and inside the car (without the human
models) by means of step (1) and compared with the reference level (RL). Then, by means
of step (2), the E-field induced inside the human body is evaluated for comparison with
the basic restriction (BR).

3.1. RL Numerical Dosimetry

Figures 4 and 5 illustrate the magnetic field distributions (both aligned and misaligned
coil configurations) inside the computational domains of the considered exposure scenarios
#2 and #3, respectively. In these figures, the anatomical models are overlaid on the exposure
scenario only for the sake of clarity; i.e., to facilitate the understanding of the compliance.
As can be observed, the ICNIRP-RL is never exceeded in the sleeping Roberta model.
Instead, it is barely (aligned) or moderately (misaligned) exceeded in the feet of the standing
models (both front and back of the car) and is greatly exceeded in the hand (up to the
wrist area) of the lying Duke model. Thus, compliance with BR is necessary only in these
latter cases where the RLs are exceeded.
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(a)

(b)

Figure 4. B-field distributions for exposure scenario #2 in the aligned (a) and misaligned (b) coil
positions. Blim is the RL = 27 µT (the green area is the portion where the RL is exceeded).

(a)

(b)

Figure 5. B-field distributions for exposure scenario #3 in the aligned (a) and misaligned (b) coil
positions. Blim is the RL = 27 µT (the green area is the portion where the RL is exceeded).

3.2. BR Numerical Dosimetry

The induced electric field distributions inside the different anatomical models for
both exposure scenarios (#2 and #3) and both coil positions (aligned and misaligned) are
reported in Figures 6 and 7, respectively. These figures show that the ICNIRP-BR is never
exceeded, except for a small portion of the wrist when the lying posture on the ground floor
is considered. However, it is worth noting that ICNIRP suggests determining compliance
against a 2 × 2 × 2 mm3 average volume and the 99th percentile of the peak induced
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electric field [6]. In this work, anatomical models with a voxel resolution of 2 mm have
been considered, and therefore the only 99th percentile has to be computed. Nevertheless,
the 99.9th percentile is evaluated as well since the 99th percentile has sometimes been shown
to underestimate the compliance, especially in the case of localized exposures [13,25–30].

(a)

(b)

Figure 6. E-field distributions for exposure scenario #2 in the aligned (a) and misaligned (b) coil
positions. Elim is the BR = 11.48 V/m (the green area is the portion where the BR is exceeded).

(a)

(b)

Figure 7. E-field distributions for exposure scenario #3 in the aligned (a) and misaligned (b) coil
positions. Elim is the BR = 11.48 V/m (the green area is the portion where the BR is exceeded).
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To better quantify these results, the values of the exposure assessment are summarized
in Table 1, where Emax is the peak induced electric field, whereas E99.9 and E99 are the 99.9th
and 99th percentiles, respectively. As can be observed, when comparing the latter with
the BR, the overexposure is always negative (at least −6 dB), meaning that the considered
exposure scenarios are far from exceeding the ICNIRP-BR.

Table 1. Summary of the compliance with the BR for the considered exposure scenarios.

Exposure Chassis Coil Emax E99.9 E99 Overexposure
Scenario Material Position (V/m) (V/m) (V/m) (dB)

aluminum Aligned 8.26 1.84 0.71 −24.17
#1 Misaligned 7.69 1.36 0.57 −26.08

(from [15]) carbon fiber Aligned 19.21 5.86 1.71 −16.48
Misaligned 24.01 6.94 1.76 −16.23

#2
steel

Aligned 31.84 10.39 5.65 −6.15
Misaligned 33.51 10.52 5.73 −6.03

#3 Aligned 1.30 0.39 0.21 −34.75
Misaligned 2.68 0.61 0.28 −32.25

4. Conclusions and Discussions

In this paper, the influence of posture and coil position on the human safety of a WPT
system engaged in recharging a compact electric vehicle was studied. The dosimetric anal-
ysis was performed by selecting a suitable mix of tools capable of analyzing the magnetic
field source and evaluating the induced electric fields. The former was handled by ad-hoc
software based on a hybrid scheme, whereas the latter was carried out using commer-
cial software. This combination allowed us to handle the complex shape of the compact
vehicle (namely a FIAT 500) and realistic anatomical models with different postures in a
seamless way.

In order to investigate the effect of the posture and body–coil positions, a large
variation of anatomical models (age, sex and body mass index) and exposure scenarios
have been considered. Specifically, different postures resembling those of a driver, a lying
person on the ground floor or rear-seats and bystanders near to the car were employed,
while the WPT coils (both aligned and misaligned) were placed below the car floor before
either the rear or front wheels due to the presence of the battery pack between the wheels.

From the analysis of the obtained results, it has been shown that the considered
exposure scenarios are not compliant with the reference level, especially for a lying person
with their hand close to the WPT system. Instead, compliance with the basic restriction is
always satisfied, at least for the considered cases. In future, different exposure scenarios
could be investigated, including heavier vehicles, such as SUVs and buses, or different
anatomical models for the same exposure scenario. In the former cases, a higher power
of the WPT system, together with a taller car floor, would lead to larger EMF leakages,
whereas in the latter cases, different postures or anatomical details could yield higher
induced fields.

Finally, it is worthy of mention that the influence of the chassis material could play
a relevant role on the exposure assessment. While current steel with moderate shielding
capabilities has been considered in this work, lower shielding performances have been
found in previous papers by the authors when considering a futuristic chassis made of
composite materials.
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Abstract: During wireless charging, the transmission distance of electric vehicles varies, resulting
in different levels of electromagnetic field leakage. An improved active shielding technology, the
double-coil dynamic shielding technology, is proposed in this paper for wireless power transfer
(WPT) systems with different transmission distances. Modeling, simulation, and experiments are
performed for the WPT system with a double-coil dynamic shielding scheme and compared with
other cases. The results show that the proposed double-coil dynamic shielding scheme is able to shield
approximately 70% of the electromagnetic field leakage for WPT systems at different transmission
distances. In addition, it essentially causes no degradation in transmission efficiency (only 3.1%). The
effectiveness and feasibility of the proposed scheme are verified.

Keywords: electromagnetic field; wireless power transfer; shielding

1. Introduction

The promotion of electric vehicles [1] (EVs) is key to the realization of sustainable
transportation. Initially, the main power transfer technologies involved battery exchange
and wired charging. While battery exchange is operationally convenient, battery storage
safety is still a major challenge. Wired charging, although avoiding storage safety issues,
also brings some inconveniences to the utilization of EVs, such as aging wires, the risk of
electric shock, and poor contact [2,3]. For this purpose, new technologies to improve com-
fort and safety are being investigated, of which wireless power transfer (WPT) technology
is certainly one of the most appealing [4–7].

However, one of the crucial challenges of WPT systems when applied to EVs relates
to the electromagnetic field (EMF) safety issues that can be caused by human exposure
to severe EMFs [8–10]. During the transmission of power from the transmitting coil to
the receiving coil, a portion of the EMF is radiated around the WPT system, called EMF
leakage. The generation of EMF leakage not only has an impact on the devices and parts
around the WPT system. It also jeopardizes the health and safety of human beings by
generating current and heat inside the human body, which can cause irritation to muscles,
nerves, tissues, and organs [11–13]. Therefore, the electromagnetic safety issue become
an essential and critical point in the design process of WPT systems, which must ensure
that the EMF leakage levels comply with the International Commission on Non-Ionizing
Radiation Protection (ICNIRP) standards and guidelines [14].

Many studies have been conducted in the past few years on electromagnetic shielding
technology to reduce EMF leakage from WPT systems [15–18]. Currently, there are three
main shielding measures to reduce EMF leakage: passive shielding, resonant reactive
current loop, and active shielding [19,20]. Features of these shielding technologies are
shown in Appendix B. The present study focuses on passive shielding technology [21,22].
This suppresses electromagnetic radiation by using metallic materials to generate an EMF
in the opposite direction to the one generated by the coupling coil in the form of eddy
currents [23].
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Despite its simplicity of operation and ease of implementation, this technology has
obvious drawbacks. The use of metallic materials leads to an increase in the weight of the
system, reducing the coupling coefficient and also increasing the losses [24]. Therefore,
an improved passive shielding technology, resonant reactive current loop, has been pro-
posed [25]. Its operation is based on the principle that, by placing a closed-loop coil with
matching capacitance around the transmitting and receiving coils, respectively, a canceling
EMF opposite to the incident field is generated to significantly reduce the EMF leakage of
the WPT system. Resonant reactive current loop overcomes the shortcomings of traditional
passive shielding and achieves good shielding with a small additional volume and less
impact on the power transmission efficiency.

Although the method is simple in structure, the shielding coil achieves only 53%
shielding effectiveness against EMF leakage, owing to the fact that the power of the
shielding coil is derived from the induced EMF, yielding a limited cancellation of EMF [26].
For cases with higher shielding requirements, active shielding technology [27,28] has
obvious advantages over the two technologies mentioned above. The principle of active
shielding technology is to eliminate EMF leakage by generating a canceling EMF with a
vector direction opposite to the incident EMF. In this technology, the active shielding coil
arranged at the periphery of the transmitting coil is provided with an independent power
supply, and satisfactory shielding effectiveness is achieved by adjusting the power supply.

In previous studies, a single active shielding coil around the transmitting coil was
commonly taken into consideration. Therefore, the radius of the active coil should be
greater than the radius of the transmitting coil [29]. With regard to the current strength and
phase magnitude, the current strength should be selected based on the EMF calculation of
the WPT system, while the phase should be opposite to the phase of the transmitting coil
current. Therefore, the active coil generates a canceling EMF in the opposite direction of the
EMF of the transmitting coil, which leads to a weakening of the EMF leakage [30]. However,
the total EMF received by the receiving coil is the sum of the EMFs of the active shielding
coil and transmitting coil. The algebraic sum of the two EMFs in opposite directions is
significantly lower than the EMF when only the transmitting coil is present. Therefore, the
addition of the active shielding coil negatively affects the transmission performance of the
WPT system.

To minimize the degradation in transmission performance from the active shielding
coil, multiple active coils can be considered. In this case, the geometry of each active coil,
its placement, and parameters such as current strength and phase need to be discussed in
more depth.

In addition, in previous WPT systems for EVs, the shielding function is usually limited
to static shielding, i.e., discussing the shielding effectiveness at a fixed transmission dis-
tance [31,32]. However, for different EVs, the distance between the chassis of vehicles and
the ground transmitting coil is not consistent. As a result, the power transmission distance
during the charging process is inconsistent, resulting in varying EMF leakage levels.

In order to improve the wide applicability of shielding technology, this paper proposes
an improved active shielding technology—the double-coil dynamic shielding scheme—for
different transmission distances of EVs. Firstly, the active shielding structure with double
shielding coils is discussed. Secondly, a modeling analysis of the improved, dynamically
shielding WPT system is performed. Finally, simulations and experiments are performed
on the proposed shielding structure to verify the effectiveness of the double-coil dynamic
shielding scheme.

2. Double-Coil Active Shielding Technology
2.1. Shielding Structure

To overcome the negative impact of the addition of an active shielding coil on trans-
mission efficiency, an improved double-coil active shielding structure is used in this paper—
with two half-loops instead of a single active shielding coil—and the structure diagram is
presented in Figure 1.
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Figure 1. Double-coil active shielding structure.

It is apparent from Figure 1 that each half-loop is equivalent to half of a circle, with
its inner radius denoted by rin and outer radius denoted by rout. Two half-loops are
installed around the transmitting coil, and the radius of the transmitting coil is rs; thus, it is
obvious that rin > rs. To facilitate the discussion at a later stage, the regions in Figure 1 are
divided as follows: inside the transmitting coil, i.e., r < rs, is noted as region 1; excluding
the transmitting coil part, the region inside the active shielding coil, i.e., rin < r < rout, is
denoted as region 2; outside the active shielding coil, i.e., r > rout, is noted as region 3.

Observing the direction of shielding coil currents in Figure 1, it can be seen that in
region 3, the EMF generated by the two half-loops is in the opposite direction of the EMF
generated by the transmitting coil, which creates a weakening effect on the total EMF in
region 3. Moreover, in region 1, the EMF generated by the two shielding coils is consistent
with the direction of the EMF of the transmitting coil. Compared with the traditional single
shielding coil, the negative impact of the two half-loops on the performance of WPT system
is reduced. It achieves a dual effect, reducing the EMF leakage of the WPT system while
increasing the transmission efficiency.

2.2. Magnetic Field Calculation

In this work, the configuration described in Figure 1 is considered. Since the currents
flowing in the radial direction of the two half-loops are opposite (as shown in Figure 1), the
EMFs generated by these two current segments can be ignored. Consequently, in the process
of calculating EMF, the structure shown in Figure 1 can be simplified. The simplified model is
illustrated in Figure 2: neglecting the radial current segments, the two half-loops are replaced
by two concentric circular coils with the same current but opposite phase. The inner radius
and outer radius of the two concentric circular coils are consistent with Figure 1.

In Figure 2, the geometric model of the distance from the center of coil to point M is
demonstrated, where the magnetic flux density at point M is a function of the coil radius,
the current flowing through the coil, and the distance from the coil center to point M. The
total magnetic flux density at point M is calculated by the following Equation (1) [29]:
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where, dM =
√

x2 + y2 + z2, cos ϕM = x√
x2+y2

, cos θM = z√
x2+y2+z2

, sin θM = y√
x2+y2+z2

,

ϑN = sin θM cos ϕM cos θM.
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Figure 2. Geometric model of the distance from the center of the coil to point M.

Note that µ0 is the vacuum permeability, k is the wave number (2π/λ), λ is the wavelength
(c/f ), c is the speed of light (3 × 108 m/s), f is the frequency, rN (N = 1, 2, . . . , n) is the coil
radius, and N is the coil turn.

For the convenience of representation, the variable g is introduced here:
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It is abundantly clear that g is a function that varies with the position of point M(x,y,z).
Therefore, Equation (1) can be simplified as (3):

BM ≈ g(x, y, z)I (3)

The geometric coil array of the transmitting, receiving, and shielding coils is depicted
in Figure 3. It is apparent that the transmitting, receiving, and shielding coils are all coaxial
coils. Thus, all coils have an identical distance for the x-axis and y-axis to point M. The
distance of the x-y axis from point M in the Cartesian coordinate system can be calculated
as
√

(x2 + y2).
However, in the z-axis direction, the distances vary from coil to coil. Therefore, the

distance to point M will differ with regard to the z-axis. The distance from the transmitting
coil to the point M dS1 is then expressed by Equation (4).

dS1 =

√(√
x2 + y2

)2
+ (z1 + z2)

2 (4)

Since the receiving coil and shielding coil are in the same plane, the distance from the
receiving coil to point M has the same expression as the distance from the shielding coil to
point M, as shown in Equation (5).

dS2 = dSH_in = dSH_out =

√(√
x2 + y2

)2
+ z2

2 (5)
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Figure 3. Geometric coil array of transmitting, receiving, and shielding coils.

where dS2 is the distance from the receiving coil to point M; dSH_in and dSH_out are,
respectively, the distance from the internal and external shielding coils to point M.

The total magnetic flux density BM at point M of the space is calculated by applying
superposition as:

BM = B1 + B2 + B3_in + B3_out (6)

where B1, B2, B3_in, and B3_out are the magnetic flux density of the transmitting coil, re-
ceiving coil, and the internal and external shielding coils at point M, respectively, and
these are calculated corresponding to the coil design through (1). Moreover, the shielding
effectiveness (SE) is defined as follows:

SE =

(
1− BM

B1 + B2

)
× 100% (7)

3. Dynamic Shielding for WPT Systems with Double-Coil Active Shielding
3.1. Mathematical Analysis

The theory of double-coil active coil shielding is here addressed using a circuit ap-
proach. A WPT system with a series–series (SS) compensation topology [33] is modeled
using an equivalent circuit as shown in Figure 4, with R1, R2, and R3 as the internal resis-
tances; L1, L2, and L3 as self-inductances; C1, C2, and C3 as capacitances, and RL and RS
as the resistive load and internal resistance of power transmitting. M12, M13, and M23 are
the mutual inductances between coils, and subscript ‘1’, ‘2’, ‘3’ indicates the transmitting,
receiving, and shielding coil, respectively. VS and VA are the power supply of the trans-
mitting coil and the shielding coil, and I1, I2, and I3 are the current of the transmitting,
receiving, and shielding coil, respectively. ω is the angular operating frequency.

The equivalent circuit in Figure 4 can be calculated as follows:




Z1 + RS Z12 Z13
Z12 Z2 + RL Z23
Z13 Z23 Z3






I1
I2
I3


 =




VS
0

VA


 (8)

Zi = Ri + jωLi +
1

jωCi
, i ∈ {1, 2, 3} (9)

Zij = jωMij, i 6= j, i, j ∈ {1, 2, 3} (10)
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It is worth mentioning that C3 can be neglected since there is enough active current
injection to compensate for the EMF leakage.

Considering, for simplicity, a three-coil configuration (1—transmitting coil, 2—receiving
coil, 3—active shielding coil), the total magnetic flux density at observation point M(x,y,z)
in (6) can be simplified as:

BM (x, y, z) =
3

∑
k=1

Bk(x, y, z) (11)

where B3 is equal to the sum of B3_in and B3_out. Substituting Equation (3) into (11), there is:

BM (x, y, z) =
3

∑
k=1

gk(x, y, z)Ik (12)

It should be noted that the vectorial functions gk depend on the configuration of all
coils, i.e., the transmitting, receiving, and active shielding coils. Therefore, the feeding of
the active shielding coil depends not only on the EMF generated by the transmitting coil,
but also on the EMF generated by the receiving coil.

Assuming that the shielding coil achieves an ideal SE, i.e., the total magnetic flux
density BM measured at point M is zero, it yields:

B3(x, y, z) = −(B1(x, y, z) + B2(x, y, z)) (13)

The above Equation (13) can only be satisfied if point M lies on the surface of the
plane loop with its normal axis unit vector na parallel to the direction of the sum of the
incident fields:

na‖(g1(x, y, z)I1 + g2(x, y, z)I2) (14)

However, in fact, for a given active coil structure, the shielding area cannot contain
only one single point. Therefore, vector condition (14) cannot be completely satisfied in
practice. Thus, a less restrictive but practical condition is introduced in the following.

Considering the diminishing of the main component of magnetic flux density under
the condition that the active coil is properly scheduled and is planar, being parallel to
the na, the compensation for the BM component in the direction na at a given point M is
given by:

na·BM(x, y, z) =

na·
[

g1(x, y, z) g2(x, y, z) g3(x, y, z)
]
·



I1
I2
I3


 = 0

(15)
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Expressing the current vector in (15) into (9), it yields:

na·
[

g1(x, y, z) g2(x, y, z) g3(x, y, z)
]
·


Z1 + RS Z12 Z13

Z12 Z2 + RL Z23
Z13 Z23 Z3



−1


VS
0

VA


 = 0

(16)

To make the expression more concise, a new variable t is introduced:




t1
t2
t3


 = na·

[
g1(x, y, z) g2(x, y, z) g3(x, y, z)

]
·




Z1 + RS Z12 Z13
Z12 Z2 + RL Z23
Z13 Z23 Z3



−1 (17)

Thus, Equation (16) is transformed into:

t1VS + t3VA = 0 (18)

From this, the expression for the power supply of the active shielding coil is
further derived:

VA = −VS(t1/t3) (19)

With consideration of the losses incurred by the presence of double active shielding
coils, the power transfer efficiency η of the system can be calculated as:

η =
P2

P1 + P3
(20)





P1 = V1 I1

P2 =
V2

2
RL

P3 = VA I3

(21)

where P1 and P3 are the output power of the transmitting and active shielding coils, and
P2 is the transferred power to load.

Variations in the position or current of the transmitting and receiving coils result in
a corresponding change in the magnetic flux density of the WPT system. The dynamic
shielding scheme proposed in this paper is to adjust the power supply VA in the active
shielding coil according to the changes in coil position and current, allowing the excitation
of the shielding coil to adapt to the changes in the EMF leakage of the WPT system.

3.2. Dynamic Shielding Scheme

As the application of EVs gradually spreads, different EVs have been presented with
different structures and the distance between the vehicle chassis and the ground varies.
This results in different strengths of EMF leakage when charging different EVs. If each EV
needs to be designed with one active shielding mechanism, it would occupy much of the
ground charging area.

Therefore, a double-coil dynamic shielding scheme based on active shielding technol-
ogy is proposed in this paper. According to the power transmission distance of different
EVs, the power supply of active shielding coils installed on the ground is adjusted, so
that the EMF leakage of different EVs can be dynamically shielded. Regardless of the
variation in the transmission distance of the WPT system, the EMF leakage level is always
guaranteed to be within the safety range specified by the International Commission on
Non-Ionizing Radiation Protection (ICNIRP) standards and guidelines.
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With a constant charging power supply of the WPT system, the magnetic flux density
varies with the transmission distance. A magnetic flux density detection module is used
to detect the magnetic flux density at different transmission distances. This involves
controlling the power supply VA of the active shielding coil, so high SE of the shielding
system is maintained while adapting to changes in the transmission distance, resulting in
dynamic and good shielding effectiveness.

A DC-AC inverter circuit with an adjustable duty cycle is added to the control loop so
as to control the power supply of the active shielding coil. By adjusting VA, high SE for
EMF leakage at varying distances is achieved in the active shielding system. The circuit
design is shown in Figure 5.
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Figure 5. Circuit design of active shielding system.

A DC-AC inverter circuit is a conversion device that transforms the DC input voltage
and then outputs the AC voltage. It realizes the orderly closure of switching elements
by controlling the driving voltage for on/off. Thus, the high DC voltage is converted to
AC output voltage according to different circulation paths. It is controlled by pulse width
modulation (PWM), which further changes the magnitude of the output voltage by shifting
the trigger signal of the power electronic switch in the circuit.

When the power transmission distance changes, the EMF leakage also changes accord-
ingly. As a result, the current flowing through the coil alters as well. In the DC-AC inverter
circuit, the magnitude of output voltage VA is controlled by regulating the duty cycle of
the PWM signal, so that the EMF leakage level is limited within ICNIRP.

The topologies often used in high-frequency inverter circuits are class E [34], double
E [35], half-bridge, and full-bridge [36], and their circuit structures are shown in Figure 6.
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A class E inverter is a simple driving circuit with only one switching device, and it
has the advantages of low switching losses and high conversion efficiency. However, the
circuit is unlikely to provide high output power when the duty cycle is changed.

A double E inverter consists of two switching devices, each with half the input voltage
of a class E inverter. In this case, it lowers the requirement of the DC power supply and
switching devices and provides an improvement in power. However, it has a large current
ripple in the input inductance and a high loss in the paralleled inductor, which reduces the
efficiency of the inverter system.
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A half-bridge inverter works through controlling two switching devices to alternate
their conduction. It features a simple structure and requires fewer switching devices.
However, the maximum AC output voltage is only half of the DC output, and the lower
DC voltage utilization reduces the efficiency of the inverter system.

A full-bridge inverter consists of four bridge arms, which can be seen as a combination
of two half-bridge inverters. At the same DC voltage and load, the output of a full-bridge
inverter is two times that of a half-bridge inverter. Moreover, it has only one capacitor on
the DC side, so there is no problem of voltage balance. It can be applied in a wider range
and is more flexible to control.

In summary, a full-bridge inverter is more applicable to the WPT system in this work
because of its simple structure, high voltage utilization, wide power range, flexible control,
and no special requirements for the transmission distance. Therefore, the full-bridge
inverter is selected in this work.

With the addition of a full-bridge inverter, it is possible to adjust VA by changing
the duty cycle α of the pulse signal. In this way, the EMF leakage can be kept at a stable
value while the transmission distance changes, which achieves the dynamic shielding
effectiveness of the WPT system.

To further implement the dynamic shielding scheme, an MCU is added to the WPT
system to guide the adjustment of α according to the detected magnetic flux density, and
finally to enable the dynamic adjustment of VA. The algorithm flowchart of the proposed
dynamic shielding scheme is presented in Figure 7.
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The dynamic shielding scheme allows the power supply of the active shielding coils
to be adjusted so that EMF leakage is restricted to the safe level of ICNIRP. The ICNIRP

141



Energies 2021, 14, 5271

reference levels for magnetic field exposure for WPT systems in different operating bands
(1 Hz–100 kHz) are listed in Table 1. This work refers to the ICNIRP 2010 version [37].

Table 1. Reference level of magnetic field exposure in the operating frequency range of 1 Hz–100 kHz
in ICNIRP-2010.

f B(T)

1 Hz–8 Hz 0.04/f2

8 Hz–25 Hz 0.005/f
25 Hz–50 Hz 0.0002

50 Hz–300 Hz 0.0002
300 Hz–400 Hz 0.0002
400 Hz–3 kHz 0.08/f

3 kHz–100 kHz 0.000027

When the operating frequency is fixed at a certain frequency band, a standard value
of the referenced magnetic flux density is fixed. However, the transmission distance may
not remain the same when charging different EVs. Therefore, the magnetic flux density will
increase or decrease accordingly with the distance. As the transmission distance is shortened,
the EMF leakage of the WPT system will increase accordingly. To ensure that the EMF leakage
is within the safe range of ICNIRP, the adoption of the proposed dynamic shielding scheme
can adjust VA accordingly. This causes the adjusted EMF leakage to drop below the reference
level of ICNIRP 2010. While the transmission distance increases, the EMF leakage will become
lower accordingly. From the perspective of energy saving and cost saving, VA should be
reduced accordingly, which can help to ensure that the EMF leakage is within the safety limit
of the ICNIRP 2010 standard and prevent excessive waste of resources.

The proposed dynamic shielding scheme is applicable to cases in which the transmis-
sion distance changes. It has a certain directive significance for future research on shielding
technology for subsequent WPT systems.

4. Simulation and Experiments
4.1. Simulation Verification

For the verification of the proposed dynamic shielding scheme based on double-coil
active shielding, a WPT system is built using ANSYS Maxwell simulation software. The
WPT system operates at 85 kHz, and the safety limit of ICNIRP at this operating frequency
is 27 µT. The simulated structure of the WPT coils is depicted in Figure 8. The transmitting
and receiving coils have the same structure, both of which have an external radius of
100 mm; the number of turns N is 10, and the transmission distance Z2 is initialized to
100 mm. The double-coil active shielding structure consists of two half-loops with outer
radius rout = 150 cm and inner radius rin = 130 cm.
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The circuit for the combined simulation by 3D Maxwell and Simplorer is illustrated in
Figure 9. The transmitting power supply VS of the WPT system is set to 30 V. The internal
resistance of power supply RS is 8 mΩ, and the resistance of the load resistor RL = 10 Ω. The
other simulation parameters of the circuit are listed in Table 2. In addition, the variation of
the power supply of the active shielding coil VA with the variation of the distance between
the transmitting coil and receiving coil is given in the subsequent discussion. In addition,
the changes in the power supply of active shielding coil VA with transmission distance are
given in the subsequent discussion.
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Figure 9. Circuit for the combined simulation by 3D Maxwell and Simplorer.

Table 2. Simulation parameters of WPT circuit.

Symbol Value

R1 15.49 mΩ
R2 15.49 mΩ
R3 2.64 mΩ
L1 28.27 µH
L2 28.27 µH
L3 0.90 µH
C1 4.89 µF
C2 4.89 µF
K12 0.422
K13 0.041
K23 0.041

In this paper, a dynamic shielding scheme is used to dynamically adjust the power
supply of active shielding coils VA at transmission distances of 50 mm, 100 mm, and
150 mm. The EMF leakage of the WPT system is measured to ensure that its value is lower
than the ICNIRP standard. The corresponding VA at different transmission distances is
shown in Table 3.
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Table 3. VA at different transmission distances.

Transmission distance VA

50 mm 41.61 V

100 mm 24.32 V

150 mm 20.06 V

When the transmission distance is shortened, the magnetic flux density increases
accordingly. Therefore, to meet the shielding requirements, the proposed dynamic shielding
scheme is used to increase the VA to 41.61 V and to shield from excessive EMF leakage.
When the distance increases, the magnetic flux density becomes smaller correspondingly.
At this point, based on the consideration of saving resources and economic costs, VA is
reduced to 20.06 V consequently, so that the EMF leakage is exactly within the safety limit
of the ICNIRP standard, avoiding the unnecessary waste of resources.

The magnetic flux density distribution of the WPT system at different distances is
displayed in in Figures 10 and 11, demonstrating the EMF leakage with no shielding and
double-coil active shielding. The comparison indicates that the magnetic flux density
increases with the shortening of the transmission distance and decreases with the increase
in transmission distance, when no shielding is available. Moreover, the EMF leakage
outside the system is higher. However, with the addition of double-coil active shielding,
the EMF leakage outside the WPT system is significantly reduced by adjusting VA, as
illustrated in Figure 11.
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To further prove the shielding effectiveness of the dynamic shielding scheme and the
impact of double-coil active shielding on the power transfer efficiency of the WPT system,
the shielding effectiveness SE and power transfer efficiency η at different transmission
distances after adjusting VA are presented in Table 4.

Table 4. SE and η at different transmission distances.

Transmission distance 50 mm 100 mm 150 mm

SE 69.4% 76.2% 77.4%

η (no shielding) 96.5% 93.8% 92.7%

η (double-coil active shielding) 92.4% 91.9% 90.7%

It can be seen that the SE of this dynamic shielding scheme reaches more than 69.4%.
Moreover, with the increase in distance, the shielding effectiveness becomes more promi-
nent. At 150 mm, it achieves 77.4% shielding effectiveness for EMF leakage in the WPT
system. Furthermore, by comparing the η of the WPT system with double-coil active
shielding and no shielding, it can be found that the addition of double-coil active shielding
employed in the paper allows the power transfer efficiency to be essentially above 90%.
Therefore, the involvement of this double-coil active shielding structure has not caused a
significant impact on the transmission efficiency, and the degradation of the performance
of the WPT system is mitigated. In summary, the effectiveness of the proposed dynamic
shielding scheme is successfully verified.

4.2. Experimental Verification

In order to validate the correctness of the simulation results and the effectiveness and
feasibility of the proposed dynamic shielding scheme, the circuit of the WPT system with
double-coil active shielding is built in this paper. The structural framework is shown in
Figure 12, and a physical diagram of the experimental setup is displayed in Figure 13.
And the general specifications of measuring devices are listed in Appendix A. Two control
experimental setups are used to better visualize the characteristics of this scheme. One
group involves no shielding, and the other group involves double-coil active shielding but
without the dynamic shielding scheme.
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Figure 13. Experimental setup.

It mainly consists of four parts: (1) a power control module composed of DC power
supply and an inverter; (2) a power transmission module composed of three coils—a
transmitting coil, half-loop shielding coils and receiving coil; (3) a dynamic shielding
control module composed of a full-bridge inverter circuit, driving circuit, magnetic flux
density detector, and micro-controller chip (MCU); (4) a load module composed of a rectifier
circuit and load. The power supply for the WPT system is provided by a DC power supply,
which, through the inverter, forms a high-frequency AC signal to the transmitting coil. The
power is transmitted from the transmitting coil to the active shielding coils and receiving
coil and then finally rectified and converted to provide power for the load.

This work focuses on the dynamic shielding control module consisting of a full-bridge
inverter circuit, driver circuit, magnetic flux density detector, and MCU (the dashed block
part in the Figure 12). The magnetic flux density of EMF leakage is detected by the magnetic
flux density detector, and it is output to the MCU; then, the MCU applies the dynamic
shielding scheme to calculate the corresponding duty cycle and connects the required
control signal to IR2103 to drive the conduction of four MOSFETs in the full-bridge inverter.
Thus, the power supply VA of the active shielding coils is controlled to realize the proposed
dynamic shielding scheme.

Experiments are conducted by assigning different values to the transmission distance.
The transmission distance is varied between 10 mm and 200 mm, and the variation step
is set to 10 mm/step. The supply power VA is adjusted depending on the change in
transmission distance. In the following, experimental results of this dynamic shielding
scheme are analyzed.

The curve of VA variation with the transmission distance is shown in Figure 14.
According to the ICNIRP standard, the magnetic flux density B is 27 µT. With the gradual
increase in transmission distance, VA decreases accordingly. In the range of 0–50 mm,
VA decreases sharply with the increase in transmission distance, and the decline is very
apparent. It is related to the drastic magnetic flux density change in the near field of the
WPT system. Within 50–150 mm, the decrease in VA becomes slightly less, and within
150–200 mm, the change in VA tends towards a stable value, which is related to the limited
transmission distance of WPT technology.
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Figure 14. The VA variation with transmission distance.

According to the guidance in Figure 14, VA is adjusted so that the magnetic flux density
reaches below 27 µT at different transmission distances. The variation curves of magnetic flux
density at different transmission distances are given in Figure 15. Blue indicates no shielding,
red represents the case with double-coil active shielding but without the dynamic shielding
scheme (here VA = 24 V and the initial transmission distance is 100 mm), and yellow represents
the case with double-coil active shielding and with the dynamic shielding scheme to adjust
VA. Lines indicate calculated values, and dots indicate measured values.
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It can be seen from the three curves in Figure 15 that the measured and calculated
values are in general agreement. Without shielding, the magnetic flux density within
10–163 mm is higher than the safety limit of 27 µT, and only in the range of 163–200 mm
is it below the safety standard. When double-coil active shielding is used without the
dynamic shielding scheme, the magnetic flux density is significantly higher than 27 µT at
a distance less than the initial transmission distance of 100 mm. The greater the distance,
the greater the flux density. Obviously, at reduced distances, the initial supply power VA
is not sufficient to shield the EMF leakage of the WPT system. Moreover, at a distance
greater than the initial transmission distance, the magnetic flux density becomes gradually
lower than the safety limit, when no corresponding adjustment of VA will also result in a
waste of resources. When adopting double-coil active shielding and applying the dynamic
shielding scheme to adjust VA, the EMF leakage can be basically kept below the safety limit
of 27 µT regardless of the increase in or shortening of the transmission distance. It avoids
excessive power waste when the distance increases and solves the problem of excessive
EMF exposure to human safety.

A comparison of the shielding effectiveness SE with and without the dynamic shield-
ing scheme for different transmission distances is shown in Figure 16. Measured and
calculated values remain largely consistent. Without the dynamic shielding scheme, SE
becomes progressively larger with increasing distance. This means that the closer one
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approaches the coil, the less EMF leakage is shielded. The higher the level of EMF exposure,
the greater the risk to humans. This is due to the fact that VA is not regulated accordingly.
When the distance decreases, the magnetic flux density increases, and the original VA is
no longer enough to shield a sufficient amount of EMF leakage. On the other hand, with
the dynamic shielding scheme, SE increases when the transmission distance is smaller
and decreases slightly when the transmission distance becomes longer. The closer to the
transmitting coil, the higher the magnetic flux density of EMF leakage, when a higher
shielding effectiveness SE is required to bring the EMF leakage level down to within the
safe range. The results show that this method is consistent with the limits of EMF exposure
requirements and validate the effectiveness of the dynamic shielding scheme.
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To further confirm the feasibility of this dynamic shielding scheme, the power trans-
mission efficiency η of the WPT system is investigated. Figure 17 shows the variation
curves of η at different transmission distances, where blue denotes no shielding and yellow
denotes double-coil active shielding. It is clear that, although slightly fluctuating, the
measured values match well with the calculated values. The η with double-coil active
shielding is slightly reduced compared with that with no shielding, but the reduction is not
significant and is approximately 3.1%. It is related to the introduction of the shielding sys-
tem. It can be found that the addition of this double-coil active shielding structure achieves
good shielding effectiveness against EMF leakage at the same time, without causing a
significant sacrifice in power transmission efficiency. This means that the application of
the double-coil dynamic shielding scheme can not only avoid the waste of power but also
reduce the degrading influence of the shielding device on the transmission performance of
the WPT system; thus, its feasibility is verified.
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5. Conclusions

Given that different transmission distances lead to different degrees of EMF leakage, a
double-coil dynamic shielding scheme based on active shielding technology is proposed
in this paper. The active shielding coils adopt two half-loop structures and are set on the
outside of the transmitting coil. The supply power of the active shielding coils installed on
the ground is adjusted according to different transmission distances to achieve dynamic
shielding of EMF leakage with different EVs. The WPT system with the proposed double-
coil dynamic shielding scheme is modeled, simulated, experimented, and compared with
other WPT systems.

The simulation and experimental results show that the proposed double-coil dy-
namic shielding scheme can shield approximately 77.4% of the EMF leakage and maintain
high shielding effectiveness as the transmission distance varies. Furthermore, the ap-
plication of the double-coil dynamic shielding scheme essentially has no effect on the
power transmission efficiency. Therefore, the adaptability, effectiveness, and feasibility of
the double-coil dynamic shielding scheme for WPT systems with different transmission
distances are verified.

EVs currently available in the market have different structures, and the distances
between their vehicle chassis and the ground are bound to be different. When the transmit-
ting coil is fixed to the ground in the WPT system, EVs with different chassis heights signify
different transmission distances. The proposed double-coil dynamic shielding scheme can
shield the EMF leakage as the transmission distance changes, avoiding the repeated design
of the shielding system. The proposed scheme is also generally applicable to other cases
where the position of the transmitting coil is fixed but the distance of the receiving coil
changes. Thus far, the scheme involves a large amount of analytical calculations, and it is
hoped that a more concise method can be sought in future research.
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to the published version of the manuscript.

Funding: This research was funded by National Natural Science Foundation of China, grant number
61903272 and 61873180.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

Nomenclature

WPT wireless power transfer
EV electric vehicle
EMF electromagnetic field
ICNIRP International Commission on Non-Ionizing Radiation Protection
rin inner radius of half-loop
rout outer radius of half-loop
rs radius of transmitting coil
BM total magnetic flux density at point M
dS1 distance from the transmitting coil to the point M
dS2 distance from the receiving coil to point M
B1 magnetic flux density of transmitting coil
B2 magnetic flux density of receiving coil
B3_in magnetic flux density of the internal shielding coils at point M
B3_out magnetic flux density of the external shielding coils at point M
SE shielding effectiveness
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R1,2,3 internal resistances of the transmitting, receiving, and shielding coils
L1,2,3 self-inductances of the transmitting, receiving, and shielding coils
C1,2,3 capacitances of the transmitting, receiving, and shielding coils
RL resistive load
RS internal resistance of power supply
M12 mutual inductances between transmitting and receiving coils
M13 mutual inductances between transmitting and shielding coils
M23 mutual inductances between receiving and shielding coils
I1,2,3 current of transmitting, receiving, and shielding coils
ω angular operating frequency
VS power supply of transmitting coil
VA power supply of shielding coil
P1,2,3 output power of transmitting, receiving, and active shielding coils
PWM pulse width modulation
α duty cycle
N number of turns
MCU micro-controller chip
η power transfer efficiency

Appendix A

Table A1. General specifications of measuring devices used in the WPT experiment.

Devices Product Model Operating Parameters

Power Supply IPD-3303LU 0~32 V
Magnetic Flux Density Detector SS49E −1000~1000 Gs

Signal Generator SDG830 1 µHz~30 MHz
Drive Circuit IR2103 10~20 V

MCU STM32F103C8T6 2~3.6V
MOSFET IRF640 −20~20 V

Appendix B

Table A2. Features of various shielding technologies in WPT.

Shielding Technology Advantages Disadvantages

Passive Shielding simple operation, easy
implementation

large volume, high space
occupation, increased loss

Resonant Reactive
Current Loop

small additional volume,
simple structure lower shielding effectiveness

Active Shielding high shielding effectiveness,
small additional volume complicated calculations
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Abstract: Cogging torque is a critical dilemma in Permanent Magnet Brushless DC (PMBLDC)
motors. In medium-low power PMBLDC motors, redundant vibrations and forbidding noises arise
as a result of the harmonic magnetic forces created by cogging torque. This paper introduces a simple
approach for minimizing cogging torque in PMBLDC motors by applying placement irregularities in
rotor magnets. An angle shift in the rotor magnets in surface-mounted PMBLDC motors helps to
attain magnet displacement. This displacement imparts an asymmetrical magnet structure to the
rotor. Maintaining pole arc to pole pitch ratio (L/τ) of between 0.6 and 0.8, shifting angles from
1◦ to 8◦ were considered in order to analyze the effect of the angle shift on the rotor magnets. An
analytical expression was also derived for finding the shifting angle with the minimum cogging
torque in the PMBLDC motor by using the Virtual Work Method (VWM). The optimization of the
shifting angle with minimum cogging torque was investigated using 3D Finite Element Analysis
(FEA). A comparison of the simulation and analytical results of cogging torque was carried out. It
was determined that the reduction of cogging torque in the analytical results showed good agreement
with the FEA analysis.

Keywords: PMBLDC motor; cogging torque; finite element analysis; virtual work method; shift-
ing angle

1. Introduction

Permanent Magnet Brushless DC (PMBLDC) motors are machines with excellent
torque–speed characteristics, excellent efficiency, and nominal maintenance cost. They are
very favorable for unidirectional variable-speed applications such as automotive pumps
and fans [1]. They are also very supportive with respect to achieving compactness in terms
of machine size [2]. They produce a negligible amount of electromagnetic and mechanical
noise. They also exhibit excellent durability due to their lack of mechanical contact [3]. One
of the great flaws in the BLDC motor is its torque ripple, which is built into the design [4].
One of the main reasons for torque ripple is cogging torque. Cogging torque also generates
enormous, troubling noise and shaking movements in the machine itself, as well as in its
load. For this reason, cogging torque reduction methods play a vital role in PMBLDC motor
design. Generally, cogging torque derives from motors using permanent magnets such as
Permanent Magnet Brushless DC (PMBLDC) motors and permanent Magnet Synchronous
motors. The root cause for the generation of cogging torque in BLDC motors is the magnetic
interaction between the permanent magnet and the steel in the slotted armature. A lot of
techniques are currently available for the minimization of cogging torque in BLDC motors.
Nowadays, BLDC motors are used in rigorous applications such as electric power steering,
robotics, etc. Hence the reduction of cogging torque has come to be a grueling task.

Over the last two decades, numerous studies have been conducted on the cogging
torque of PMBLDC motors. These methods have included electromagnetic methods and
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mechanical methods. The authors recommended a core skew structure for reducing the
cogging torque in [5]. When applying this property, no-load THD and the fifth and seventh
harmonics were the main harmonic components of the back-EMF. However, when skewing
the core, some residual magnetism is lost. Modification of the machine’s magnetic circuit
resulted in the occurrence of additional harmonics in the cogging torque in [6]. They
focused on a symmetrical rotor with an asymmetrical stator or an asymmetrical rotor with
a symmetrical stator. Nonlinear algorithms were proposed for the reduction of cogging
torque in [7–9]. A feedback linearization strategy was used in [7], mathematical modeling
of cogging torque phenomena was performed in [8], and field-oriented control operations
were used in [9]. A new technique for radial flux surface-mounted PMBLDC motors was
proposed by applying T-shaped bifurcations in the stator teeth in [10]. However, this
reduced the mechanical strength of the stator. In order to reduce the cogging torque,
the slot was closed by a sliding separator in [11]. For small-sized machines, it is very
difficult to place a slider inside the slot. The authors recommended notches in the rotor
in [12]. However, adding notches in the rotor side is a tedious mechanical process. A new
technique in the winding side was proposed in [13]. Coil winding concentrated on the
phase group is a good solution for cogging torque reduction, but increases the complexity
of the winding. Magnet step skewing and reduction of the claw pole width was carried
out in a claw pole machine in [14]. Magnet step skewing causes a reduction in residual
magnetism and the unequal width in the claw pole increases the structural complexity.
U-clamped magnetic poles were recommended for the reduction of cogging torque and
even flux per pole in [15], so a machine with a greater number of slots is recommended,
as well as a high magnet thickness. In [16], a novel air gap profile was introduced for
a single-phase PMBLDC motor. This air gap profile consists of a dip and a dip angle.
By varying the dip and dip angle, a handful of air gap profiles could be generated, and
profiles with a dip angle less than the critical dip angle exhibited improved starting torque
by up to 70%. In [17], the reduction of cogging torque and acoustic noise in permanent
magnet motors with larger stator slot openings was investigated. Here also, tooth pairings
with two different types of tooth width were proposed. The experimental results showed
that the proposed tooth pairings reduced cogging torque by 85% and acoustic noise by
3.1 dB. Reference [1] showed how to minimize high cogging torque without increasing the
manufacturing cost. A systematic means was presented by which the selected introduction
of auxiliary slots can double the fundamental frequency of the cogging torque, making
stator claw skewing much more effective at reducing cogging torque; both measures can
feasibly be carried out at the stage of punching the steel sheets and their subsequent deep
drawing, at no additional cost. Reference [18] reported a stator shape optimization design
for reducing the cogging torque of single-phase brushless DC (BLDC) motors by adopting
an asymmetrical airgap to make them self-start. A model that combined Latin hypercube
sampling and a genetic algorithm was used to reduce the cogging torque and maintain
the efficiency and torque. As an optimal design result, the cogging torque of the optimal
model decreased. Ref. [19] proposed a new design of SPOKE-type PM brushless direct
current (BLDC) motor without using neodymium PM (Nd-PM). The proposed model had
an improved output characteristic, as it used the properties of the magnetic flux effect of the
SPOKE-type motor with an additional pushing assistant magnet and sub assistant magnet
in the shape of a spoke. In this paper, ferrite PM (Fe-PM) was used instead of Nd-PM. The
authors of [20] introduced a genetic algorithm for optimal core shape design for reducing
cogging torque in brushless DC motors used in digital versatile disk drive systems or hard
disk drive systems. The optimized or rounded core could be a recommended core shape
for the outer-rotor-type BLDC motor for a DVD ROM drive system in order to achieve
low cogging torque. Ref. [21] described a novel rotor pole shape consisting of a uniform
surface and an eccentric surface, leading to a sinusoidal magnetic flux density in the air gap
and reducing cogging torque, torque ripple, and the harmonics of the back-electromotive
force waveform in a spoke-type brushless DC motor. This novel rotor included an eccentric
surface. The proposed method had a smooth variation of reluctance, producing a near

154



Energies 2021, 14, 2861

sinusoidal magnetic flux waveform in the air gap. This caused a reduction in the losses
between the upper edge of the permanent magnet and the adjacent stator teeth, and an
increment of the effective flux by concentrating the flux. Ref. [22] proposed an anisotropic
ferrite magnet shape and magnetization direction to maximize back-EMF in an IPM BLDC
motor. Firstly, four different models of general magnet shapes were selected, and then
FEM analysis was carried out using four different magnetization directions for each of
the four models. The best magnet shape and magnetization direction for each model
was used to determine an initial model for optimization. Secondly, based on the initial
model, optimization design for maximum back-EMF and minimum cogging torque and
THD was performed. Reference [23] presented the stator and rotor shape designs for an
interior-permanent magnet (IPM)-type brushless DC (BLDC) motor for reducing torque
fluctuation. A partly enlarged air gap is introduced by the unequal diameter of the rotor
and core structure of the stator with pole shoe modification. A reduction in torque ripple
was obtained by upgrading the torque value at the minimum torque position, and their
detail characteristics were compared. The addition of holes in the rotor core is a better
solution for overcoming this problem. The additional torque fluctuation was decreased.

In the context of the exploration of different cogging torque reduction methods, motors
with asymmetrical magnets represent a productive technique. This paper introduces a
novel design based on an asymmetrical rotor structure by applying a shifting angle to
the PM. The shifting angle method is not a skewing method, where the skew technique
is used for skewing the rotor PMs. The shifting angle method alters the position of the
permanent magnet by changing the pole pitch. To analyze the effect of magnets shifting
in the BLDC motor, 3D-FEA analysis and numerical analysis were performed. To study
the impact of varying the angle between the permanent magnet on the rotor, a range of
different angles were considered. The rotor permanent magnet was shifted from 1◦ to 8◦.
To effectively decrease the cogging torque, an optimal 3◦ shift to the permanent magnet
(AB-87◦, BC-87◦, CD-93◦, and DA-93◦) was determined. The resulting design also obtained
the correct trapezoidal shape of the back-EMF. Compared to the reference model, it was
able to achieve a 60% reduction in cogging torque. This method is able to achieve excellent
performance characteristics. The simulation results were compared with the analytical
results, and the reduction of cogging torque in the two analyses was almost the same.

The organization of the paper is as follows: the design of the BLDC motor is presented
in Section 2. The analytical expression of cogging torque by VWM is presented in Section 3.
Finite element analysis of the symmetrical rotor is presented in Section 4. The effect of the
angle shift on cogging torque is shown in Section 5.

2. Design of BLDC Motor

The basic step in the motor design is to fix the rated speed and torque. Based on these
particulars, the other parameters of the motor can be selected. Figure 1 shows the structure
of a surface-mounted PMBLDC motor.

The stators of BLDC motors are similar to those of three-phase induction motors. The
main dimensions depend on the specific electric loading and specific magnetic loading.
The procedure for calculating the main dimensions is depicted as a flowchart in Figure 2.
The procedure for the selection of stator slots and winding is shown in Figure 3.

In this paper, in order to analyze cogging torque reduction, a 4-pole, 12-slot surface-
mounted BLDC motor was used. The design parameters of the motor are shown in Table 1.
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Figure 1. Topology of surface-mounted BLDC motor.

Figure 2. Flowchart for calculation of main stator dimensions.
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Figure 3. Flowchart for stator slots and windings.

Table 1. Design parameters.

Parameters Rating Parameters Rating

Supply Voltage (v) 48 Power (HP) 1
Number of poles 4 Number of Slots 12

Rated Speed (rpm) 5000 Inner Diameter Rotor (mm) 16.7
Outer Diameter (mm) 60 Outer Diameter Rotor (mm) 33

Stack Height (mm) 50 Airgap Thickness (mm) 0.5
Pole Arc 63◦ Magnet Thickness (mm) 2.5

3. Analytical Expression of Cogging Torque by VWM

The most widely used method for calculating cogging torque is the virtual work
method (VWM). The virtual work method is also called the co-energy method [24]. The
basic principle is that neglecting the variation in magnets and iron of PMBLDC motor, the
cogging torque of an ideal lossless PMBLDC motor can be expressed as the derivative of
co-energy in the air gap [25]. According to [26], cogging torque is produced because of the
interaction between the PMs and the armature and the slot. Because of this interaction in
the absence of a current, energy variation occurs inside the motor.

Ev = Ev.I + Ev.airgap + Ev.PM (1)
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where Ev is the total energy variation, Ev.I is the energy variation in iron, Ev.airgap is the
energy variation in airgap, and Ev.PM is the energy variation in PM.

When compared with the energy variation in the airgap and PM, only a minor varia-
tion occurs in iron. Therefore

Ev ∼= Ev.airgap + Ev.PM=
1

2µ0

∫ ∫ ∫
B2dv (2)

Hence, cogging torque can be stated as

Tcog = −∂Ev

∂∝
(3)

where, µ0, B and ∝ are the permeability of air, the magnetic flux density (magnetic in-
duction) and the angle of rotation of the rotor, respectively. The distribution of magnetic
induction certainly stated as

B (θ, α) = Brs(θ)
lm

lm + lg(θ, α)
(4)

where Brs(θ) is the residual flux density along the periphery of the airgap, lm is the length
of the permanent magnet, and lg is the effective length of airgap distribution. Equation (2)
can be redrafted as

Ev =
1

2µ0

∫ ∫ ∫
Brs

2(θ)

[
lm

lm + lg(θ, α)

]2
dv (5)

To obtain the magnetostatic energy within the motor, Fourier expansion of Brs
2(θ) and[

lm
lm+lg(θ,α)

]2
can be performed.

Brs
2(θ) = Brs0+∑∞

n=1 Brsancosnθ + Brsbnsin n θ (6)

[
lm

lm + lg(θ, α)

]2
= G0 + ∑∞

n=1 Gncos n s (θ + α) (7)

The analytical statement of cogging torque for asymmetrical magnets can be ex-
pressed as

Tcog =
πzLs
4µ0

(
R2

r −R2
s )∑∞

n=1 Brsanzsin n s α + Brsbnzcos n s α (8)

where Ls is the length of the stack, s is the slot number, Rr is the rotor outer radius and Rs
is the stator inner radius. The Fourier coefficients Brsanz and Brsbnz can be expressed as

Brsanz=
2B2

rs
nsπ

sin
nsπαp

2p ∑2p
k=1 cos ns [

π

p
(k − 1) + θs] (9)

Brsbnz=
2B2

rs
nsπ

sin
nsπαp

2p ∑2p
k=1 sin n s [

π

p
(k − 1) + θs] (10)

where, θs is the shifting angle.
When symmetrical structure is adopted for the magnets (θs = 0◦), Brsbnz is zero and

cogging torque can be expressed as

Tcog =
πzLs
4µ0

(R2
r − R2

s )∑∞
n=1 Brsanzsin n s α (11)

Table 2 shows the analytical results of cogging torque with shifting angles ranging
from 1◦ to 8◦. Figure 4 shows a graphical representation of cogging torque with shifting
angles ranging from 1◦ to 8◦.
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Table 2. Analytical results for cogging torque with shifting angles from 1◦ to 8◦.

Shifting Angle (◦) 1 2 3 4 5 6 7 8
Cogging torque (Nm) 0.39 0.3 0.15 0.18 0.45 0.2 0.6 0.51

Figure 4. Analytical results of cogging torque with shifting angles from 1◦ to 8◦.

4. Finite Element Analysis of a Symmetrical Rotor

A variety of numerical methods are available for the analysis of electromagnetic torque.
These include, the virtual work method, the Maxwell stress tensor method, the nodal force
method, and the Coulomb virtual work method, which are all methods used to analyze the
cogging torque of PMBLDC motors. For the determination of cogging torque, precise field
solutions are required. That is to say that a sophisticated mesh discretization is vital in FEA
analysis, just as a dependable physical model is crucial for analytical calculations.

This section describes the outcomes of the 3D FEA analysis of the examined PMBLDC
motor with the symmetrical rotor. Cogging torque can be determined numerically using
the FEA method. Without a prototype, FEA is a powerful and viable tool for defining the
performance of a given design [27,28]. The main target of this work was to decrease the
cogging torque by using the magnet displacement method.

A 12-slot, 4-pole PMBLDC motor was considered as the motor for which the cogging
torque was determined analytically using the FEA method. Further, on the basis of the FEA
analysis, a comparative study was performed to compare the effect of the magnet shifting
with the symmetrical structure. Figure 5 shows the conventional rotor with symmetrical
magnets. Table 3 shows the FEA results for the symmetrical structure.
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Figure 5. Conventional rotor with symmetrical magnets.

Table 3. FEA results for BLDC motor with symmetrical magnets.

Shifting Angle and Spacing between Permanent Magnets Cogging
Torque
(Nm)

A-B B-C C-D D-A
Angle (◦) Space (mm) Angle (◦) Space (mm) Angle (◦) Space (mm) Angle (◦) Space (mm)

90 5 90 5 90 5 90 5 0.64

5. Effect of Angle Shift on Cogging Torque

In practice, magnet poles are neither made identically nor placed at the perfect location.
There are a lot of methods available to obtain asymmetrical rotor structures. In this work,
the method of shifting angle between the poles was adopted. Maintaining the L/τ ratio
between 0.6 and 0.8, shifting angles were considered between 1◦ and 8◦. From the analysis,
it is understandable that the cogging torque is very sensitive to variations in the magnet
angle. Figure 6 shows the procedure for finding the shifting angle with the minimum
cogging torque.

In order to minimize cogging torque, a permanent magnet shift is considered here.
A range of distinct angles were considered to analyze the effect of the angle shift on the
rotor magnets. The permanent magnets on the rotor were shifted from 1◦ to 8◦. The
actual position of the permanent magnets was 90◦. For every 1◦ change, four possible
combinations were obtained. Table 4 shows the tabulation of the results of cogging torque
with variation of magnet shifting from 1◦ to 8◦. It shows that the shifting angle with 3◦

has the minimum cogging torque. The lowest cogging torque is 0.16 Nm when the angle
between the poles A-B is 87◦, B-C is 93◦, C-D is 87◦ and D-A is 93◦. Figure 7 shows the
placement of the rotor magnet after applying the magnet shift to the rotor magnets. From
the figure, it is clear that when the poles A, B, C, and D have a 90◦ difference with respect
to each other, then each magnet has a 5 mm difference. Figure 7a shows shifting angle
between the magnet is 1◦. The spacing between A-B and C-D 4.44 mm and B-C and D-A is
5.56 mm. Figure 7b shows shifting angle between the magnet is 2◦. The spacing between
A-B and C-D is 5.58 mm and B-C and D-A is 4.42 mm. In Figure 7c the shifting angle
between the magnet is 3◦. The spacing between A-B and C-D is 3.32 mm and B-C and
D-A is 6.68 mm. in Figure 7d the shifting angle between the magnet is 4◦. The spacing
between A-B and C-D is 7.24 mm and B-C and D-A is 2.76 mm. Figure 7e shows shifting
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angle between the magnet is 5◦. The spacing between A-B and C-D is 2.2 mm and B-C
and D-A is 7.8 mm. Figure 7f shows shifting angle between the magnet is 6◦. The spacing
between A-B and C-D is 8. 38mm and B-C and D-A is 1.62 mm. In Figure 7g the shifting
angle between the magnet is 7◦. The spacing between A-B and C-D is 8.95 mm and B-C
and D-A is 1.05 mm. When the shift angle becomes 8◦ in Figure 7h, the spacing between
A-B and C-D is 9.52 mm, and the spacing between B-C and D-A is 0.48 mm. If we again
increase the shift angle to 9◦, the two magnets merge, and will act like a two-pole machine.

Figure 6. Flowchart for the procedure for finding shifting angle with minimum cogging torque.
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Table 4. Tabulation of results of cogging torque with variation of magnet shifting from 1◦ to 8◦.

Shifting
Angle (◦)

Shifting Angle and Spacing between Permanent Magnets
Cogging
Torque
(Nm)

A-B B-C C-D D-A

Angle (◦) Space
(mm) Angle (◦) Space

(mm) Angle (◦) Space
(mm) Angle (◦) Space

(mm)

1◦

91 5.56 89 4.44 91 5.56 89 4.44 0.64
89 4.44 91 5.56 89 4.44 91 5.56 0.42
89 4.44 89 4.44 91 5.56 91 5.56 0.41
91 5.56 91 5.56 89 4.44 89 4.44 0.61

2◦

92 5.58 88 4.42 92 5.58 88 4.42 0.89
88 4.42 92 5.58 88 4.42 92 5.58 0.34
88 4.42 88 4.42 92 5.58 92 5.58 0.82
92 5.58 92 5.58 88 4.42 88 4.42 0.95

3◦

93 6.68 87 3.32 93 6.68 87 3.32 0.48
87 3.32 93 6.68 87 3.32 93 6.68 0.8
87 3.32 87 3.32 93 6.68 93 6.68 0.16
93 6.68 93 6.68 87 3.32 87 3.32 0.25

4◦

94 7.24 86 2.76 94 7.24 86 2.76 1.2
86 2.76 94 7.24 86 2.76 94 7.24 0.22
86 2.76 86 2.76 94 7.24 94 7.24 0.56
94 7.24 94 7.24 86 2.76 86 2.76 1.3

5◦

95 7.8 85 2.2 95 7.8 85 2.2 2.1
85 2.2 95 7.8 85 2.2 95 7.8 0.56
85 2.2 85 2.2 95 7.8 95 7.8 0.5
95 7.8 95 7.8 85 2.2 85 2.2 2.5

6◦

96 8.38 84 1.62 96 8.38 84 1.62 1.7
84 1.62 96 8.38 84 1.62 96 8.38 0.33
84 1.62 84 1.62 96 8.38 96 8.38 0.39
96 8.38 96 8.38 84 1.62 84 1.62 3.4

7◦

97 8.95 83 1.05 97 8.95 83 1.05 2.9
83 1.05 97 8.95 83 1.05 97 8.95 0.68
83 1.05 83 1.05 97 8.95 97 8.95 1.5
97 8.95 97 8.95 83 1.05 83 1.05 2.4

8◦

98 9.52 82 0.48 98 9.52 82 0.48 2.1
82 0.48 98 9.52 82 0.48 98 9.52 0.7
82 0.48 82 0.48 98 9.52 98 9.52 0.56
98 9.52 98 9.52 82 0.48 82 0.48 4

Table 5 shows the comparison of the 3D FEA results of cogging torque when shifting
the magnetic pole angle from 1◦ to 8◦. The graphical representation of variation in the
cogging torque with magnet shifting is shown in Figure 8. From the above comparison,
when the shifting angle is 3◦, the lowest cogging torque of 0.16 Nm is obtained. The base
rotor has a cogging torque of 0.64 Nm. Compared with the base rotor, the new asymmetrical
rotor structure exhibits a 75% reduction in cogging torque.
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Figure 7. Rotor magnet shift from 1◦ to 8◦.

Table 5. Comparison of 3D FEA results for cogging torque.

Sl. No.
Shifting
Angle (◦)

Angle between Magnets (◦) Cogging
Torque (Nm)A-B B-C C-D D-A

1 1 89 91 89 91 0.41
2 2 92 88 92 88 0.34
3 3 87 93 87 93 0.16
4 4 94 86 94 86 0.22
5 5 85 95 85 95 0.5
6 6 96 84 96 84 0.33
7 7 97 83 97 83 0.68
8 8 82 98 82 98 0.56
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Figure 8. FEA results of cogging torque with varying shifting angle.

One of the main reasons for the existence of cogging torque is the change in magnetic
flux density. Assessment of flux density and assessment of flux lines are two pivotal steps
in FEA. Whenever the magnet displacement is applied to the rotor, the flux density is
lower than that of the symmetrical structure. Though the flux density remains the same in
many regions of the BLDC motor, the maximum flux density, indicated by yellow color,
is attained in some parts of the stator (in addition to the permanent magnets). Red areas
indicate undesirably high flux density, which may result in hot spots that could damage
the motor. When applying magnet displacement in the rotor, the flux density decreases.
This causes a reluctance to change that is comparatively better than the existing method,
resulting in a reduction in cogging torque. Figures 9 and 10 show the flux plot distribution
in symmetrical and asymmetrical rotors.

Figure 9. Flux plots in symmetrical rotor.
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Figure 10. Flux plots in the asymmetrical rotor.

Figure 11a shows the symmetrical rotor structure with an angle difference of 90◦,
Figure 11b shows the asymmetrical rotor structure with 3◦ magnet shifting. There is a
small difference in the spacing of the permanent magnet. In the symmetrical design, all
the rotor magnets are placed equally at a distance of 5 mm from one another, and in the
asymmetrical structure, the spacing between magnets A and B is 3.32 mm, and the spacing
between magnets B and C is 6.68 mm. Table 6 shows a comparison of the cogging torque
between the symmetrical and asymmetrical rotors.

Figure 11. Compared Rotor structure (a) Symmetrical rotor structure with an angle difference of 90◦; (b) asymmetrical rotor
structure with 3◦ magnet shifting.

Table 6. Comparison of cogging torque for the symmetrical and the asymmetrical rotor.

Rotor Type Angle between Magnets (◦) Cogging
Torque (Nm)A-B B-C C-D D-A

Symmetrical 90◦ 90◦ 90◦ 90◦ 0.64
Asymmetrical 87◦ 93◦ 87◦ 93◦ 0.16

Table 7 presents a comparison of cogging torque results between simulation and ana-
lytical method. When the shifting angle is 3◦, both methods have almost the same results.
Figure 12 shows a graphical representation of the FEA results and the analytical results.
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Table 7. Comparison of simulation and analytical result.

Shifting Angle (◦) Cogging Torque (Nm)
Simulation Result Analytical Result

1 0.41 0.39
2 0.34 0.3
3 0.16 0.15
4 0.22 0.18
5 0.5 0.45
6 0.33 0.2
7 0.68 0.6
8 0.56 0.51

Figure 12. Comparison of FEA and analytical results.

The magnet shifting can reduce the cogging torque effectively without deteriorating
the trapezoidal shape of the back-EMF. Figure 13 shows the back-EMF of the SPMBLDC
motor with different magnet shifting angles. In this figure, 0◦ represents all four magnets
being placed at an exactly 90◦ phase difference from one another, and is represented using
blue color. The yellow color, which is very close and similar to the 0◦ case, phase shifts the
back-EMF curve with a 3◦ phase shift

Figure 13. Comparison of back-EMF.
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Figures 14–17 show the transient 3D results and the performance characteristics of
symmetrical and asymmetrical rotor magnets. Even when the rotor magnetic angles are
shifted, the acceleration of the BLDC motor is almost constant, and the initial speed is
also maintained at a constant level, meaning that the speed of the BLDC motor increases
linearly with respect to time. Figure 13 shows the time vs. speed characteristic of sym-
metrical and asymmetrical rotor magnets. Orange color represents the speed of the motor
with the base model and blue color shows the speed of the motor with a 3-degree phase
shift. From the figure, it is evident that the motor with a 3-degree phase shift is able to
achieve greater speed than the base model within the specified time. Figures 14–16 present
comparisons of the magnetic torque, load torque and net torque of the symmetrical magnet
and the asymmetrical magnet. From the above figures, it is clear that the rotor with the
3-degree magnet shift has excellent torque vs. time characteristics when compared with
the base model.

Figure 14. Speed vs. time.

Figure 15. Magnetic force/torque vs. time.
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Figure 16. Load force/torque vs. time.

Figure 17. Load force/torque vs. time.

Figures 18 and 19 represent the cogging torque and the voltage under transient
conditions. For cogging torque, the transient starts at 0.15 and increases to 0.45 Nm for a
particular period before settling down to 0.16 Nm. Considering the transient scenario for
voltage, it starts from 0 V and increases to 0.24 V, before after a particular period decreasing
to 0.05 V and settling at 0.084 V.

In reference [29], in order to reduce cogging torque, a magnet shifting technique was
adopted. The authors considered a 4 pole 12 slot machine. Table 8 shows the comparative
results of the existing and proposed design.

Table 8. Comparative results of the existing and proposed design.

Parameters Existing Proposed

No. of slots 12 12
No. of Poles 4 4

Magnet shift angle 7.5◦ 3◦

Pole arc 60◦ 63◦

Cogging Torque 0.4 Nm 0.16 Nm
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Figure 18. Transient response of cogging torque.

Figure 19. Transient response of voltage.

On the basis of existing work, it is clear that the new proposed model offers a 60%
reduction in cogging torque.

An undesirable effect that occurs in permanent magnet motors during shaft variation
is torque ripple. This is a periodic increase and decrease in output torque. In BLDC motors,
cogging torque is a crucial factor contributing to torque ripple. Figure 20 presents the result-
ing torque ripple waveform following a 3◦ magnetic shift. This is the difference between
the maximum torque and the minimum torque compared to the average torque [30]. The
rated torque of the motor was 1.424 Nm. The maximum, minimum and average values
of electromagnetic torque were 1.18 Nm, 0.6 Nm and 1.1 Nm, respectively. Therefore, the
degree of torque ripple was 52.7%.

Figure 20. Torque ripple waveform with 3◦ magnetic shift.
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6. Conclusions

A new method was proposed for the reduction of cogging torque in permanent
magnet BLDC motors. In this method, a rotor with an asymmetrical magnet structure is
recommended for the minimization of cogging torque. The asymmetry is achieved through
the displacement of the permanent magnet. The shifting angle considered for the analysis
was selected by maintaining the L/τ ratio within the permissible limit. Combinations
from 1◦ to 8◦ were tried out. The magnet pole shifting caused variations in the flux line
distribution and flux densities. The variation in flux density helped to achieve a reduction
in cogging torque. When the shifting angle was 3◦, the minimum cogging torque was
obtained. The prototype adopted for this method was analyzed using FEA, showing an
immense decrease in cogging torque. A novel analytical approach was also developed
in order to be able to speculate regarding the effects on cogging torque in a permanent
magnet BLDC motor. The predicted cogging torque curve showed good agreement with
the FEA results. The proposed method is practical and capable of achieving low cogging
torque. The proposed rotor structure with an asymmetrical magnet is advantageous for the
minimization of cogging torque.
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work. All authors have read and agreed to the published version of the manuscript.
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Nomenclature

HP Horse Power
Ph Phase
η Efficiency
P No. of Poles
V Supply Voltage
f Frequency
Pf Power factor
L Stator Length
τ Pole pitch
Bav Specific magnetic Loading
ac Specific electric Loading
Kw Winding Factor
N Speed
Q kVA input
Co Output Coefficient
D Stator Diameter
Ev total energy variation
Ev.I energy variation in iron
Ev.airgap energy variation in airgap
Ev.PM energy variation in PM
µ0 permeability of air
B magnetic flux density
α angle of rotation of the rotor
lm length of the permanent magnet
lg length of airgap distribution
Brs(θ) residual flux density along the periphery of the airgap
θs Shifting angle
Ls length of the stack
s Slot number
Rr Outer rotor diameter
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Abstract: In this paper, the optimal dynamic scheduling of electric vehicles (EVs) in a parking lot
(PL) is proposed to minimize the charging cost. In static scheduling, the PL operator can make the
optimal scheduling if the demand, arrival, and departure time of EVs are known well in advance.
If not, a static charging scheme is not feasible. Therefore, dynamic charging is preferred. A dynamic
scheduling scheme means the EVs may come and go at any time, i.e., EVs’ arrival is dynamic in
nature. The EVs may come to the PL with prior appointments or not. Therefore, a PL operator
requires a mechanism to charge the EVs that arrive with or without reservation, and the demand for
EVs is unknown to the PL operator. In general, the PL uses the first-in-first serve (FIFS) method for
charging the EVs. The well-known optimization techniques such as particle swarm optimization and
shuffled frog leaping algorithms are used for the EVs’ dynamic scheduling scheme to minimize the
grid’s charging cost. Moreover, a microgrid is also considered to reduce the charging cost further.
The results obtained show the effectiveness of the proposed solution methods.

Keywords: charging cost; dynamic charging; economics; electric vehicles; optimization; parking lots;
static charging

1. Introduction

Many research works have been presented in the literature to overcome the issues related to
the electric vehicles’ (EVs) scheduling at parking lots (PLs), such as the number of charging points,
time-varying electricity price, the capacity of chargers, and charging limit. However, few works
addressed advanced technologies for online booking and location finding [1]. In this regard, the research
works presented in the literature are broadly focused on three major categories: (i) EV battery charging
technology, (ii) charging scheduling schemes, and (iii) charging station (CS) recommendation methods.
In global environmental pollution, the transport sector has a significant role due to fossil fuel usage.
Nowadays, a non-fuel or a partial fuel-based vehicle is emerging due to low fuel consumption,
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no environmental pollution, and reduction of greenhouse emissions, etc. [2,3]. Most countries migrate
from fuel to electrical-based transport systems (EV-based systems), and more research and development
is initiated in this direction. In Figure 1, the typical schematic diagram charging system is shown.
By changing conventional vehicles to EVs, the electric power supply has to be maintained with power
quality. However, in practice, a large amount of EV charging degrades the electric power system’s
performance due to unexpected demand, overload of transformers, and grid stability issues [4,5].

Energies 2020, 13, x FOR PEER REVIEW 2 of 25 

 

consumption, no environmental pollution, and reduction of greenhouse emissions, etc. [2,3]. Most 
countries migrate from fuel to electrical-based transport systems (EV-based systems), and more 
research and development is initiated in this direction. In Figure 1, the typical schematic diagram 
charging system is shown. By changing conventional vehicles to EVs, the electric power supply has 
to be maintained with power quality. However, in practice, a large amount of EV charging degrades 
the electric power system’s performance due to unexpected demand, overload of transformers, and 
grid stability issues [4,5]. 

 
Figure 1. Typical electric vehicle (EV) charging system. 

The EV charger is one of the main components in determining the recharging time of the battery. 
In general, the commonly used EV chargers are classified into four types: 

 Based on the location in which this type of charger is available in the EV itself. 
 Based on the power level, the charger is not equipped with the EV and is available separately. The 

onboard chargers available are fitted with the EVs, but the charger increases the EV’s weight due 
to the additional circuit. The off-board charger requires a dedicated CS to facilitate charging [6]. In 
general, the off-board chargers are advantageous compared to the onboard chargers in terms of 
being placed in public-accessing areas like a parking lot, bus stop, etc. They can also be classified 
into slow, medium, and fast charging based on the power ratings. However, the fast-charging 
facility is used to complete the charging in a short time [7,8] compared to the other two types. Four 
different charging levels are classified by international standards such as the Society of 
Automotive Engineers (SAE), Electric Power Research Institute (EPRI), and International Electro-
technical Commission (IEC) [9]. The different types of EV chargers can be found in Ref. [9]. 

 Charges based on the source is classified as (i) constant current, in which the input current is 
constant, (ii) constant voltage, in which the input current is variable through the charging, and 
(iii) hybrid constant current and voltage to allow fast charging without risk of over-charging. 

 Wireless-charging schemes avoid the usage of cables, but they have low-efficiency. However, 
ongoing research works are under development to improve the efficiency of these wireless 
charging schemes. 

The EV charging loads can double the average household electricity consumption and makes 
the user pay more. On the other hand, it worsens the distribution network during peak time. Hence, 
controlled EV charging is a prominent solution to minimize grid disturbances [10]. Most plug-in 
hybrid EV (PHEVs)/EV charging is predicted to occur in public CS. During the peak load period, the 
controlled EV charging is used to minimize the grid disturbances and charging costs [11,12]. Figure 
2 shows an EV charging at a parking lot. 
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The EV charger is one of the main components in determining the recharging time of the battery.
In general, the commonly used EV chargers are classified into four types:

• Based on the location in which this type of charger is available in the EV itself.
• Based on the power level, the charger is not equipped with the EV and is available separately.

The onboard chargers available are fitted with the EVs, but the charger increases the EV’s
weight due to the additional circuit. The off-board charger requires a dedicated CS to facilitate
charging [6]. In general, the off-board chargers are advantageous compared to the onboard
chargers in terms of being placed in public-accessing areas like a parking lot, bus stop, etc.
They can also be classified into slow, medium, and fast charging based on the power ratings.
However, the fast-charging facility is used to complete the charging in a short time [7,8] compared
to the other two types. Four different charging levels are classified by international standards
such as the Society of Automotive Engineers (SAE), Electric Power Research Institute (EPRI),
and International Electro-technical Commission (IEC) [9]. The different types of EV chargers can
be found in Ref. [9].

• Charges based on the source is classified as (i) constant current, in which the input current is
constant, (ii) constant voltage, in which the input current is variable through the charging, and (iii)
hybrid constant current and voltage to allow fast charging without risk of over-charging.

• Wireless-charging schemes avoid the usage of cables, but they have low-efficiency. However,
ongoing research works are under development to improve the efficiency of these wireless
charging schemes.

The EV charging loads can double the average household electricity consumption and makes
the user pay more. On the other hand, it worsens the distribution network during peak time. Hence,
controlled EV charging is a prominent solution to minimize grid disturbances [10]. Most plug-in hybrid
EV (PHEVs)/EV charging is predicted to occur in public CS. During the peak load period, the controlled
EV charging is used to minimize the grid disturbances and charging costs [11,12]. Figure 2 shows an
EV charging at a parking lot.

174



Energies 2020, 13, 6384

Energies 2020, 13, x FOR PEER REVIEW 3 of 25 

 

 
Figure 2. EV charging at a parking lot. 

Controlled EV charging is classified as centralized charging and decentralized charging. The 
aggregator or a standard operator [13] will control individual PHEVs and make a universal control 
for cost reduction in the centralized coordination scheme. However, this scheme is not advisable for 
the customers who do not want any third party to control their EV usage and electric power 
consumption. Under the decentralized charging scheme, there is no restriction on using the charging 
point. The EVs can occupy the charging point directly until the battery is charged sufficiently. A PL 
with 2 to 6 chargers is highly recommended due to space and cost constraints [14]. Some demand 
response (DR) programs are considered for a smart grid to control the peak demand and minimize 
EV charging costs. A new intelligent load management scheme is proposed to reduce the charging 
cost. This coordinated charging scheme is implemented by controlling several EVs charging and 
taking load profiles of the residential area into account. This is investigated in multiple residential 
distribution systems with EVs. The charging time is shifted to midnight to minimize the charging 
cost and peak load without using a storage device. However, the proposed scheme does not discuss 
the charging infrastructure, uncertain arrival, and EVs [15]. A real-time power management program 
is recommended, and optimal scheduling is implemented using a genetic algorithm (GA). However, 
the uncertain arrival of EVs and real-time pricing are not considered [16,17]. A distributed DR 
program is proposed to manage EV charging demand and minimize the charging cost in a smart grid 
[18]. In this method, the forecasted electricity price is shared with the customer. Besides, several DR 
programs are presented in the energy and reserve market for optimal EVs schedule [18,19]. By 
deciding the charging and discharging time from each battery optimally, the PL’s profit is maximized 
[20,21]. The suggested approach is compared with the time of use (TOU), critical demand price, and 
emergency DR programs. The choice of charging and discharging of EVs is completed at a particular 
time sequence with an unvarying rate. An aggregator supported centralized EV charging is proposed 
to minimize the overall purchasing cost of electricity. However, the provided solution requires a 
high-level communication infrastructure. Also, it is assumed that CSs have unlimited electric power 
to charge a considerable number of EVs together, which is not easy to implement in a real-time 
scenario. The charging cost variation in the CSs provides the EV users to choose between charging 
time. Considering this, a charging model is proposed for a PL equipped with a solar and energy 
storage system (ESS) [22]. This model also includes the PL’s profit maximization, the capacity of 
distributed generation (DG) and ESS, PL’s investment choices, and cost to charge the EVs. However, 
the basic first-in-first serve (FIFS) method is used for charging the EVs. 

The EV charging scheduling is presented in [23] with ESS from a power market perspective. The 
aggregator considered the day ahead and actual market price and involves the energy trade. The 
optimal charging improves the aggregator’s revenue, and it can be further enhanced with ES’s 
support. However, it is assumed that the EV charging demand is known. A charging scheme 
considering a real-time scenario to minimize the EV charging cost is presented [24]. This scheme 
includes EV demand, which varies with power tariff and load reduction requests from service 
providers. The proposed system operates with a dynamic tariff provided by the operator. The EV 

Figure 2. EV charging at a parking lot.

Controlled EV charging is classified as centralized charging and decentralized charging.
The aggregator or a standard operator [13] will control individual PHEVs and make a universal
control for cost reduction in the centralized coordination scheme. However, this scheme is not
advisable for the customers who do not want any third party to control their EV usage and electric
power consumption. Under the decentralized charging scheme, there is no restriction on using the
charging point. The EVs can occupy the charging point directly until the battery is charged sufficiently.
A PL with 2 to 6 chargers is highly recommended due to space and cost constraints [14]. Some demand
response (DR) programs are considered for a smart grid to control the peak demand and minimize
EV charging costs. A new intelligent load management scheme is proposed to reduce the charging
cost. This coordinated charging scheme is implemented by controlling several EVs charging and
taking load profiles of the residential area into account. This is investigated in multiple residential
distribution systems with EVs. The charging time is shifted to midnight to minimize the charging cost
and peak load without using a storage device. However, the proposed scheme does not discuss the
charging infrastructure, uncertain arrival, and EVs [15]. A real-time power management program is
recommended, and optimal scheduling is implemented using a genetic algorithm (GA). However,
the uncertain arrival of EVs and real-time pricing are not considered [16,17]. A distributed DR program
is proposed to manage EV charging demand and minimize the charging cost in a smart grid [18]. In this
method, the forecasted electricity price is shared with the customer. Besides, several DR programs are
presented in the energy and reserve market for optimal EVs schedule [18,19]. By deciding the charging
and discharging time from each battery optimally, the PL’s profit is maximized [20,21]. The suggested
approach is compared with the time of use (TOU), critical demand price, and emergency DR programs.
The choice of charging and discharging of EVs is completed at a particular time sequence with an
unvarying rate. An aggregator supported centralized EV charging is proposed to minimize the overall
purchasing cost of electricity. However, the provided solution requires a high-level communication
infrastructure. Also, it is assumed that CSs have unlimited electric power to charge a considerable
number of EVs together, which is not easy to implement in a real-time scenario. The charging cost
variation in the CSs provides the EV users to choose between charging time. Considering this,
a charging model is proposed for a PL equipped with a solar and energy storage system (ESS) [22].
This model also includes the PL’s profit maximization, the capacity of distributed generation (DG) and
ESS, PL’s investment choices, and cost to charge the EVs. However, the basic first-in-first serve (FIFS)
method is used for charging the EVs.

The EV charging scheduling is presented in [23] with ESS from a power market perspective.
The aggregator considered the day ahead and actual market price and involves the energy trade.
The optimal charging improves the aggregator’s revenue, and it can be further enhanced with ES’s
support. However, it is assumed that the EV charging demand is known. A charging scheme
considering a real-time scenario to minimize the EV charging cost is presented [24]. This scheme
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includes EV demand, which varies with power tariff and load reduction requests from service providers.
The proposed system operates with a dynamic tariff provided by the operator. The EV charging
schedule is determined by turning on/off each charger available in the PL. An optimal charging
scheduling scheme in an office PL is proposed in [25] using a two-stage relative dynamic program.
The EV arrival pattern is modeled using the Poisson process. The Poisson process is a model for a series
of discrete events where the average time between events is known, but the exact timing of events
is random. The primary goal of optimal scheduling is to reduce the cost of EV charging. A penalty
cost is also considered if the PL does not provide the requested power. A game-theoretic approach
is used to schedule the EV charging [26]. The proposed method considers the variation of hourly
energy costs to minimize the charging cost. However, the vehicle charging demand of EVs is very low.
Optimal resource sharing to minimize the charging cost is proposed for the municipal PL [27]. A large
number of EVs are scheduled in a PL by using a distribution algorithm. The available state of charge
(SOC), the time required to reach full battery capacity, and the utility cost are considered to minimize
the charging cost. The charging rate is regarded as a continuous variable. A two-layered parking lot
for the EV recharging scheme is proposed in [28] to minimize the EV charging cost. The proposed
system is compared with the basic charging scheduling scheme, such as FIFS and early deadline first
(EDF). However, the recommended procedures require high-level communication network support
between the users and aggregators for making optimal scheduling to minimize the charging cost.

Also, optimal scheduling for EVs with random arrival time is proposed in [29]. The battery’s
capacity, available SOC, charging interval, arrival and departure time, and charging cost are considered
for the charging cost minimization. The price is kept constant throughout the charging locations.
The EVs are grouped and managed by a local controller. The predicted demands are sent from the
central controller to a local controller—the local controller schedules the EV based on the optimization
algorithm to charge or discharge the EV. A smart charging method using a third-party agent is
presented in [30]. The required power to charge the EV is shared with the aggregator. The aggregator
considers the power allocated by the distribution system operator (DSO) and transmission system
operator (TSO) to make optimal scheduling. However, this method only finds a monotype of charging.
However, implementing this scheme in real-time is not economical due to technical challenges. In [31],
smart charging is proposed to enable optimal EV charging. Two algorithms are developed to minimize
the charging cost. By analyzing the predicted electricity cost, dynamic programming is designed to
obtain the charging cost. However, the forecasted driving profile and power requirements are not
always accurate. In [32], an agreement-based approach is proposed to minimize the charging cost.
The EV user needs to sign an agreement with the aggregators for charging the EV. The drawback of
this method is that the users are forced to charge the EV for a particular time every day. A flexible
EV scheduling scheme is developed to minimize the charging cost [33]. In this scheme, the customer
details are shared with several operators such as charging service provider (CSP), DSO, and a retailer.
The system operator forecasts the EV charging load to find an optimal schedule. However, predicting
the EV load is not always accurate. Furthermore, the privacy of the customer is affected. In [34],
a price-response based EV scheduling method is proposed using modern communication infrastructure.
A base-level aggregator and a central aggregator are involved in the EV scheduling for charging cost
minimization. In this scheme, it is assumed that the demand for EVs, plug-in time, and charging time
of EVs are known to the base level aggregator. In [35], a charging scheduling scheme is proposed by
considering vehicle uncertainty. Bidirectional communication is used for monitoring and controlling
the data exchange between aggregators and users. The global aggregator decides the charging
management of EVs in the CSs. In [36], a model is developed for the PL operator to charge EVs in
a deregulated power market. The objectives are to increase the service provider’s revenue and the
revenue from renewable resources. In this model, the service provider utilizes the EVs by discharging
the power left at the battery. Because of battery power discharging, the expected SOC of the EV may
not be reached when the EV customer wants to depart from the PL. A charging scheduling scheme is
developed to minimize the EV charging cost in a PL. A bi-level approach to bid the electricity price is
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introduced between the aggregator and DSO. This method considers the generation limit with the
uncertainty of wind power and charging demand [37]. An optimal charging scheduled is proposed
in [38] to minimize the charging cost of PL. The proposed scheme avoids grid disturbance at the
distribution level.

An optimal energy management scheme is proposed in a commercial PL [39]. The energy
management scheme reduces the cost of the PL operator with respect to the TOU tariff. However,
it is assumed that the arrival time of EV and demand of EV is already known to the PL operator.
Smart charging management for EVs in a PL is carried out to reduce the charging cost [40]. The PL is
equipped with a photovoltaic system and an ESS. The proposed method minimizes the charging cost
of the PL. However, the charging scheduling for the un-appointed EVs is not considered. A smart
scheduling approach is proposed for the EVs to minimize the cost by reducing the waiting time with a
limited charging infrastructure [41]. A simulation is carried out for the EVs to find the CS location on a
highway. However, it focused only on travel time and did not consider the EV’s energy consumption,
varying with the EV speed. An optimal charging schedule for EVs is proposed in [42]. The charging
cost variation was calculated by considering the uncertain arrival and departure of EVs. An aggregator
controlled dynamic scheduling scheme is proposed in [43] to minimize the charging cost. The objective
is derived from the total cost and a penalty cost to the operator if the charging is not completed before
the user’s timeline. An optimal centralized EV charging scheduling is developed in [44] for minimizing
the overall charging cost. But it is assumed that the CS is having an unlimited number of charging
points to avoid queuing. Also, if the EV is plugged in for charging, it cannot be plugged out until
the battery is fully charged. However, in a dynamic tariff, the energy cost is variable, and hence the
scheduling cannot be shifted when the energy price is low. In [45], a cost-effective charging scheme is
proposed by considering the output power from a photovoltaic (PV) system. The user preferences,
such as charging time, required demand, parking time, etc., are included in this scheme to minimize
the charging cost. An optimal day ahead charging schedule is proposed in [46] to reduce the charging
cost. The aggregator considers the demand for EVs and the energy price for the optimal scheduling of
EVs. A transactive control method [47] proposed two-stage optimal scheduling of EVs for charging
cost minimization. An aggregator collects the day-ahead electricity price and the real-time electricity
price for the charging. It is assumed that the users give their exact travel patterns for the next day and
reserves a charging slot. The customers with flexibility in EV charging time obtain benefits, whereas the
other EV users do not benefit. An optimal charging schedule to minimize the charging cost through
vehicle-to-grid (V2G) technology is proposed in [48].

The aggregator considers the charging and discharging of multiple EVs in the CSs and minimizes
the overall cost. However, frequent charging and discharging will affect the battery’s life. A risk-aware
day ahead EV charging scheduling scheme is proposed in [49]. This scheme reduces the difference
between the actual and forecasted EV load and allocates the power to optimize the cost. The change
in forecasted EV load varies with the unexpected arrival of EV. However, the uncertain arrival of
more EVs makes the computation more complex. In [50], a charging schedule for EVs is proposed by
considering EV users’ behavior and output from a PV system. The objective was to minimize the overall
charging cost. The proposed scheme estimates the EVs demand as very low. An optimal scheduling
scheme was proposed in [51] for EV charging in a CS to minimize charging costs. The service provider
calculates the expected scheduling demand and actual scheduling demand. If the actual demand is
more than the expected demand, then the service provider cannot meet some EVs’ demands. In [52],
optimal scheduling is used to minimize the charging cost of the CS operator. A central operator
controls the CSs, in which the central operator receives the demand requests for every hour from the
CSs. This may create computational complexity in the method.

An optimal scheduling scheme is proposed for EV charging in the CSs [53] to minimize the
charging cost. Various renewable energy sources such as wind, solar, and local energy storage devices
are used to charge the EVs. The basic FIFS scheme is used for the EV charging. Optimal cost-based
scheduling is proposed in [54] by considering renewable energy. This scheme optimizes the EV
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charging cost by considering the energy price, renewable energy, the arrival, and departure time
of EVs. An agent-based decentralized optimal charging scheme is proposed for minimizing the
cost [55]. A two-way communication scheme is introduced between the customers and the operators
for sharing information such as demand, energy price, etc. A dynamic stochastic optimization method
is proposed in [56] to minimize the charging cost. The users have to request the aggregator in advance
by using a communication network. The aggregator allocates electric power based on the energy price.
A two-stage economic operation of a PL equipped with a microgrid is proposed in [57] to reduce the
charging cost. The forecasted electricity price determines the PL operation for the next 24 h. A dynamic
algorithm is proposed for a coordinated charging between the EV user and the aggregator in [58].
The proposed algorithm generates the next day’s EV schedule based on an EV’s previous days driving
pattern. The charging schedule suggested by this scheme minimizes the charging cost. However,
the actual driving pattern differs from the expected driving pattern. The profit maximization of CS is
developed by using an admission control program [59]. The EV demand is modeled from past historical
data, and the EVs are suggested to charge in any of the CS located nearby. An optimal cooperative
charging strategy is developed for the smart CS to minimize the overall charging cost of the CS [60].
The available battery power and the demand is shared with the aggregator for optimal scheduling.

The literature discussed above shows various EV charging scheduling schemes that can benefit
the CS owners. Many researchers solve the charging scheduling for PL cost minimization. However,
many of the researchers focus on the fixed power range of chargers and vehicles. Besides, the charging
limit of the PL is also not considered. Accordingly, in this paper, the EV charging schedule to minimize
the charging cost of the PL is investigated considering controlled and uncontrolled EV charging.
The nature of EV charging in the PL is different. In some cases, the charging time is fixed and flexible,
whereas in some cases, the charging time is variable; an EV may come with and without appointments.
This different nature of PL charging methods motivated the authors to work on an economical charging
schedule to minimize the PL’s charging cost.

The scheme proposed in this work is more suitable for the PLs with a limited number of charging
points. The PL can accommodate more EVs for charging without enhancing the PL infrastructure.
The advanced booking may help the customers to avoid unwanted waiting time at the PLs. Finally,
the potential of renewable energy sources in the PL is considered to reduce the charging cost. The PL
operator suffers from many uncertainties in terms of EVs’ energy demand, uncertainties in electricity
cost, different arrival and departure time of EVs, and resources available at the PL. Hence, a dynamic
charging scheme is considered the main objective of this work to minimize the PL’s electricity purchase
cost. In general, the arrival and departure of EVs in a PL are unpredictable. The customer has their
optional preference to charge the EVs either with a prior booking or without booking. By considering
the uncertain arrival of EVs, the dynamic scheduling scheme is analyzed based on the FIFS method,
particle swarm optimization (PSO), and shuffled frog leaping algorithm (SFLA).

The rest of the paper is organized into five sections. The configuration of the system studied is
introduced in Section 2. The problem formulation for the scheduling is given in Section 3, in which
the objective function, constraints, and the three solution methods used in this work are presented in
detail. The results obtained are presented and discussed in Section 4, and conclusions are presented in
Section 5. Possible future works are presented in Section 6.

2. System Studied

Most of the people living in apartments are used to charge the EVs at PL located in the office or
shopping complex, etc. [61]. The EV user tries to charge their vehicle in the PL during the parking
time. So, the EVs are recharged when the user is engaged with other work. This work assumes that
the EV’s demand is to charge the battery to its full capacity. With the available information, the PL
operator can utilize the developed charging scheme to develop an optimal scheduling to minimize the
charging cost. So, based on the charger limits, the number of EV charging requests can be accepted.
The charging limit is set to 61.5 kWh (a 30 kWh, 20 kWh, and 11.5 kWh charger).
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The primary constraint that limits the number of EVs charging in a PL is the charging capacity.
Furthermore, 20 EVs with different capacities and demand levels are considered for the scheduling,
as shown in Table 1. The parking time of EVs is given in Table 2. The grid cost considered from the
European Power Exchange (EPEX) spot is given in Table 3 [62].

Table 1. EV data.

EV (ID
Number)

Capacity
(kW)

Available
SOC (%)

EV (ID
Number)

Capacity
(kW)

Available State of
charge (SOC) (%)

1 17.6 8 11 24.0 29
2 23.0 25 12 27.0 38
3 16.5 10 13 16.0 40
4 24.0 14 14 17.6 33
5 27.0 19 15 23.0 30
6 16.0 23 16 16.5 27
7 24.0 28 17 30.0 16
8 30.0 12 18 17.3 18
9 17.3 30 19 32.0 34

10 32.0 35 20 16.5 25

Table 2. EV parking profile.

ID/Timeslot 1 2 3 4 5 6 7 8

1 In Out - - - -
2 - In Out - - -
3 - - In Out - -
4 - - - In Out
5 In Out -
6 - - In Out - - - -
7 - In Out - - -
8 - In Out
9 - - - - In Out -

10 - - - In Out -
11 - - - - - In Out
12 - - - - In Out -
13 - In Out - - - - -
14 - - - - In Out - -
15 - - - In Out - -
16 - - In Out - - -
17 - - In Out
18 - - - In Out - -
19 - In Out
20 In Out - -

Table 3. Dynamic price tariff.

T (h) 1 2 3 4 5 6 7 8

Cost (€ct/kW) 7.9 7.4 7.2 6.9 6.9 7.2 10.5 24.9

In this work, a PL equipped with a microgrid (MG) is considered, as in [63]. A microturbine,
five PV units, and a wind turbine are considered in the MG. The power generation limits of the
renewable sources are shown in Table 4, and the cost coefficients are given in Table 5. The charging of
EVs from the grid or the MG depends on the electricity price.
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Table 4. Power limits of the distributed generation (DG) sources.

Type The Lower Limit (kW) The Upper Limit (kW)

Microturbine 6.0 30.0
Wind turbine 3.0 15.0

PV1 0.0 3.0
PV2 0.0 2.5
PV3 0.0 2.5
PV4 0.0 2.5
PV5 0.0 2.5

Table 5. Cost coefficient of the DGs.

Type ai bi ci

Microturbine 0.01 5.10 46.10
Wind turbine 0.01 7.80 1.10

PV1 0.01 7.80 1.00
PV2 0.01 7.80 1.00
PV3 0.01 7.80 1.00
PV4 0.01 7.80 0.10
PV5 0.01 7.80 1.20

The 24 h microgrid power price is calculated from the renewable sources’ cost coefficients given
in Table 5, and the microgrid price shown in Table 6. The MG power price is lower than the grid
power price for all 8 slots. However, the EV discharging scheme such as vehicle-to-grid (V2G) is not
considered in this work. In many research works, common types of EV with the same battery capacity
are considered. Also, the demand for EVs is minimum. In this work, EVs’ different capacities with
different EV demand and multiple charging slots are considered. The problem formulation for the
scheduling is given in Section 3.

Table 6. Microgrid price.

T (h) 1 2 3 4 5 6 7 8

Cost (€ct/kW) 6.1 5.7 5.7 5.5 5.9 5.9 7.9 7.3

3. Problem Formulation

The optimal scheduling problem is formulated to minimize the charging cost by considering the
variation in electricity price and the allocation of chargers to various EVs and the charging limit of the
PL. In this dynamic scheme, the scheduling is undertaken for every time slot because EVs may come
randomly. Each timeslot is considered 60 min due to the hourly change in the electricity price.

3.1. Objective Function

The objective function is to reduce the electricity purchase cost from the grid, keeping in mind
that it will be more useful for the economic operation of the PL if the operator assigns the EVs to
the chargers in an optimal manner considering the electricity price and charging limit. The objective
function is to minimize the charging cost as given in Equation (1).

C(t) =
T∑

t=1




NF∑

i=1

Ci(t)Ri +
NM∑

j=1

Cj(t)R j +
NS∑

k=1

Ck(t)Rk


 (1)
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where C(t) is the total purchase cost of electricity to charge all the EVs. NF is the number of fast
chargers, NM is the number of medium chargers, and NS is the number of slow chargers. T is the total
time to charge all EVs, which is calculated using Equation (2).

T =
N∑

n=1




NF∑

i=1

(
Vn

c − SOC(n)
Pi f c

)
+

NM∑

j=1

(
Vn

c − SOC(n)
P jmc

)
+

NS∑

k=1

(
Vn

c − SOC(n)
Pksc

) (2)

where N is the total number of vehicles, Vn
c is the rated power capacity of the EV, SOC(n) is the power

left in the nth vehicle, Pi f c, P jmc and Pksc are the rated charging power capacity of the fast, medium,
and slow chargers.

The required power RP to charge the EV is calculated as follows:

Rp = Vn
c − SOC(n) (3)

The charging time (R) to reach 100% SOC level is given in Equation (4).

R =
Rp

Pc
(4)

where Pc is the charger rated output power.
The charging cost of each EV is calculated using Equation (5).

C(n) = Rp × Ec(t) (5)

where Ec(t) is the electricity price at time t.

3.2. Constraints

The various constraints considered in the problem are given below.
The battery of any EV that departs the PL should be charged to 100%, which is given in Equation (6).

SOC(n)dep = SOC(n)max (6)

The proportion of the allocated power at any timeslot to an EV should be between 0.1 and 1 as
given in Equation (7). Furthermore, to ensure that all the EVs are charged to 100% of the battery
capacity, the sum of all proportion should be equal to 1. The allocated power should be within the
limit of all the chargers’ rated output as represented in Equation (8).

0 ≤ Dt
power(n) ≤ 1 (7)

Dt
power ≤ Clim

power (8)

The dynamic charging scheduling is first examined by the conventional FIFS method, and then
the optimization techniques, PSO and SFLA, are used for minimizing the electricity purchase cost of
the PL.

The non-booked EV can be allowed based on the two following conditions:

• If the charging can be completed before the arrival of EVs with reservation.
• If the CS limit is not violated.

However, it should be noted that if these conditions are not satisfied, it will be considered an
unwanted charging request for the PL operator. In such a case, the user has to decide whether to
reduce the demand or extend the departure time.
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3.3. Solution Methodology

The FIFS is generally used in PLs as it allows the EVs to start charging whenever they arrived.
If the number EVs arrived at the CS is more than the available charging points, it creates complications
in allotting the EVs to the suitable charger for proper scheduling. Time-varying electricity price
impacts charging costs, and hence the operator has to consider the electricity price at each hour. So,
optimal charging scheduling requires an optimization method to minimize the charging cost. Thus,
PSO and SFLA techniques are used to obtain the optimal scheduling.

3.3.1. Electric Vehicle (EV) Charging Based on First-In-First Serve (FIFS) Algorithm

The FIFS scheme permits the EVs to charge if a charging point is available to use. If all the PL’s
charging points are occupied, then the other EVs have to wait until a charging point is available to use.
In the FIFS scheduling, the EVs have to charge with the available charging point even though a better
solution is available.

3.3.2. EV Charging Based on Particle Swarm Optimization (PSO)

The PSO algorithm is inspired by birds’ swarm behavior flocking and fish schooling for guiding
the particles to find the optimal global solution [64]. Generally, in PSO, the population particles are
spread randomly and assumed to be flying in the search space. The information exchange between
the particles influences the position and velocity of each particle iteratively. Based on the personal
experience, each particle possesses the best solution achieved so far. A global best solution is found
from the social experience of the swarm. The impact of personal best and global best is balanced by
using a randomized correction factor.

In general, Xi represents the existing position of the ith particle, Vi is the velocity of the ith particle
with a distance in a unit time, Pbest denotes the individual best position of the ith particle (local best),
and Gbest represents the global best value obtained. Mathematically, the velocity and position of each
particle are updated respectively, as follows:

Vk+1
i, j =

(
ω×Vk

i, j

)
+ c1

(
rand1×

(
Pbesti, j −Xk

i, j

))
+ c2

(
rand2×

(
Gbesti, j −Xk

i, j

) )
(9)

Xk+1
i, j = Xk

i, j + Vk+1
i, j (10)

where Vi(k) and Xi(k) are the velocity and position of the ith particle at iteration k. So that:

Vi, j =
(
Vi,1′ , Vi,2′ , . . . .Vi, j′

)
(11)

Xi, j =
(
Xi,1′ , Xi,2′ , . . . .Xi, j′

)
(12)

Also, c1 and c2 are the coefficients of cognitive and social acceleration, which exchange the impact
of the top solutions on the particle’s velocity. Further, rand1 and rand2 are random numbers range
between 0 and 1. inertia weight ω is linearly reduced from ωmax to ωmin with the iteration as given
in Equation (13). Finally, the cost function, or the global best, is calculated further as shown in
Equation (14).

ω = ωmax −
(
ωmax −ωmin

kmax

)
k (13)

Gbesti, j(k + 1) =


Gbesti, j(k) i f f

(
Pbesti, j(k + 1)

)
≥ f (Gbesti, j(k)

Pbesti, j(k) i f f
(
Pbesti, j(k + 1)

)
< f (Gbesti, j(k)

(14)

The step by step procedure of implementing the PSO algorithm is given as follows:

Step 1: Initialize the number of EVs, number of chargers, capacity of EVs, and capacity of charger,
and the population size. Each EV is assigned to different chargers randomly in the population,
and the charging scheduling is generated.
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Step 2: Assign the number of iterations as 100.
Step 3: For every random scheduling generated, calculate the charging cost, and find the Pbest.

Assign Pbest as Gbest for the first iteration.
Step 4: For the second iteration, Equations (11) and (12) are used to provide the updated random

scheduling by assigning EVs to the different chargers. Then, calculate the charging cost of
each schedule. Find Pbest in the second iteration.

Step 5: Compare Pbest of the second iteration with Gbest of the previous iteration. If the second
iteration’s charging cost is lower than the previous iteration, go to Step 7.

Step 6: If the second iteration charging cost is not lower than its value in the last iteration, go to
Step 4.

Step 7: Update Gbest from Step 5.
Step 8: Repeat the procedure until the number of iterations is completed.

3.3.3. EV Charging Based on Shuffled Frog Leaping Algorithm (SFLA)

The SFLA is a meta-heuristic or, precisely, a memetic approach motivated from frog jumping.
This algorithm considers a frog group’s observed behavior while finding a location with a maximum
amount of food. A population of frogs is randomly assigned in the search space. The memeplexes are
generated by dividing the population into several groups. The memeplexes are evolved separately
in different directions within the search space. In every memeplex, the frogs are influenced by each
other. This influence makes the frogs experience a memetic evolution. Hence, the memetic evolution
helps the memeplexes enhance every frog’s performance to achieve the goal. During the evolution,
an individual frog can change the direction based on the best frog’s information in a memeplex or from
the population’s best frog. After an individual frog has improved its position, the frog’s information
can be enhanced further. The memeplexes are shuffled with each other after a particular number of
memetic evolution, and then the new memeplexes are generated. This improves the ability of the frogs
to find the best solution within the search space.

The position of the worst frog is updated, following the expressions given in Equations (15)–(17).

Si = r× (Xb −Xnew
w ) (15)

Xnew
w = Xcurrent

w + Si (16)

so that;
Simin < Si < Simax (17)

where the variation of the frog’s location in a single jump is Si. r is a random uniformly distributed
number ranging between 0 and 1. The most and least permissible variation of the frog’s location is
Simin and Simax. The number of memeplexes is 10, the number of frogs in a memeplex is 10, the number
of frogs in a sub memeplex is 10, and the population size is 100. Simin and Simax vary from 0.9 to
0.4, the tolerance is 0.1, and the random value ranges from 0 to 1. The step by step procedure of
implementing the SFLA is given as follows:

Step 1: Initialize the number of EVs, number of chargers, capacity of EVs, demand, the capacity of
chargers, etc.

Step 2: Generate the population P by randomly assigning the EVs to the different chargers. Divide the
population into M number of memeplexes.

Step 3: Calculate the charging cost of each schedule, and the costs are arranged in descending order,
and then the memeplexes are generated.

Step 4: Within each memeplex, calculate each scheduling’s charging cost to find out the minimum
charging cost and the maximum charging cost. Assign the minimum charging cost (Xb) and
the highest cost as

(
Xcurrent

w

)
. For the first iteration, assign (Xb) as the global best solution.
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Step 5: For the next iteration, update the scheduling with the most increased cost using Equations
(15) and (16). With the updated scheduling, shuffle the population and generate the new
memeplex. Calculate the charging cost of each scheduling find out the minimum charging
cost (Xb) and the maximum charging cost Xnew

w .
Step 6: If the maximum charging cost Xnew

w is less than Xcurrent
w , calculate the charging cost of each

schedule. If not, go to Step 5.
Step 7: Sort the population P in descending order according to their charging cost.
Step 8: When the number of iterations is completed, then stop the process.
Step 9: The charging schedule problem is solved by the FIFS, PSO, and SFLA algorithms, as presented

in Section 4.

4. Results and Discussion

The optimal scheduling is performed for minimizing the electricity purchase cost from the PL.
In Table 3, the electricity price at the 7th and 8th timeslots is high, and the low prices are at the 4th,
5th, 3rd, and 6th slots. Therefore, the PL operator can use the time slots optimally to minimize the
charging cost. The charging scheduling is presented for EVs with prior reservations and for EVs
arrived without a reservation. Three cases are compared, the first case represents the 20 EVs that come
with an appointment (base case), the second case represents 5 EVs (such as EVs 16, 17, 18, 19, and 20)
arriving without an appointment, and the third case represents 10 EVs (11, 12, 13, 14, 15, 16, 17, 18, 19,
and 20) arriving without an appointment. The PL is also provided with a microgrid, i.e., the power
generated from the DGs is used in the MG case whenever the MG price is less than the grid price.
Furthermore, the dynamic scheduling by FIFS, PSO, and SFLA is investigated, and the results are
presented and discussed with and without the microgrid scenario considered.

4.1. The Schedule Using FIFS

In general, most of the PLs use the FIFS. Apart from its simplicity (easy to be applied without
optimization or decision-making framework), the main advantage of the FIFS method is that it avoids
the charger being in idle mode. Table 7 presents the scheduling using the FIFS.

Each time slot’s charging demand is 50.43, 61.5, 61.5, 61.5, 61.5, and 39.47 kW. The PL can assess
an EV load of 61.5 kW per hour. The cost of charging all the EVs is 2442.07 €ct. The charging slot cost
is 399.3, 461.0, 444.5, 424.5, 424.5, and 287.9 €ct, respectively. Even though the EVs 4, 8,11,17,19 have
parking time until the 8th slot, the charging is completed before the 7th hour.

4.2. Dynamic Schedule Using PSO

The PSO technique is used to perform optimal scheduling for minimizing the total electricity
purchase cost. At the beginning of each timeslot, the charging schedule for the particular timeslot is
executed to achieve the minimum electricity cost. The algorithm also determines the plan for the next
timeslots. However, the schedule is revised for the upcoming timeslot depending upon the arrival of
EVs in the next timeslot. The average time taken to complete the charging in each time slot is 33.40,
59.99, 59.95, 59.99,59.98, 54.30 min. The convergence curve of the PSO algorithm is shown in Figure 3.
PSO’s dynamic scheduling is given in Table 8, and the optimal allocation of power and resources is
given in Table 9.

The EV demand is allocated to each time slot to achieve the minimum cost. The PSO’s minimum
cost is 2432.0 €ct, which is cheaper than the FIFS scheduling cost. As the grid’s electricity cost in
timeslots 7 and 8 is relatively high, PSO schedules the EVs in the first six timeslots to achieve the
minimum charging cost.
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Table 7. Dynamic scheduling using the first-in-first serve (FIFS) method.

ID Demand (kW)
Timeslot

1 2 3 4 5 6 7 8

1 16.19 16.19 0 0 0 - - - -
2 17.25 - 17.25 0 0 0 - -
3 14.85 - - 14.85 0 0 0 - -
4 20.64 - - - 20.64 0 0 0 0
5 21.87 21.87 0 0 0 0 0 0 -
6 12.32 - - 12.32 0 - - - -
7 17.28 - 17.28 0 0 0 - - -
8 26.40 - 26.40 0 0 0 0 0 0
9 12.11 - - - - 12.11 0 0 -
10 20.8 - - - 7.79 13.00 0 0 -
11 17.04 - - - - - 17.04 0 0
12 16.74 - - - - 6.09 10.64 - -
13 9.60 - 0.57 9.03 - - - - -
14 11.79 - - - - 0 11.79 - -
15 16.10 - - - 0 16.10 0 - -
16 12.05 - - 4.18 7.86 0 - - -
17 25.20 - - 0 25.20 0 0 0 0
18 14.18 - - - 0 14.18 0 - -
19 21.12 - 0 21.12 0 0 0 0 0
20 12.37 12.37 0 0 0 0 0 0 -

Total 50.43 61.50 61.50 61.49 61.48 39.47 0.00 0.00

Table 8. Dynamic scheduling using PSO.

ID Demand (kW)
Timeslot

1 2 3 4 5 6 7 8

1 16.19 0 16.19 0 0 - - - -
2 17.25 - 17.25 0 0 0 - - -
3 14.85 - - 0 14.85 0 0 - -
4 20.64 - - - 0 20.64 0 0 0
5 21.87 21.87 0 0 0 0 0 0 -
6 12.32 - - 0 12.32 - - - -
7 17.28 - 17.28 0 0 0 - - -
8 26.40 - 0 26.4 0 0 0 0 0
9 12.11 - - - - 12.11 0 0 0
10 20.80 - - - 12.24 8.55 0 0 -
11 17.04 - - - - - 17.04 0 0
12 16.74 - - - - 6.00 10.73 0 -
13 9.60 - 9.6 0 - - - - -
14 11.79 - - - - 0 11.79 - -
15 16.10 - - - 0 0 16.1 - -
16 12.04 - - 12.0 0 0 - - -
17 25.20 - - 3.11 22.08 0 0 0 0
18 14.18 - - - 0 14.18 0 - -
19 21.12 - 1.17 19.94 - - - - -
20 12.37 12.37 0 0 0 0 0 - -

Total 34.24 61.49 61.45 61.49 61.48 55.66 0.00 0.00
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cost is 2432.0 €ct, which is cheaper than the FIFS scheduling cost. As the grid’s electricity cost in 
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minimum charging cost. 

Figure 3. Convergence curve of particle swarm optimization (PSO).

4.3. Dynamic Schedule Using Shuffled Frog Leaping Algorithm (SFLA)

The SFLA is used for the optimal scheduling of EVs to reduce the electricity purchase cost. For each
slot the electricity cost is 226.1, 461.0, 444.5, 424.5, 424.5, 447.5 €ct. The total electricity purchase cost
is 2428.47 €ct. The optimization techniques effectively utilize the low electricity price time slots for
scheduling of EVs. Also, this shows that if the number of EVs arrives with prior booking, better
scheduling is obtained to minimize the grid’s charging cost. The convergence curve of the SFLA is
shown in Figure 4. The convergence speed of SFLA is faster than the PSO. The scheduling results
obtained by SFLA is given in Table 10. The optimal power and resource allocation are given in Table 11.

Table 10. Dynamic scheduling using SFLA.

ID Demand (kW)
Timeslot

1 2 3 4 5 6 7 8

1 16.19 16.19 0 0 0
2 17.25 - 17.25 0 0 0 - - -
3 14.85 - - 9.48 5.37 0 - - -
4 20.64 - - - 0 20.64 0 0 0
5 21.87 0 21.87 0 0 0 0 0 -
6 12.32 - - 0 12.32 - - - -
7 17.28 - 17.28 0 0 0 - - -
8 26.4 - 5.1 21.3 0 0 0 0 0
9 12.11 - - - - 10.52 1.58 0 -
10 20.8 - - - 20.8 0 0 0 -
11 17.04 - - - - - 17.04 0 0
12 16.74 - - - - 0 16.74 0 -
13 9.6 - 0 9.6 - - - -
14 11.79 - - - - 0 11.79 - -
15 16.1 - - - 16.1 0 0 - -
16 12.04 - - 0 6.91 5.13 - - -
17 25.20 - - 0 0 25.20 0 0 0
18 14.18 - - - 0 0 14.18 - -
19 21.12 - 0 21.12 0 0 0 0 0
20 12.37 12.37 0 0 0 0 0 - -

Total 28.56 61.50 61.50 61.50 61.49 61.33 0.00 0.00
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Figure 4. Convergence curve of shuffled frog leaping algorithm (SFLA).

Figure 5 shows that the optimization techniques provide a reduced charging cost compared to the
FIFS charging algorithm.
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Figure 5. Cost comparison of FIFS, PSO, and SFLA.

However, the charging cost of the PL is calculated without considering the microgrid (MG)
scenario available with the PL. The microgrid power can be used to minimize the electricity purchase
cost of the PL. The renewable energy sources provide significant potential that can benefit the CSs.
When the microgrid power is supplied to the CS, the cost is reduced significantly. Compared to the
grid cost, the MG cost in all the slots is cheaper, and hence it is utilized effectively [65,66].

The optimal use of renewable energy is not only beneficial for cost reduction but also supports the
grid. By using the microgrid available in the PL, the cost savings are given in Table 12. Furthermore,
the charging cost of EVs with uncertain arrival is examined in the next subsection and compared with
the charging cost of EVs arriving with a prior booking.

Table 12. Cost comparison of FIFS, PSO, and SFLA.

Number Method

No Microgrid
(MG) Considered

Microgrid (MG)
Considered The Difference

in Cost (%)
Cost (€ct) Cost (€ct)

1 FIFS 2442.0 2384.6 3.40
2 PSO 2432.0 2374.7 2.31
3 SFLA 2428.4 2371.2 2.40
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4.4. Dynamic Schedule of EVs with/without Appointments

Three cases are considered in this investigation:

• Case 1: All the 20 EVs arrived with prior booking (base case).
• Case 2: 15 EVs, out of 20 EVs, arrived with prior booking.
• Case 3: 10 EVs, out of 20 EVs, arrived with prior booking.

The arrival and departure times are randomly assigned within the eight timeslots. The users
with prior booking need to provide the expected arrival time, departure time, and charging demand.
For EVs without booking, the EVs’ expected departure time and charging demand are provided when
they reach the CS. To keep the same total demand in the three cases, only the arrival and departure
times are randomly generated. In each case, the results are obtained using the SFLA and then compared
with the PSO and FIFS scheduling algorithms. The dynamic system can determine a charging schedule
at the beginning of each timeslot using all the EVs with and without booking, and then the PL can
charge arrived vehicles with the use of the schedule for the immediate timeslot. At the beginning of
each timeslot, the computational process has to be executed.

It can be seen that the electricity purchasing cost of the PL is reduced when the EVs arrived
with reservation. Using FIFS, the charging price for cases 2 and 3 is increased by 3.26% and 3.11%,
respectively, compared to the base case. Using SFLA, the charging price for cases 2 and 3 increased
by 2.06% and 3.03%, respectively, compared to the base case (case 1). Also, using PSO, the charging
price for cases 2 and 3 is increased by 2.70% and 2.89%, respectively, compared with case 1. The cost
comparison with and without prior booking is given in Table 13, in which the MG case is not considered.
Unexpected arrival and departure are considered for unappointed vehicles, as shown in Tables 14
and 15. Table 16 shows the scheduling when 5/20 vehicles have arrived without a booking, and Table 17
shows the scheduling of 10/20 vehicles have arrived without booking. These two cases are performed
to minimize the electricity purchase cost, and the results show that the charging demands can be
fulfilled in the three scenarios. Also, the needs are the same for the three cases; hence the cost can
be compared.

Table 13. Cost comparison of the charging schedule of EVs arriving with/without prior booking.

Cases 1 2 3

EVs Arriving with/without
Booking 20/0 15/5 10/10

Cost obtained with FIFS (€ct) 2442.0 2520.7 2530.2
Cost obtained with PSO (€ct) 2432.0 2495.9 2509.6

Cost obtained with SFLA (€ct) 2428.4 2493.5 2504.4

190



Energies 2020, 13, 6384

Table 14. Unexpected arrival and departure considered for unappointed vehicles: when 5/20 EVs
arrived without an appointment.

EV/SLOT 1 2 3 4 5 6 7 8

1 In Out
2 In Out
3 In Out
4 In Out Out
5 In Out
6 In Out
7 In Out
8 In Out
9 In Out
10 In Out
11 In Out
12 In Out
13 In Out
14 In Out
15 In Out
16 In Out
17 In Out
18 In Out
19 In Out
20 In Out

Table 15. Unexpected arrival and departure considered for unappointed vehicles: when 10/20 EVs
arrived without an appointment.

EV/SLOT 1 2 3 4 5 6 7 8

1 In Out
2 In Out
3 In Out
4 In Out
5 In Out
6 In Out
7 In Out
8 In Out
9 In Out
10 In Out
11 In Out
12 In Out
13 In Out
14 In Out
15 In Out
16 In Out
17 In Out
18 In Out
19 Out
20 In Out
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Table 16. Unexpected arrival and departure considered for unappointed vehicles: schedule when 5/20
EVs have arrived without an appointment.

ID
Demand

(kW)
Timeslot

1 2 3 4 5 6 7 8

1 16.19 16.19 0 0 0 - - - -
2 17.25 - 17.25 0 0 0 - - -
3 14.85 - - 14.85 0 0 0 - -
4 20.64 - - - 20.64 0 0 0 0
5 21.87 21.87 0 0 0 0 0 0 -
6 12.32 - - 12.32 0 - - - -
7 17.28 - 17.28 0 0 0 - - -
8 26.40 - 25.208 1.192 0 0 0 0 0
9 12.11 - - - - 12.11 0 0 -

10 20.8 - - - 20.8 0 0 0 -
11 17.04 - - - - - 17.04 0 0
12 16.74 - - - - 16.74 0 0 -
13 9.6 - 0 9.6 - - - - -
14 11.79 - - - - 11.792 0 - -
15 16.1 - - - 16.1 0 0 - -
16 12.04 - - - - - 12.045 0 0
17 25.20 23.438 1.762 - - - - - -
18 14.18 - - - - 14.186 0 0 0
19 21.12 - - - - - - 21.12 0
20 12.37 - - - - 6.672 5.703 0 -

Total 61.50 61.50 37.96 57.54 61.5 34.79 21.12 0.00

Table 17. Unexpected arrival and departure considered for unappointed vehicles: schedule when 10/20
EVs have arrived without an appointment.

ID
Demand

(kW)
Timeslot

1 2 3 4 5 6 7 8

1 16.19 16.19 0 0 0 - - - -
2 17.25 - 17.25 0 0 0 - - -
3 14.85 - - 14.85 0 0 0 - -
4 20.64 - - - 20.64 0 0 0 0
5 21.87 21.87 0 0 0 0 0 0 -
6 12.32 - - 12.32 0 - - - -
7 17.28 - 17.28 0 0 0 - - -
8 26.4 - 25.208 1.192 0 0 0 0 0
9 12.11 - - - - 12.11 0 0 -

10 20.8 - - - 20.8 0 0 0 -
11 17.04 - - - - 17.04 0 0 -
12 16.74 - - - - - 16.74 0 0
13 9.6 - - 9.6 0 - - - -
14 11.79 - - - 11.792 0 - - -
15 16.1 - - - - - 16.1 0 0
16 12.04 - - - - - 12.045 0 0
17 25.20 23.438 1.762 - - - - - -
18 14.18 - - - - 14.186 0 0 0
19 21.12 - - - - - - 21.12 0
20 12.37 - - - - 12.375 0 0

Total 61.50 61.50 37.96 53.23 55.71 44.89 21.12 0.00

In Table 13, the comparison shows that the electricity cost is less than that obtained using the
FIFS scheme.
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Furthermore, when the MG supplies the PL, the charging costs are reduced, as presented in
Table 18. A comparison of the three algorithms’ values obtained in the three cases without and with
MG consideration are shown in Figures 6 and 7, respectively.

Table 18. Cost comparison of the charging schedule of EVs arriving with/without prior booking
considering the MG scenario.

Cases 1 2 3

EVs Arrived with/without
Booking 20/0 15/5 10/10

Cost obtained with FIFS (€ct) 2384.61 2426.01 2430.43
Cost obtained with PSO (€ct) 2374.74 2402.00 2410.10

Cost obtained with SFLA (€ct) 2371.21 2398.90 2405.30
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5. Conclusions

A dynamic charging scheduling scheme for charging EVs in a PL is proposed for minimizing
the charging costs. First, a conventional FIFS scheduling scheme is performed for the EV charging.
Economic scheduling is found using PSO and SFLA. In this regard, the dynamic charging scheme
allocates the optimal electric power in each slot for the vehicles that have arrived. Scheduling is
undertaken for the vehicles that have arrived at the PL with and without prior booking. This scheme
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considers the electricity price at each hour and the charging limit of the PL every hour for all the
three methods considered. When the electricity price is low, the entire timeslot is fully utilized to
charge the EVs effectively. Also, the PL operator provides 100% of the EV user’s power within the
available time. The results showed that more significant savings could be reached if the EV arrives
with a prior reservation.

6. Future Works

In this work, the charging demand of each EV is considered as 100%, but this limit can vary,
and random charging demand can be considered. Service delay can be regarded to benefit both the
user and CS operator. Reserve charging points can be taken into account, and the charging can be
undertaken for users with a special tariff based on the CS operator’s decision. This kind of option
available at the CS may help floating customers who want quick charging.
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J.S.A., Z.M.A. and S.H.E.A.A.; formal analysis, G.S.F.; investigation, V.K.; resources, S.K.; data curation, G.S.F.;
writing—original draft preparation, S.H.E.A.A.; writing—review and editing, J.S.A. and Z.M.A.; visualization,
V.K.; supervision, A.E.-S.; project administration, A.E.-S. All authors have read and agreed to the published version
of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

CC Constant current
CCCV Constant current constant voltage
CS Charging station
CSP Charging service provider
CV Constant voltage
DG Distributed generation
DR Demand response
DSO Distribution system operator
EPRI Electric power research institute
EPEX European Power Exchange
ESS Energy storage system
EV Electric vehicle
FC Fast charger
FIFS First-in-first serve
GA Genetic algorithm
IEC International Electro-technical Commission
MC Medium charger
MG Microgrid
PHEV Plug-in-hybrid EV
PL Parking lot
PSO Particle swarm optimization
PV Photovoltaic
SAE Society of automotive engineers
SBP SOC based priority
SC Slow charger
SFLA Shuffled frog leaping algorithm
SOC State of charge
TOU Time of use
TSO Transmission system operator
V2G Vehicle-to-Grid
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T Total time to charge all EVs
C(n) Charging cost of EVs
C(t) Total electricity purchase cost
c1,c2 Acceleration coefficients
Ct

lim Charging limit
Di Demand for the ith vehicle
Dt

power Power demand at time t
Ec(t) Electricity price at time t
Gbest Global best position
N Total number of EVs
NF Number of FCs
ni Status of the ith EV
NM Number of MCs
NS Number of SCs
Pbest Individual best position
Pifc Rated output power of the FC
Pimc Rated output power of the MC
Pisc Rated output power of the SC
r Charging time to reach 100% of the battery
R Random distribution
RP Required power to charge the EV
Si Variation in frog’s location
SOC (n) Power left in the nth vehicle
Ti

arr Arrival time of the ith vehicle
Ti

dep Departure time of the ith vehicle

Vi Velocity of the ith particle
Xb Best position of frog in a memeplex
Xg Global best position
Xi Existing position of the ith particle
XW Worst position of frog in a memeplex
Vn

c Rated power capacity of the EV
ω Inertia weight
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