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Preface to ”Quantum Darwinism and Friends”

Wojciech Hubert Zurek has made seminal contributions to several areas of theoretical physics.

This includes decoherence, where he had the key insight that physical environments superselect

certain “pointer” states, and the foundations of quantum and classical information (e.g., the

no-cloning theorem and quantum discord). His work on the dynamics of non-equilibrium phase

transitions led to the Kibble–Zurek mechanism. Quantum Darwinism—the subject of this volume—is

a culmination of advances that started with decoherence. It accounts for the emergence of objective

classical reality in our quantum universe.

Wojciech Zurek earned his MSc in Krakow, in his native Poland, and his PhD at the University

of Texas at Austin, where he remained until 1981 as a postdoctoral fellow of John Archibald Wheeler.

In 1981, Zurek joined the group of Kip Thorne at Caltech as a Tolman Fellow and arrived at Los

Alamos in 1984 as an Oppenheimer Fellow. He rose to the position of group leader of the Theoretical

Astrophysics Group in 1991. In 1996, Zurek was named Laboratory Fellow of the Theory Division.

In his long career, Wojciech Zurek has won many honors and awards. A non-comprehensive list

includes the Phi Beta Kappa Visiting Lecturer (2004), the Alexander von Humboldt Prize (2005), the

Marian Smoluchowski Medal (2009), the Albert Einstein Professorship (awarded in 2010 by the Ulm

University), the Order of Polonia Restituta (2012), and the Los Alamos Medal (2014).

How many of us have heard, or maybe even made, the statement that “quantum mechanics is

weird”? As human beings that evolved at classical energy and lengths scales, we are so used to the

fact that things look “classical” that the actual workings of our quantum Universe constantly have us

in awe, confuse us, and sometimes even appall us.

Take, for instance, the frequently maltreated cat. If any two of us look at the same cat, we will

both conclude that we are looking at a cat. Well, actually, we conclude that we both “perceive” a cat,

and we will agree about its state of well-being. From a fundamental point of view, the question has

to be: why? The answer originates in the fact that any fraction of photons that we intercept with our

eyes carries the same, classical information about the lovely beast. The more formal analysis of the

emergence of this classical objectivity is known as Quantum Darwinism, as it relies on Darwinian

fitness of certain states—their ability to not just survive immersion in the environment, but create,

multiple “offspring” of the information about themselves in the photon (and other) environments,

where they can be accessed by observers such as us.

Quantum Darwinism shows how the perception of objective classical reality arises via selective

amplification and the spreading of information in our fundamentally quantum universe. Quantum

Darwinism goes beyond decoherence, as it recognizes that the many copies of the system’s pointer

states are imprinted on the environment: agents acquire data indirectly, by intercepting environment

fragments (rather than directly measuring systems of interest). The data disseminated through the

environment provide us with shared information about stable, effectively classical pointer states.

Humans rely primarily on the photon environment, eavesdropping on “objects of interest” by

intercepting tiny fractions of photons that contributed to decoherence.

In essence, Zurek has taught us nothing short of understanding why our world looks classical,

despite the fact that our Universe is quantum to the core. This special issue collected a wide range

of recent contributions motivated and inspired by Zurek’s work all leveraging in one way or another

the power of quantum correlations and their ephemeral nature.

Sebastian Deffner, Raymond Laflamme, Juan Pablo Paz, and Michael Zwolak

Editors
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Quantum Theory of the Classical: Einselection, Envariance,
Quantum Darwinism and Extantons

Wojciech Hubert Zurek

Theory Division, Mail Stop B213, LANL, Los Alamos, NM 87545, USA

Abstract: Core quantum postulates including the superposition principle and the unitarity of
evolutions are natural and strikingly simple. I show that—when supplemented with a limited
version of predictability (captured in the textbook accounts by the repeatability postulate)—these
core postulates can account for all the symptoms of classicality. In particular, both objective classical
reality and elusive information about reality arise, via quantum Darwinism, from the quantum
substrate. This approach shares with the Relative State Interpretation of Everett the view that collapse
of the wavepacket reflects perception of the state of the rest of the Universe relative to the state of
observer’s records. However, our “let quantum be quantum” approach poses questions absent in
Bohr’s Copenhagen Interpretation that relied on the preexisting classical domain. Thus, one is now
forced to seek preferred, predictable, hence effectively classical but ultimately quantum states that
allow observers keep reliable records. Without such (i) preferred basis relative states are simply “too
relative”, and the ensuing basis ambiguity makes it difficult to identify events (e.g., measurement
outcomes). Moreover, universal validity of quantum theory raises the issue of (ii) the origin of Born’s
rule, pk = |ψk|2, relating probabilities and amplitudes (that is simply postulated in textbooks). Last not
least, even preferred pointer states (defined by einselection—environment—induced superselection)—
are still quantum. Therefore, unlike classical states that exist objectively, quantum states of an
individual system cannot be found out by an initially ignorant observer through direct measurement
without being disrupted. So, to complete the ‘quantum theory of the classical’ one must identify
(iii) quantum origin of objective existence and explain how the information about objectively existing
states can appear to be essentially inconsequential for them (as it does for states in Newtonian
physics) and yet matter in other settings (e.g., thermodynamics). I show how the mathematical
structure of quantum theory supplemented by the only uncontroversial measurement postulate (that
demands immediate repeatability—hence, predictability) leads to preferred states. These (i) pointer
states correspond to measurement outcomes. Their stability is a prerequisite for objective existence of
effectively classical states and for events such as quantum jumps. Events at hand, one can now enquire
about their probability—the probability of a pointer state (or of a measurement record). I show that the
symmetry of entangled states—(ii) entanglement—assisted invariance or envariance—implies Born’s rule.
Envariance also accounts for the loss of phase coherence between pointer states. Thus, decoherence
can be traced to symmetries of entanglement and understood without its usual tool—reduced density
matrices. A simple and manifestly noncircular derivation of pk = |ψk|2 follows. Monitoring of
the system by its environment in course of decoherence typically leaves behind multiple copies of
its pointer states in the environment. Only pointer states can survive decoherence and can spawn
such plentiful information-theoretic progeny. This (iii) quantum Darwinism allows observers to use
environment as a witness—to find out pointer states indirectly, leaving systems of interest untouched.
Quantum Darwinism shows how epistemic and ontic (coexisting in epiontic quantum state) separate
into robust objective existence of pointer states and detached information about them, giving rise to
extantons—composite objects with system of interest in the core and multiple records of its pointer
states in the halo comprising of environment subsystems (e.g., photons) which disseminates that
information throughout the Universe.

Keywords: decoherence; einselection; quantum jumps; Born’s rule; envariance; quantum
Darwinism; quantum-classical transition; existential interpretation; extantons
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1. Introduction

Quantum mechanics is often regarded as an essentially probabilistic theory, where the
random collapses of the wavepacket with probabilities governed by the rule conjectured
by Max Born (1926) [1] play a central role. Yet, evolution dictated by the Schrödinger
Equation is deterministic. This clash of quantum determinism of the unitary evolutions of
the fundamental quantum theory with the quantum randomness of its phenomenological
practice is at the heart of the interpretational controversies.

The aim of this review is to assess the progress made in the wake of the earlier
developments (including in particular theory decoherence and einselection) since the
beginning of this millennium. This includes the realization that selection of preferred states—
einselection of the pointer states usually justified using decoherence—is a consequence
of the tension between the linearity of quantum theory and the nonlinearity of copying
processes involved in the acquisition of information. Derivation of Born’s rule based on the
symmetries of entangled quantum states shores up and simplifies foundations of quantum
theory.

Quantum Darwinism will be discussed especially carefully, but nevertheless with
significant omissions that are inevitable in reviewing a rapidly evolving field. In such a
case one is faced with a “moving target”—the most recent developments are inevitably
either left out or treated only in the superficial manner (since assessing their impact on the
future development of the field is difficult).

We will also reconsider the status of the quantum measurement problem [2]. I shall
claim that perception of the objective classical reality is accounted for by the developments
mentioned briefly above and discussed in more detail below.

We shall start by reviewing the assumptions—postulates of quantum theory—and by
selecting from their textbook version core postulates that are consistent and can be used to
address the issues usually dealt with via measurement axioms that are also included in the
textbook presentations but are inconsistent with the quantum core. More detailed preview
of the content of this review can be found at the end of this introductory section.

1.1. Core Quantum Postulates

The difficulty of reconciling quantum determinism with quantum randomness is
reflected in the postulates that provide textbook summary of quantum mechanics (see,

3



Entropy 2022, 24, 1520

e.g., Dirac, 1958) [3]. We list them starting with four uncontroversial core postulates,
cornerstones of the quantum theory of the classical we shall develop. Two are very familiar:

(i) The state of a quantum system is represented by a vector in its Hilbert spaceHS .
(ii) Evolutions are unitary (i.e., generated by the Schrödinger Equation ).
They imply, respectively, the quantum superposition principle and the unitarity of evolu-

tions, and we shall often refer to them by citing their physical consequences. They provide
an almost complete summary of the formal structure of the theory.

One more postulate should be added to (i) and (ii) to complete the mathematics of
quantum mechanics:

(o) Quantum state of a composite system is a vector in a tensor product of the Hilbert spaces of
its subsystems.

Postulate (o) (von Neumann, 1932 [4]; Nielsen and Chuang, 2000 [5]) is often omitted
from textbooks as obvious. However, composite systems are essential, as in absence of
subsystems Schrödinger Equation provides a deterministic description of the evolution of
an indivisible Universe, and the measurement problem disappears [6,7]. In absence of at
least a measured system and a measuring apparatus questions about the outcomes cannot
be even posed. We shall need at least one more ingredient—an environment—to address
them.

The measurement problem arises because a quantum state of a collection of systems
can evolve from a Cartesian product (where definite state of the whole implies definite
states of each subsystem) into an entangled state represented by tensor product: State of
the whole is still definite and pure, but states of the subsystems are indefinite. By contrast,
in classical settings completely known (pure) composite states are always represented by
Cartesian products of pure states—state of each subsystem is also perfectly known.

Postulates (o)–(ii) provide a complete summary of the mathematics of quantum theory.
They contain no premonition of either collapse or probabilities. Using them and the obvious
additional ingredients (initial states and Hamiltonians) one can justify and carry out every
quantum calculation. However, in order to relate quantum theory to experiments one needs
to establish a correspondence between abstract state vectors inHS and experiments. This
task starts with the repeatability postulate:

(iii) Immediate repetition of a measurement yields the same outcome.
Postulate (iii) is idealized—it is hard to perform such non-demolition measurements,

but in principle it can be done. Yet—as a fundamental postulate—it is also indispensable.
The very concept of a “state” embodies predictability that requires axiom (iii): The role
of states is to allow for predictions, and the most basic prediction is that a state is what it
is known to be. Repeatability postulate asserts that confirmation of this prediction is in
principle possible.

Postulate (iii) is also uncontroversial: Repeatability is taken for granted in the classical
setting where it follows from the assumption that one can find out an unknown state
without perturbing it. This classical version is a much stronger assumption than the
repeatability postulated above in (iii). It is responsible for the familiar “objective reality” of
the classical world: It detaches existence of classical states from what is known about them.

Quantum measurement problem arises because—by contrast—unknown quantum
states are re-prepared by the attempts to find out what they are. So, quantum repeatabil-
ity postulate (iii) signals a significant weakening of the role states play in our quantum
Universe: Repeatability guarantees only that the existence of a known quantum state can
be confirmed, but it no longer implies their objective existence: Unlike classical states,
unknown quantum state cannot be simply found out independently by many initially
ignorant observers through direct measurements.

This quantum intertwining of the epistemic and ontic function of a state is the cen-
tral quantum feature regarded as a key interpretational problem. One of our goals is to
understand how (as a consequence of quantum Darwinism) one can recover objective
existence—states that survive discovery by an initially ignorant observer, so others can
confirm their identity.

4



Entropy 2022, 24, 1520

We will show that the essence of the remaining textbook postulates can be deduced
from the above quantum core that includes the mathematical postulates (o)–(ii) and the
repeatability postulate (iii) that begins to deal with the experimental consequences of
quantum theory such as information transfers, including the measurements.

1.2. Quantum States, Information, and Existence

So far, we have outlined a consistent set of core quantum postulates, (o)–(iii). They
will serve as a basis for the derivation of the emergence of classical behavior in a quantum
Universe. In this subsection, we consider textbook axioms (iv) and (v) that are at odds with
the quantum core. The whole (o)–(v) list is, of course, given by textbooks. The inconsistency
is usually “resolved” through some version of Bohr’s strategy. That is, textbooks assume
that quantum theory can be applied only to a part of the Universe. The rest of the Universe—
including observers and measuring devices—must be classical, or at the very least out
of quantum jurisdiction. Our aim will be to show that the classical domain need not be
postulated, and that the measurement process (the focus of axioms (iv) and (v)) can be
accounted for by using the quantum core postulates (o)–(iii).

In contrast to classical physics (where an unknown preexisting state can be found out
by an initially ignorant observer) the very next textbook axiom explicitly limits predictive
attributes of quantum states:

(iv) Measurement outcome is an eigenstate of the Hermitian operator corresponding to the
measured observable.

Thus, in general, a measurement will return something else than the preexisting state
of the system. Repeatability postulate (iii) is in a sense an exception to this quantum
undermining of the predictive role of states. Axiom (iv) can be usefully subdivided into:

(iva) Allowed measurement outcomes correspond to the eigenstates of a Hermitian operator.
(ivb) Only one outcome is seen in each run.
This splitting may seem pedantic, but it is useful. Textbooks often separate our (iv)

into such two axioms.
We emphasize that already (iva) limits predictive attributes of quantum states: When

the Hermitian operator representing the measured observable does not have, as one of
its eigenstates, the preexisting state of the system, the outcome cannot be predicted with
certainty even when the preexisting state is perfectly known (pure).

Nevertheless, repeatability means that when the same measurement is immediately
repeated on the very same system, the outcome will be the same. This is, operationally, the
essence of the collapse: The preexisting pure state will give an unpredictable result that
can be, however, confirmed and reconfirmed by re-measurement of the outcome. What
you saw you will get, again and again. Therefore, as soon as (iva) can be accounted for
(which we shall do in Section 2), then—in combination with the repeatability of (iii)—the
symptoms of the “wavepacket collapse” postulated by (ivb) can be also recovered.

Collapse axiom is the first truly controversial item in the textbook list. In its literal form
it is inconsistent with the first two postulates: Starting from a general state |ψS〉 in a Hilbert
space of the system (postulate (i)), an initial state |A0〉 of the apparatus A, and assuming
unitary evolution (postulate (ii)) one is led to a superposition of outcomes;

|ψS〉|A0〉 = (∑
k

ak|sk〉)|A0〉 ⇒∑
k

ak|sk〉|Ak〉, (1.1)

which is in apparent contradiction with (iv).
The impossibility to account—starting with the core quantum postulates (o)–(iii)—for

the literal collapse to a single state postulated by (ivb) was appreciated since Bohr (1928)
[8] and von Neumann (1932) [4]. It was—and often still is—regarded as an indication
of the insolubility of the measurement problem. It is straightforward to extend such
insolubility demonstrations to various more realistic situations, e.g., by allowing the state
of the apparatus to be initially mixed. As long as the superposition and unitarity postulates
(i) and (ii) hold, one is forced to admit that the quantum state of AS after they interacted
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contains a superposition of many alternative outcomes rather than just one of them as the
literal reading of the collapse axiom (and our immediate experience) suggest (see Figure 1).

Figure 1. Controlled-not, measurement, and Schrödinger’s cat: We expect this figure to be self-
explanatory. It is included primarily to establish the nomenclature (i.e., “control” and “target”), to
illustrate Equation (1.1), and to emphasize the parallels be between the three situations illustrated
above.

Given this clash between the mathematical structure of the theory and the expecta-
tion of the literal collapse (that captures the subjective impressions of what happens in
the real-world measurements), one is tempted to accept—following Bohr—primacy of
our immediate experience and blame the inconsistency of (iv) with the core of quantum
formalism (superposition principle and unitarity, (i) and (ii)) on the nature of the apparatus:
Copenhagen Interpretation regards apparatus, observer, and, generally, macroscopic objects
as ab initio classical. They do not abide by the quantum principle of superposition—their
evolutions need not be unitary. Therefore, according to Copenhagen Interpretation, the
unitarity postulate (ii) does not apply to measurements, and the literal collapse can happen
on the border between quantum and classical.

Uneasy coexistence of the quantum and the classical postulated by Bohr is a challenge
to the unification instinct of physicists. Yet, it has proven surprisingly durable.

At the heart of many approaches to the measurement problem is the desire to reduce
the relation between existence and information about what exists to what could have been
taken for granted in a world where the fundamental theory was Newtonian physics. There,
classical systems had real states that existed independently of what was known about
them. They could be found out by measurements. Many initially ignorant observers could
measure the same system without perturbing it. Their records would agree, reflecting
reality of the underlying state and confirming its objective existence.

Immunity of classical states to measurements suggested that, in classical settings, the
information was unphysical. Information was a mere immaterial shadow of real physical
states. It was irrelevant for physics.

6
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This dismissive view of information run into problems already when Newtonian
classical physics confronted classical thermodynamics. Clash of these two classical theories
led to Maxwell’s demon, and is implicated in the origins of the arrow of time.

The specter of information was haunting classical physics since XIX century. The
seemingly unphysical shadowy record state was beginning to play a role reserved for the
“real” state.

Attempts to solve measurement problem often follow the strategy where the underly-
ing state of the quantum system somehow becomes classical. Even decoherence can be, in
a sense, regarded as a completely quantum version of such a strategy, with the effective
classicality arising in the world that is fundamentally quantum. Other proposals assert
supremacy of existence over information and suggest modifications of quantum evolution
equations (e.g., abandoning unitarity) as discussed by Weinberg (2012) [9].

It is conceivable that, one day, we may find discrepancies of quantum theory with
experiments. However, evidence to date supports view that our Universe is quantum to the
core, and we have to reconcile superposition principle, unitarity and their consequences—
illustrated, e.g., by the violation of Bell’s inequality—with our perceptions. Nonlocality of
quantum states and other experimental manifestations of quantumness are here to stay.

The strategy adopted by the program discussed in this review is to start with the
core quantum postulates (o)–(iii). They have the simplicity that rivals postulates of special
relativity. Given this “let quantum be quantum” starting point we shall show how (and
to what extent) both attributes of the familiar classical world—objective existence and
information about it—emerge from the epiontic quantum substrate.

1.3. Interpreting Relative States Interpretation

The alternative to Bohr’s Copenhagen Interpretation and a new approach to the mea-
surement problem was proposed by Hugh Everett III, student of John Archibald Wheeler,
over half a century ago (Everett, 1957 [10,11]; Wheeler, 1957 [12]; DeWitt and Graham,
1973 [13]). The basic idea was to abandon the literal view of collapse and recognize that
a measurement (including the appearance of the collapse) is already implicit in Equation
(1.1). One just needs to include an observer in the wavefunction, and consistently interpret
the consequences of this step.

The obvious problem raised by (ivb)—“Why don’t I, the observer, perceive such
splitting, but register just one outcome at a time?”—is then answered by asserting that
while the right-hand side of Equation (1.1) contains all the possible outcomes, the observer
who recorded outcome #17 will (from then on) perceive “branch #17” that is consistent
with the outcome reflected in his records. In other words, when the global state of the
Universe is |Υ〉, and my state is |I17〉, for me the state of the rest of the Universe collapses
to |γ17〉 ∼ 〈I17|Υ〉. Since this is the only state I (actually, |I17〉!) am aware of, following the
correlation, I should renormalize the state vector |γ17〉 of the rest of the Universe to reflect
my certainty about my branch—this is now my only Universe1.

1 Much confusion and a heated ongoing debate has been sparked by the question of what happens to observers
|I1〉...|I16〉 and |I18〉...|I∞〉. If the quantum state of the whole Universe were classical—in the sense that we
could attribute to it real existence—there would indeed be Many Worlds, each inhabited by a different |In〉
(see, e.g., DeWitt, 1970 [14]; 1971 [15]; DeWitt and Graham, 1973 [13]; Deutsch, 1985 [16]; 1997 [17]; Saunders
et al., 2010 [18]; Wallace, 2012 [19]). However, the elusive status of states in quantum theory—they can be
confirmed (repeatability), but not found out—suggests a less radical possibility. After all, a patch in classical
phase space also represents a state. When this patch collapses into a point upon measurement, it does not
mean that there are other observers who from now on live in Universes with different outcomes, and have a
memory consistent with these outcomes. The key difference between these two attitudes is in the extent to
which a state is thought to be epistemic (as is a patch in phase space, representing ignorance of the observer)
or ontic (as is the phase space point, that can be not only confirmed, but found out by others, even when
observers are ignorant of its location beforehand). Only a classical—ontic—view of the state would make
Many Worlds view (with all the branches equally real) inevitable. Quantum theory does not impose it, so in
this sense Many Worlds Interpretation (in contrast to the Relative State view) is just “too classical” as it asserts
objective existence of a quantum state of the Universe as a whole. I have no stake in this debate, but I shall
comment on these matters in due course, after discussion of quantum Darwinism and the quantum origins of
objective existence.
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This “let quantum be quantum” view of the collapse is supported by the repeatability
postulate (iii); upon immediate re-measurement, the same state will be found. Everett’s
assertion: “The discontinuous jump into an eigenstate is thus only a relative proposition,
dependent on the mode of decomposition of the total wave function into the superposition,
and relative to a particularly chosen apparatus-coordinate value...”. is consistent with
the core quantum postulates: In the superposition of Equation (1.1) record state |A17〉 can
indeed imply detection of the corresponding state of the system, |s17〉.

Two questions immediately arise. The first one concerns the part (iva) of the collapse
postulate: What constrains the set of outcomes—the preferred states of the apparatus
or the observer. By the principle of superposition (postulate (i)) the state of the system
or of the apparatus after the measurement can be written in infinitely many ways, each
corresponding to one of the unitarily equivalent bases in the Hilbert space of the pointer of
an apparatus (or a memory cell of an observer);

∑
k

ak|sk〉|Ak〉 = ∑
k

a′k
∣∣s′k〉∣∣A′k〉 = ∑

k
a′′k
∣∣s′′k 〉∣∣A′′k 〉 = ... (1.2)

This basis ambiguity is not limited to the pointers of measuring devices or cats, which for
Schrödinger (1935) [20] play a role of the apparatus (see Figure 1). One can show that
also very large systems (such as satellites of planets) can evolve into very nonclassical
superpositions on surprisingly short timescales [21–23]. In reality, this does not seem to
happen. So, there is something that (in spite of the egalitarian superposition principle
enshrined in (i)) picks out certain preferred quantum states, and makes them effectively
classical while banishing their superpositions.

Postulate (iva) anticipates this need for preferred states—destinations for quantum
jumps: Before there is a collapse (as in (ivb)), a set of preferred states (one of which is
selected by the collapse) must be somehow chosen. Indeed, discontinuity of quantum jumps
Everett emphasizes in the quote above would be impossible without some underlying
discontinuity in the set of the possible choices. Yet, there is nothing in Everett’s writings
that would provide a criterion for such preferred outcomes states, and nothing to even hint
that he was aware of this question. We shall show how such discontinuities arise in the
framework defined by the core quantum postulates (o)–(iii).

The second question concerns probabilities: How likely it is that—after I, the observer,
measure S—I will become |I17〉? Everett was very aware of its significance.

The preferred basis problem was settled by the pointer basis that is singled out by the
environment—induced superselection (einselection), a consequence of decoherence (Zurek,
1981; 1982 [24,25]).

As emphasized by Dieter Zeh (1970) [26], apparatus, observers, and other macroscopic
objects are immersed in their environments. The problem of preferred basis was not pointed
out at that time, perhaps because this issue is never pointed out by Everett which motivated
Zeh’s paper. Indeed, it appears Everettians, (e.g. DeWitt, [14,15]) did not fully appreciate
its importance until the advent of the pointer basis.

Decoherence leads to monitoring of the system by its environment, described by
analogy with Equation (1.1). When this monitoring is focused on a specific observable of
the system, its eigenstates form a pointer basis: They entangle least with the environment
(and, therefore, are least perturbed by it). This resolves basis ambiguity. Pointer basis
and einselection [24,25] were developed and are discussed elsewhere [6,7,24,25,27–33].
However, their original derivation comes at a price that would have been unacceptable
to Everett: Theory of decoherence, as it is usually practiced, employs reduced density
matrices. Their physical significance derives from averaging (Landau, 1927 [34]; Nielsen
and Chuang, 2000 [5]; Zurek 2003 [35]) and is thus based on probabilities that follow from
Born’s rule:

(v) Probability pk of finding an outcome |sk〉 in a measurement of a quantum system that was
previously prepared in the state |ψ〉 is given by |〈sk|ψ〉|2.
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Born’s rule (1926) [1] completes standard textbook discussions of the foundations of
quantum theory. In contrast to the wavepacket collapse of axiom (iv), axiom (v) is not in
obvious contradiction with the core postulates (o)–(iii), so one can adopt the view that
Born’s rule is a part of the axiomatics of quantum theory. One can then use core postulates
(o)–(iii) plus Born’s rule to justify preferred basis and explain the symptoms of collapse
through decoherence and einselection. This is the usual practice of decoherence (Zurek,
1991 [27]; 1998 [36]; 2003 [7]; Paz and Zurek, 2001 [28]; Joos et al., 2003 [29]; Schlosshauer,
2005 [31]; 2006 [37]; 2007 [32]; 2019 [33]). It relies, however, on the statistical interpretation
of the reduced density matrices that depends on accepting Born’s rule.

Nevertheless, (as Everett argued) axiom (v) is inconsistent with the spirit of the “let
quantum be quantum” approach. Therefore, one might guess, he would not have been
satisfied with the usual approach to decoherence and its consequences. Indeed, Everett
attempted to derive Born’s rule from the other quantum postulates. We shall follow his
lead, although not his strategy which—as is now known—was flawed (DeWitt, 1971 [15];
Kent, 1990 [38]; Squires, 1990 [39]).

1.4. Preview

Our first goal is to shore up quantum foundations—to understand the emergence of
stable classical states from the quantum substrate, and to deduce the origin of the rules
governing randomness at the quantum-classical border. To this end, in the next two sections
we shall derive collapse axiom (iva) and Born’s rule (v) from the core postulates (o)–(iii).
We shall then, in Section 4, account for the “objective existence” of pointer states. This
succession of results provides a wholly quantum account of the emergence of classical
reality.

We start with a derivation of the preferred set of pointer states—(iva), the business end
of the collapse postulate. We will show that the nature of the information transfer—nature
of the coupling to the measuring device—determines this preferred set, and that any set
of orthogonal states will do. We will also see how these states are (ein)selected by the
dynamics of the process of information acquisition, thus following the spirit of Bohr’s
approach which emphasized the ability to communicate the results of measurements.
Orthogonality of outcomes implies that repeatedly measurable quantum observable must
be Hermitian. We shall then compare this approach (obtained without resorting to reduced
density matrices or any other appeals to Born’s rule) with a decoherence-based approach
to pointer states and the usual view of einselection.

Pointer states—terminal states for quantum jumps—are determined by the dynamics
of information transfer. They define the outcomes independently of the instantaneous
reduced density matrix of the system and of its initial state. Fixed outcomes define events,
and call for the derivation of probabilities. In Section 3 we also take a fresh and very
fundamental look at decoherence: It arises—along with Born’s rule—from the symmetries
of entangled quantum states.

Given Born’s rule and preferred pointer states one is still faced with a problem. Quan-
tum states are fragile. An initially ignorant observer cannot find out an unknown quantum
state without endangering its existence: Collapse postulate means that selection of what to
measure implies a set of outcomes. Therefore, only a lucky guess of an observable could let
the observer find out an unknown state without repreparing it. The criterion for pointer
states implied by postulates (o)–(iii) turns out to be equivalent to their stability under
decoherence, and still leaves one with the same difficulty: How to find out an effectively
classical but ultimately quantum pointer state and leave it intact?

The answer turns out to be surprisingly simple: Continuous monitoring of S by its
environment results in redundant records of its pointer states in E . Thus, observers can
find out the state of the system indirectly, from small fragments of the same E that caused
decoherence. Recent and still ongoing studies discussed in Section 4 show how this replica-

9



Entropy 2022, 24, 1520

tion selects the “fittest” states that can survive monitoring, and yields copious qmemes2,
their information-theoretic offspring: Quantum Darwinism favors pointer observables at
the expense of their complements. Objectivity of the preferred states is quantified by their
redundancy—by the number of copies of the state of the system deposited in E . Stability in
spite of the interaction with the environment is clearly a prerequisite for large redundancy.
Pointer states do best in this information—theoretic “survival of the fittest”.

The classical world we perceive consists predominantly of macroscopic objects. Bohr
decreed their states were classical “by fiat”, so that information about them could be
acquired without perturbing them, thus restoring classical independence of existence from
information. We recognize instead that quantum theory is universal. States of macroscopic
objects become effectively classical (as Bohr wanted), but as a consequence of decoherence
and einselection. Objects are immersed in the decohering environment consisting of
subsystems (such as photons). Superpositions of pointer states are unstable, quickly
turning into their mixtures. Thus, predictably evolving quantum states of macroscopic
objects are restricted to stable, effectively classical pointer states einselected by decoherence.
In the course of decoherence fragments of the environment that monitors them become
inscribed with the data about their pointer states.

Extanton is a composite entity with the object of interest in its core embedded in the
information-laden halo, part of the environment that monitors its pointer states. Infor-
mation about them is heralded by the fragments of the environment, and disseminated
throughout the Universe. Fragments of the halo intercepted by observers inform about
the state of its core. Extanton combines the source of information (extanton core) with the
means of its transmission (halo, often consisting of photons).

John Bell (1975 [40]; 1987 [41]) imagined “beables” (as in “to be or not to be”). In
contrast to observables, beables were supposed to be robust, much like states of macroscopic
objects in the classical domain posited by Bohr. They would exist, and (in contrast to
quantum states), their states would be immune to observation.

Extantons are quantum, but fulfill these desiderata. Environment determines pointer
states through einselection. Pointer states of extanton cores persist (hence, exist) and the
environment broadcasts information about them. That information reaches observers, re-
vealing the pointer state of the macroscopic system at the extanton core without the need for
direct measurement (hence, without disrupting the state preselected by the decoherence).

We are immersed in such extaton halos, inundated with the information about pointer
states in their cores. This is how the classical world we perceive emerges from within our
quantum Universe.

As we shall see, several steps based on interdependent insights are needed to account
for quantum jumps, for the appearance of the collapse, for preferred pointer states, for
the probabilities and Born’s rule, and, finally, for the consensus, the essence of objective
reality—for the emergence of ‘the classical’ from within a quantum Universe. It is important
to take these steps in the right order, so that each step is based only on what is already
established. This is our aim, and this order has determined the structure of this paper:
The next three sections describe three crucial steps. Nevertheless, each section can be read
separately: Preceding sections are important to provide the right setting, but are generally
not essential as a background. An overview of the resulting quantum theory of the classical
is presented and the interpretational implications are discussed in Section 5.2.

2. Quantum Jumps and Einselection from Information Flows and Predictability

This section shows how the core quantum postulates (o)–(iii) lead to the discreteness
we regard as characteristic of the quantum world. In textbooks this discreteness is intro-
duced via the collapse axiom (iva) designating the eigenstates of the measured observable
as the only possible outcomes. Here, we show that discontinuous quantum jumps between

2 This term is a quantum version of the familiar meme, that according to Wikipedia, stands for “...an image ...
that is copied (often with slight variations) and spread rapidly”.
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a restricted set of orthogonal states turn out to be a consequence of symmetry breaking that
resolves the tension between the unitarity of quantum evolutions and repeatability. We
shall also see how preferred Hermitian observables defined by the resulting orthogonal
basis are related to the familiar pointer states.

Unitary evolution of a general initial state of a system S interacting with an apparatus
A leads—as illustrated by Equation (1.1)—to an entangled state of SA. Thus, there is no
single outcome—no literal collapse—and an apparent contradiction with our immediate ex-
perience. It may seem that the measurement problem cannot be addressed unless unitarity
is somehow circumvented (e.g., along the ad hoc lines of the Copenhagen Interpretation).

We start with the same assumptions and follow similar steps, but arrive at a different
conclusion. This is because instead of demanding a single outcome we shall only require
that the result of the measurement can be confirmed (by a re-measurement), or communi-
cated (by making a copy of the record). In either case, copying some state (of the system or
of the apparatus) is essential. As “perception” and “consciousness” presumably depend
on copying and other such information processing tasks (as they undoubtedly do) then
the necessity to deal with the Universe “one branch at a time” can produce symptoms of
collapse while bypassing the need for it to be “literal”.

Amplification—the ability to make copies, qmemes of the original—is the essence of
the repeatability postulate (iii). It calls for nonlinearity (one needs to replicate the original
state, or at least its salient features) that would appear to be in conflict with the unitarity
(hence, linearity) demanded by postulate (ii).

As we shall see, copying is possible for orthogonal subsets of states of the original.
Each such subset is determined by the measurement device—by the unitary evolution
that implements copying. When, beforehand, the system is not in one of such copying
eigenstates, its state is not preserved. This shows (Zurek, 2007 [42]; 2013 [43]) why one
cannot find out an unknown quantum state. Most importantly, we reach this conclusion
(where the role of the copying device parallels function of the classical apparatus in Bohr’s
Copenhagen Interpretation) without calling on the collapse axiom (iv) or on Born’s rule,
axiom (v).

2.1. Repeatability and the Quantum Origin of Quantum Jumps

Consider a quantum system S interacting with another quantum system E (which can
be an apparatus, or—as the present notation suggests—an environment). Let us suppose
(in accord with the repeatability postulate (iii)) that there are states of S that remain
unperturbed by this operation, e.g., that this interaction implements a measurement—like
information transfer from S to E :

|sk〉|ε0〉 =⇒ |sk〉|εk〉. (2.1)

We now establish:

Theorem 1. The set of the unperturbed states {|sk〉} of the “control”—of the system S that is
being measured or decohered—must be orthogonal.

Proof. From the linearity implied by the unitarity of (ii) and Equation (2.1) we get, for an
arbitrary initial state |ψS〉 inHS (allowed by the superposition principle, postulate (i));

|ψS〉|ε0〉 =
(
∑
k

αk|sk〉
)
|ε0〉 ⇒∑

k
αk|sk〉|εk〉 = |ΨSE 〉. (2.2)

But, again by (ii), the norm must be preserved,

|∑
k

αk|sk〉|2 = |∑
k

αk|sk〉|εk〉|2,
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so that elementary algebra leads to:

Re ∑
j,k

α∗j αk〈sj|sk〉 = Re ∑
j,k

α∗j αk〈sj|sk〉〈ε j|εk〉. (2.3)

This must hold for every |ψS〉 inHS—for any set of complex {αk}. Thus, for any two states
in the set {|sk〉}:

〈sj|sk〉(1− 〈ε j|εk〉) = 0. (2.4)

This equality immediately implies that {|sk〉}must be orthogonal if they are to leave any
imprint—deposit any information—in E while remaining intact: It can be satisfied only
when 〈sj|sk〉 = δjk, unless 〈ε j|εk〉 = 1—that is, unless the information transfer has failed, as∣∣ε j
〉
= |εk〉—the states of E bear no imprint of the states of S .

Equation (2.4) establishes postulate (iva)—the orthogonality of the outcome states (i.e.,
of the “originals” of the copying eigenstates). As we have noted, (iva) is the essence, the
“business end” of the collapse axiom (iv). When the outcome states are orthogonal, any
value of 〈ε j|εk〉 is admitted, including 〈ε j|εk〉 = 0, which corresponds to a perfect record.

Note that—as long as the state, Equation (2.1) is a direct product before and after the
measurement—this conclusion holds for an arbitrary initial state of E , since Equation (2.4)
demands orthogonality whenever there is any transfer of information from S to E—that is,
whenever 〈ε j|εk〉 �= 1. It is of course possible that there are subsets of orthogonal states that
cannot be distinguished by the environment. We shall consider such degeneracy shortly.

The limitation of copying to distinguishable (orthogonal) outcome states is then a direct
consequence of the uncontroversial core postulates (o)–(iii). It can be seen as a resolution
of the tension between linearity of quantum theory (superpositions and unitarity of (i)
and (ii)) and nonlinearity of the process of proliferation of information—of amplification.
This nonlinearity is especially obvious in cloning, as cloning in effect demands “two of
the same”. The main difference is that in cloning copies must be perfect. Therefore, scalar
products must be the same, ς j,k = 〈ε j|εk〉 = 〈sj|sk〉. Consequently, in cloning we have
a special case of Equation (2.4): ς j,k(1− ς j,k) = 0. Clearly, there are only two possible
solutions; ς j,k = 0 (which implies orthogonality), or the trivial ς j,k = 1.

Indeed, we can deduce orthogonality of states that remain unperturbed while leaving
small but distinct imprints in E directly from the no-cloning theorem [44–46]) that limits
copying allowing it for orthogonal sets of states (thus precluding use of entangled quan-
tum states for superluminal communication): As the states of S remain unperturbed by
assumption, arbitrarily many imperfect copies can be made. However, each extra imperfect
copy brings the collective state of all copies correlated with, say,

∣∣sj
〉
, closer to orthogonality

with the collective state of all of the copies correlated with any other state |sk〉. There-
fore, one could distinguish

∣∣sj
〉

from |sk〉 by a measurement on a collection of sufficiently
many copies, and use that information to produce their “clones”. As a consequence, also
imperfect copying (any value of 〈ε j|εk〉 except 1) that preserves the “original” is prohibited.

We now have a useful definition of an event. Wheeler [47]—following Bohr—insisted
that “No phenomenon is a phenomenon until it is a measured (recorded) phenomenon”.
Our contribution is to supply—using information transfer and the dynamics of copying—
an operational definition of a “recorded phenomenon”. We have just demonstrated that
the ability to record events repeatedly associates them with a set of orthogonal states. This
in turn implies discreteness, and the inevitability of jolts, quantum jumps that force the
system to choose one of the items on the discrete menu of final (outcome) states.

Events that get recorded repeatedly precipitate quantum jumps. They emerge—as a
consequence of the discreteness we have just deduced—from within the quantum mea-
surement setting (as discussed, e.g., by von Neumann, 1932 [4]) where both the state of
the measured system and of the apparatus are initially pure, and the final state (while
entangled) is also pure. The defining characteristic of an event is a transition from before
the measurement (from the old state of the system that was known, but it was not known
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what will happen when the new measurement is made) to when the outcome of the new
measurement can be confirmed by repeated re-measurements.

Appearance of events in a pure state case prompts the question about their proba-
bilities. If we were to proceed logically we would suspend discussion of how the core
postulates (o)–(iii) imply the essence of axiom (iv), derive Born’s rule, and only then come
back and consider how quantum jumps—the essence of the collapse—emerge in the mixed
state case using the relation between pure states and reduced density matrices, the usual
tools of decoherence. This course of argument would require a detour before we can come
back and complete the discussion that we have already started.

We shall avoid this, but we shall also avoid using probabilities and Born’s rule, as in
[35,48]. Some readers may nevertheless prefer to take that detour on their own, “jump”
to Section 3, and return to the discussion below after they are convinced that Born’s rule
emerges from the symmetries of entanglement in the pure state case. While the reasoning
below does not depend on probabilities computed using pk = |ψk|2, it employs ideas (such
as purification) and mathematical tools (such as trace) that are suggested by decoherence
and useful in the “Church of Larger Hilbert Space” approach to mixtures.

We also note that our tasks differ depending on whether mixed states of the control
or mixed states of the target (see Figure 1) are the focus of attention. We start below with
the simpler case—a target (e.g., an environment) that is in the mixed state. In that case
generalization from pure states to mixtures is relatively straightforward, as the challenge is
primarily technical [42,49].

Generalization of our discussion to the case when the control—the source of information—
is allowed to be in a mixed state must take into account an additional complication: The state
of control can change, and yet result in the same copy—a quantum meme or a qmeme—of the
essential information. This degeneracy is important in considering readout of information
from a macroscopic apparatus pointer or any other macroscopic device that is supposed to
keep reliable records [43]. Obviously, the detailed microscopic state of such a device is of little
consequence—the information of interest is what gets copied. It resides in the corresponding
(likely macroscopic) degrees of freedom (e.g., of an apparatus pointer). Many microscopic
states may (and usually will) represent the same information. Therefore, degeneracy—the
fact that many microstates represent the same record and will result in the same copy of that
record—must be considered along with the possibility of mixed states of the control. We shall
return to this case of mixed and degenerate control later in this section.

2.2. Mixed States of the “Target”

Equations (2.1)–(2.4) are based on idealizations that include purity of the initial state of
E . Regardless of whether E designates an environment or an apparatus, this is unlikely to be
a good assumption. However, this assumption is also easily bypassed: An unknown state
of E can be represented as a pure state of an enlarged system. This is the purification (aka
“Church of Larger Hilbert Space”) strategy: Instead of a density matrix ρE = ∑i pi|εi〉〈εi| of
a mixed state one can deal with a pure entangled state of E and E′ defined inHE ⊗HE′ :∣∣εε′

〉
= ∑

i

√
pi|εi〉

∣∣ε′i〉, (2.5a)

so that;
ρE = ∑

i
pi|εi〉〈εi| = TrE′ |εε′〉〈εε′| . (2.5b)

Therefore, when the initial state of E is mixed, there is always a pure state in an enlarged
Hilbert space. Instead of (2.1) we can then write |sk〉|ε0ε′〉 ⇒ |sk〉|εkε′〉 in obvious notation,
and all of the steps that lead to Equations (2.3)–(2.4) can be repeated, so that:

〈sj|sk〉(1− 〈ε jε
′|εkε′〉) = 0 (2.6)

and forcing one to the same conclusions as Equation (2.4).
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Purification relates pure states and density matrices by treating ρE = ∑i pi|εi〉〈εi| as
a result of a trace. The connection of ρE with |εε′〉 = ∑i

√
pi|εi〉

∣∣ε′i〉 does involve tracing.
However, there is no need to regard weights pi as probabilities. They are just coefficients
that relate a state of the whole |εε′〉 and of its part ρE by a mathematical operation—a trace.
Thus, ρE is a mathematical object that represents a reduction of a pure state that exists
in the larger Hilbert space, but does not yet—in absence of Born’s rule—merit statistical
interpretation.

Indeed, there is no need to even mention ρE . All of the above discussion can be carried
out right from the start with a pure state in a larger Hilbert space. It suffices to assume only
that some such pure state in the enlarged Hilbert space exists and that lack of purity of E
is a result of its entanglement with the rest of the Universe. This does not rely on Born’s
rule, but it does assert that ignorance that is reflected in a mixed local state (here, of E ) can
be regarded as a consequence of entanglement. This assertion is established in the next
section, so—as we have already noted—readers can break the order of the presentation,
consult the derivation of Born’s rule in the next section, and return here afterwards.

There is also an alternative way to proceed that leads to the same conclusions but does
not require purification. Instead, we assume at the outset that we can represent states as
density matrices. Unitary evolution preserves scalar products, i.e., Hilbert-Schmidt norm
of density operators defined by Trρρ′. Therefore, one is led to:

Tr|sj〉〈sj|ρE |sk〉〈sk|ρE = Tr|sj〉〈sj|ρE|j|sk〉〈sk|ρE|k,

where ρE|j and ρE|k are mixed states of E affected by the two states of S that are unperturbed
by copying. This in turn yields;

|〈sj|sk〉|2(Trρ2
E − TrρE|jρE|k) = 0, (2.7)

which can be satisfied only in the same two cases as before: Either 〈sj|sk〉 = 0, or Trρ2
E =

TrρE|jρE|k which implies (by Schwarz inequality) that ρE|j = ρE|k (i.e., there can be no record
of nonorthogonal states of S).

This conclusion can be reached even more directly: Obviously, ρE|j and ρE|k have the
same eigenvalues pm as ρE = ∑m pm|εm〉〈εm| from which they have unitarily evolved.
Consequently, they could differ from each other only in their eigenstates that could
contain record of the state of S , e.g.,: ρE|k = ∑m pm|εm|k〉〈εm|k|. However, TrρE|jρE|k =

∑m pm
2|〈εm|j|εm|k〉|2, coincides with TrρE 2 iff |〈εm|j|εm|k〉|2 = 1 whenever pm �= 0. It fol-

lows that ρE|j = ρE|k. Therefore, unless 〈sj|sk〉 = 0, states
∣∣sj
〉

and |sk〉 cannot leave any
imprint that distinguishes them—cannot deposit any record—in E .

In other words, in case of mixed target we can establish our key result using only
pure states in an enlarged Hilbert space (purification), or only density matrices. The only
reason one might want to invoke Born’s rule is to provide a physically (rather than only
mathematically) motivated bridge between these two representations of “impure” states
of E . Such a bridge is obviously useful, but it is not essential in arriving at the desired
conclusions we reach in this section.

The economy of our assumptions stands in stark contrast with the uncompromising
nature of our conclusions: Predictability—the demand that information transfer preserves
the state of the system (embodied in postulate (iii))—was, along with the superposition
principle (i) and unitarity of quantum evolutions (ii)—key to our derivation of the dis-
creteness of states that can be repeatedly accessed. Discrete terminal states are behind the
inevitability of quantum jumps.

We shall see in Section 4 that existence of stable terminal points allows for amplification
and for the resulting preponderance of records about the states in which the system
persist—in spite of the coupling to the environment—for long time periods. These sojourns
of predictable evolution can be occasionally interrupted by a jump into another stable
terminal state caused by perturbations that do not commute with the pointer observables
monitored by the environment.
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2.3. Predictability Killed the (Schrödinger’s) Cat

There are several ways to describe our conclusions so far. To restate the obvious, we
have established that repeatedly accessible outcome states must be orthogonal. This is the
interpretation—independent part of axiom (iv)—all of it except for the literal collapse. The
core quantum postulates alone make it impossible to find out preexisting quantum states.

This is enough for the relative state account of quantum jumps—collapse axiom (iv) is
not necessary for that. So, a cat suspended between life and death [20] cannot be seen in
the records it leaves in the monitoring environment. Repeated records of only one of these
two options will be available because only the two stable states (unperturbed by copying)
allow for repeatability (postulate (iii))—for predictability (hence the above title).

Another way of stating our conclusion is to note that a set of orthogonal states defines
a Hermitian operator when supplemented with real eigenvalues. The above discussion is
then a derivation of the Hermitian nature of observables. It justifies the focus on Hermitian
operators often invoked in textbook version of measurement axioms [3].

We note that “strict repeatability” (that is, assertion that states {|sk〉} cannot change
at all in the course of a measurement) is not needed: They can evolve providing that their
scalar products remain unaffected. That is,

∑
j,k

α∗j αk〈sj|sk〉 = ∑
j,k

α∗j αk〈s̃j|s̃k〉〈ε j|εk〉 (2.8)

leads to the same conclusions as Equation (2.2) as long as 〈sj|sk〉 = 〈s̃j|s̃k〉. Thus, when∣∣s̃j
〉

and |s̃k〉 are related with their progenitors by a transformation that preserves scalar
product (as would, e.g., any reversible evolution) the proof of orthogonality goes through
unimpeded. Both unitary and antiunitary transformations are in this class. Other similar
generalizations are also possible [50,51].

We can also consider situations when this is not the case—〈sj|sk〉 �= 〈s̃j|s̃k〉. An extreme
example of this arises when the state of the measured system retains no memory of what
it was before (e.g.,

∣∣sj
〉
⇒ |0〉, |sk〉 ⇒ |0〉). For example, photons are usually absorbed by

detectors, and coherent states (that are not orthogonal) play the role of the outcomes. Then
the apparatus can (and, indeed, by unitarity, has to) “inherit” the distinguishability—the
information—previously residing in the system. In that case the need for orthogonality of∣∣sj
〉

and |sk〉 disappears. Of course such measurements do not fulfill postulate (iii)—they
are not repeatable.

We emphasize that Born’s rule was not used above. The values of the scalar product
that played a role in the proofs are 〈sj|sk〉 = 0 or 〈sj|sk〉 = 1, and the key distinction was
between the zero and non-zero value of 〈sj|sk〉. Both “0” and “1” correspond to certainty.
For instance, when we have asserted immediately below Equation (2.4) that 〈ε j|εk〉 = 1,
this implies that these two states of E are certainly identical. We have therefore derived
probability for a very special case already. We shall relying on this special case—certainty—
in the derivation of probabilities in Section 3.

2.4. Records and Branches: Degenerate “Control”

Our discussion so far is based on one key assumption—repeatability of measurement
outcomes—which we have usually simplified to mean “nondemolition measurements”,
i.e., repeatable accessibility of the same “original” state of the measured system. However,
as we have already noted, for microscopic systems this is at best an exception. On the other
hand, repeatability is essential for an apparatus A, at the level of measurement records.
Pointer of an apparatus can be read out many times, and everyone should agree on where
does it point—on what is the record. Indeed, this repeatable accessibility is a property
of not just apparatus pointers, but a defining property of states that comprise “objective
classical reality”. So, while the repeatability postulate (iii) at the level of quantum systems is
an idealization of a theorist (e.g., Dirac, [3]), persistence of records stored in A as well as of
effectively classical states of macroscopic quantum systems we encounter in our everyday
experience is an essential fact of life and, therefore, a key desideratum of a successful theory
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of objective classical reality. Here, we extend our discussion of repeatability to account for
it using our core quantum postulates.

We start by noting that one is almost never interested in the state of the apparatus
as a whole: Finding out pure states of an object with Avogadro’s number of atoms (and,
hence, with Hilbert space dimension of the order of 101023

) is impractical and unnecessary.
Obviously, there are many microstates of the apparatus that correspond to the same memory
state and yield the same readout. We have to modify our above “nondemolition” approach
to allow for perturbations of the microscopic states and to account for this degeneracy.
Once we have done this, we shall also find it easier to deal with mixed states of A that, for
any macroscopic system, are certainly typical.

Consider two pure states |v1〉 and |v2〉 that represent the same record “v”. We take
this to mean that observers or other memory devicesM, M′, ... will register the same state
after interacting with A in either |v1〉 or |v2〉:

|v1〉|μ〉
∣∣μ′〉...⇒ |ṽ1〉|μv〉

∣∣μ′〉...⇒ | ˜̃v1〉|μv〉
∣∣μ′v〉,

|v2〉|μ〉
∣∣μ′〉...⇒ |ṽ2〉|μv〉

∣∣μ′〉...⇒ | ˜̃v2〉|μv〉
∣∣μ′v〉. (2.9v)

Note that evolution of the “original” is allowed (e.g., |v1〉 ⇒ |ṽ1〉 ⇒ | ˜̃v1〉). as long as it does
not affect the repeatability of what is read out byM, M′, ....

It is straightforward to see that any superposition or any mixed state of |v1〉 and |v2〉
will also register the same way—as |μv〉—in the memoryM. Registration of a different
outcome—different readout w—by memoryM can be represented as:

|w1〉|μ〉
∣∣μ′〉...⇒ |w̃1〉|μw〉

∣∣μ′〉...⇒ | ˜̃w1〉|μw〉
∣∣μ′w〉,

|w2〉|μ〉
∣∣μ′〉...⇒ |w̃2〉|μw〉

∣∣μ′〉...⇒ | ˜̃w2〉|μw〉
∣∣μ′w〉. (2.9w)

Again, there are many microstates—|w1〉, |w2〉, etc.—that yield the same readout |μw〉.
The above account offers a model of what happens when an apparatus A is consulted

by many observers that can be represented by distinctM’s. They can perturb the microstate
but leave the record intact.

We can now repeat the pure state reasoning from above, assuming that the “control”—
which was before the measured system, and may now be the apparatus A—is in a pure
state. We are led to an analogue of Equation (2.4) that can be satisfied in two different
ways: Either the memory devices register the same readout regardless of the underlying
microscopic state of the system, as in:

∀k,l 〈vk|vl〉 = 〈ṽk|ṽl〉〈μv|μv〉, (2.10)

(so that 〈μv|μv〉 = 1, in which case scalar products between the underlying states of A can
take any value), or the readouts can differ,

∀k,l 〈vk|wl〉 = 〈ṽk|w̃l〉〈μv|μw〉, (2.11)

and 〈vk|wl〉 have to be orthogonal when they lead to distinct records inM, M′, ....
The relation between the states of the control defined by the readout—by the imprints

they leave on the state on the “target”M—is reflexive, symmetric and transitive. Hence, it
defines equivalence classes: States that leave imprint “v” form a class V distinct from states
inW that imprint “w”. Record states in V (W , etc.) should retain class membership under
the evolutions generated by readouts (otherwise they cannot be repeatedly consulted and
keep the record). It is natural to represent such equivalence classes of states with orthogonal
subspaces in the Hilbert spaceHA. It is also possible to define probabilities as measures on
such equivalence classes and regard them as (macroscopic or coarse-grained) “events” (see
e.g., Gnedenko, 1968, [52]).
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Generalization to when the apparatus is in a mixed state can be carried out using
purification strategy as before (this time purifying the “control”A) or by using preservation
of the Hilbert-Schmidt product. Thus, unitary evolutions;

ρAV |μ〉〈μ| =⇒ ρ̃AV |μv〉〈μv|, (2.12v)

ρAW|μ〉〈μ| =⇒ ρ̃AW|μw〉〈μw|, (2.12w)

where ρAV (ρAW , etc.) is any density matrix with support restricted to only V (W , etc.) imply
equality:

TrρAV ρAW|〈μ|μ〉|2 = Trρ̃AV ρ̃AW|〈μv|μw〉|2. (2.13)

This is an analogue of the derivation of Equations (2.4)–(2.7) when the mixed state of the
control is represented by a density matrix. As before, we conclude that TrρAV ρAW = 0 unless
|〈μv|μw〉|2 = 1.

In contrast to Equation (2.6) (where “control” S was pure, but the state of the “target”
E was mixed) now the target is the memory M, and its state starts and remains pure.
This shifting of “mixedness” from the target (as in Equation (2.7)) to the control may seem
somewhat arbitrary, but—in the present setting—it is well justified. The motivation before
was the process of decoherence or measurement, and the focus of attention was the system
S . Now, the motivation is the readout of the state of the apparatus pointer by observers
(but information flow in decoherence and in quantum Darwinism we discuss in Section 4
can be treated in the same manner).

2.4.1. Repeatability and Actionable Information

Previously we have modeled the acquisition of information about a system by a
(possibly macroscopic) apparatus or by the environment in the course of decoherence. In
either case “target” could be expected to be in a mixed state but the “control” was pure.
Now we are dealing with an apparatus acting as a macroscopic control. Its microscopic
state is in general mixed, and can be influenced by the readout, but we still expect it to retain
the record (e.g., of a measurement outcome). This is possible because of degeneracy—many
microscopic states represent the same record.3

This record should be repeatedly accessible and unambiguous. Before, in the discus-
sion following Equations (2.1)–(2.4), repeatability was assured by insisting that the state
of the system—of the control—should remain unchanged during the readout. Now, we
can no longer count on the preservation of the state of the original to establish repeatability.
Instead, we demand—as a criterion for repeatable accessibility—that; (i) the copies should
contain the same information, and; (ii) that information should suffice to distinguish record
V fromW .

Above, we have seen how this demand can be implemented when the states of the
memoriesM,M′, etc. are pure. Relaxing the assumption of pure memory states is possible.
One can also allow for decoherence caused by the environment E . Thus, consider sequence
of copying operations that, along with decoherence, lead to:

ρAV ρM0 ρM
′

0 ...ρE0 =⇒ ρAMM
′ ...E

V , (2.14v)

ρAWρM0 ρM
′

0 ...ρE0 =⇒ ρAMM
′ ...E

W . (2.14w)

Note that we allow the apparatus A that contains the original record, various memories,
as well as E to remain correlated. Such a general final state suggests an obvious question:
How can we test whether, say, memoryM has indeed acquired a copy of the record in A
that offers (at least partial) distinguishability of V fromW?

To address this question we propose an operational criterion: The information con-
tained in each of the memories should be actionable—it should allow one to alter the state

3 Schrödinger cat comes to mind, with many microscopic states consistent with “alive” or “dead” .
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of a test system T . Thus, copy in M will be certified as “actionable” when there is a
conditional unitary transformation U(T |M) that alters the state of the test system so that:

ρAMM
′ ...E

V ⊗ ρT0
U(T |M)
=⇒ ρ̃AMM

′ ...E
V ⊗ ρTV , (2.15v)

ρAMM
′ ...E

W ⊗ ρT0
U(T |M)
=⇒ ρ̃AMM

′ ...E
W ⊗ ρTW . (2.15w)

The test of actionability will be successful—the information inMwill be declared actionable—
when there exists an initial state ρT0 of the test system such that:

Tr(ρT0 )2 > TrρTV ρTW . (2.16a)

Preservation of Schmidt–Hilbert norm under unitary evolutions implies that—unless
ρAMM

′ ...E
V and ρAMM

′ ...E
W are orthogonal to begin with—the overlap between the two

“branches” should increase to compensate for the decrease of overlap in the test system
states, Equation (2.16a), so that;

TrρAMM
′ ...E

V ρAMM
′ ...E

W < Trρ̃AMM
′ ...E

V ρ̃AMM
′ ...E

W . (2.16b)

Moreover, as we have assumed that inM,M′...M(k)... there are many copies of the original
record in A, this test of actionability can be repeated. However, the overlap of the density
matrices of AMM′...E on the RHS above cannot increase indefinitely as a result of such
multiple iterations of actionability tests, as it is bounded from above by unity. Consequently,
we conclude via this reductio ad absurdum reasoning that the ability to make multiple copies
implies TrρAMM

′ ...E
V ρAMM

′ ...E
W = 0. Therefore,

TrρAV ρAW = 0 (2.17)

is needed to allow for repeatable copying of the original record (or, more generally, the
features distinguishing V fromW of the original macroscopic state) in A.

We have assumed above that there is no preexisting correlation between the test
system and the rest, AMM′...M(k)...E . We could have actually assumed a pure state of T :
When there is a U(T |M) that alters a mixed state of T , there will certainly be a pure state
of T that can be altered.

We also note that (as before) the whole argument can be recast in the language of the
“Church of Larger Hilbert Space” [43]. That is, one can carry it out without any appeals to
Born’s rule. There is an interesting subtlety in such treatments: The actionable information
we have tested for above is local—it resides in a specificM(k). This need not be always
the case: Actionable information may be nonlocal—it may reside in correlations between
systems. Such an example is discussed in [43]. The locus of actionable information is
assured by the selection of the conditional evolution operator U(T |M(k)) that—above—
couples only specificM(k) to T .

We conclude that only orthogonal projectors (above, of A) can act as “originals” for
unlimited numbers of copies. Of course, many of the outcome states of quantum system S
inferred from the measurement records in A are not orthogonal. Measurements that result
in such outcomes are not repeatable: State of S is perturbed, but its record inA is repeatedly
accessible, so there is no contradiction. Repeatability of the records is therefore possible
even when the recorded states of S at the roots of the corresponding branches are not
orthogonal. Positive operator valued measures (POVM’s, that is generalized measurements
with outcomes that do not represent orthogonal states of the measured system, see [5])
arise naturally in this setting [43].

The reasoning behind the conclusions of this subsection parallels the pure states
case, Equations (2.1)–(2.4), but the mathematics and, above all, the physical motivation,
differ. Before we were dealing with the abstract postulate of repeatability that is found in
Dirac [3] and other textbooks, but this idealized version is almost never implemented in
the laboratory practice in measurements of microscopic quantum systems. In spite of its
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idealizations, the abstract Dirac version of repeatability of measurements should not be
dismissed too easily: Being able to confirm that a state is what it is known to be is essential
to justify the very idea of a state in general, and of a quantum state in particular. The role
of the state is, after all, to enable predictions, and the simplest prediction (captured by
repeatability, no matter how difficult nondemolition measurements are to implement in
practice) is that existence of a state can be confirmed. Indeed, this is how quantum states
can give rise to “existence” we have become accustomed to in our quantum Universe.

In a classical Universe repeatability is taken for granted, as an unknown classical state
can be found out without endangering its existence. Repeatability in a quantum setting
allows one to use fragile quantum states as building blocks of classical reality, as we shall
see in more detail in Section 4.

In practice predictability and even repeatability are encountered not in the measured
microscopic quantum system S but, rather, in the memory of the measuring apparatus A,
and, indeed, in the states of macroscopic systems. Apparatus pointer can be, after all, re-
peatedly consulted, as can be any effectively classical state. Moreover, our perception of the
collapse arises not from the direct evidence of the behavior of some microscopic quantum
S , but, rather, from the records of its state inscribed in the memory of a macroscopic (albeit
still quantum) A.

We have seen that the same condition of repeatability that led to orthogonality (and,
hence, discreteness) in the set of possible outcomes in the pure case of S enforces or-
thogonality of the subspaces of A (even when the microscopic state of A is allowed to
change). Thus, while Equations (2.1)–(2.4) account for quantum jumps in the idealized
case of quantum postulates (Dirac, 1958) [3], this subsection shows that discrete quantum
jumps can occur as a result of orthogonality of the whole subspaces of the Hilbert space
HA corresponding to repeatedly accessible records—to macroscopic pointer subspaces of
the measuring device.

2.5. Pointer Basis, Information Transfer, and Decoherence

We are now equipped with a set of measurement outcomes or, to put it in a way
that ties in with the study of probabilities we shall embark on in Section 3, with a set of
possible events. Our derivation above did not appeal to decoherence, but decoherence yields
einselection (which is, after all, due to the information transfer to the environment). We
will now see that einselection based on repeatability and einselection based on decoherence
are in effect two views of the same phenomenon.

Popular accounts of decoherence and its role in the emergence of ‘the classical’ often
start from the observation that when a quantum system S interacts with some environment
E “phase relations in S are lost”. This is, at best, incomplete if not misleading, as it begs
the more fundamental question: “Phases between what?”. This in turn leads directly to the
main issue addressed by einselection: “What is the preferred basis?”. This key question is
often muddled in the “folklore” accounts of decoherence.

The crux of the matter—the reason why interaction with the environment can impose
classicality—is precisely the emergence of the preferred states. The basic criterion that
selects preferred pointer states was discovered when the analogy between the role of the
environment in decoherence and the role of the apparatus in a nondemolition measurement
was recognized: What matters is that there are interactions that transfer information and
yet leave some states of the system unaffected [24].

The criterion for selecting such preferred states is persistence of correlation between
two systems (e.g., system S and apparatus A). For the preferred pointer states this correla-
tion should persist in spite of immersion of A in the environment. It is obvious that states
(of, e.g., A) that are best at retaining correlations (with, e.g., S) also retain identity—i.e.,
correlation with me, the observer—and resist entanglement with the environment.

Our discussion above confirms that the simple idea of preserving a state while transfer-
ring the information about it—also the central idea of einselection—is powerful, and can be
analyzed using minimal purely quantum ingredients—core postulates (o)–(iii). It leads to
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breaking of the unitary symmetry and singles out preferred states of the apparatus pointer
(supplied in textbooks by axiom (iv)) without any need to invoke physical (statistical) view
of the reduced density matrices (which is central to the decoherence approach to collapse).

This is important, as partial trace (understood as an averaging procedure) and reduced
density matrices (understood as probability distributions) employed in decoherence theory
rely on Born’s rule (which endows them with physical significance). Our goal in the next
section will be to arrive at Born’s rule, axiom (v)—to relate state vectors and probabilities.
Obtaining preferred basis and deducing events without invoking density matrices and
trace—without relying on Born’s rule—is essential if we are to avoid circularity in its
derivation.

To compare derivation of the preferred states in decoherence with their emergence
from symmetry breaking imposed by axioms (o)–(iii) we return to Equation (2.2). We also
temporarily suspend prohibition on the use of partial trace to compute reduced density
matrix of the system:

ρS = ∑
j,k

αjα
∗
k 〈εk|ε j〉

∣∣sj
〉
〈sk| = TrE |ΨES 〉〈ΨES |. (2.18)

Above we have expressed ρS in the pointer basis defined by its resilience in spite of the
monitoring by E and not in the Schmidt basis. Therefore, until decoherence in that basis is
complete, and the environment acquires perfect records of pointer states;

〈ε j|εk〉 = δjk, (2.19)

the eigenstates of ρS do not coincide with the pointer states selected for their resilience in
spite of the immersion in E .

Resilience—quantified by the ability to retain correlations in spite of the environment,
and, hence, by persistence, as in Equations (2.4) and (2.7)—is the essence of the original
definition of pointer states and einselection [24,25]. Such pointer states will be in general
different from the instantaneous Schmidt states of S—the eigenstates of ρS . They will
coincide with the Schmidt states of

|ΨES 〉 = ∑
k

ak|sk〉|εk〉 (2.20)

only when {|εk〉}—their records in E—become orthogonal. We did not need orthogonality
of {|εk〉} to prove orthogonality of pointer states earlier in this section. It will be, however,
useful in the next section, as it assures additivity of probabilities of the pointer states.

For pure states this discussion of additivity can be carried out in a setting that is
explicitly free of any reference to density matrices or trace, and relies only on correlations
(Zurek, 2005) [48]. Born’s rule would be needed to establish the connection between them
and to endow reduced density matrix with physical (statistical) interpretation, but—as we
have seen—orthogonality of outcomes central for the definition of events can be established
without Born’s rule.

So, a piece of decoherence “folklore”—responsible for statements such as “decoherence
causes reduced density matrix to be diagonal”—is at best imprecise, and often incorrect.
The error is mathematical and obvious: ρS is Hermitian, so it is always diagonalized by the
Schmidt states of S . In addition, what we want in pointer states is preservation of their
identity.

Still, “folklore” often assigns classicality to the eigenstates of ρS , and that would make
them candidate to the status of events. This was even occasionally endorsed by some of
the practitioners of decoherence (Zeh, 1990; [53]; 2007 [54]; Albrecht, 1992 [55], but see
Albrecht et al., 2021 [56,57]) and taken for granted by others (see, e.g., [58]). However, by
and large it is no longer regarded as viable [31,32,36]: The eigenstates of ρS are not stable.
They depend on the time and on the initial state of S , which disqualifies them as events
in the sense needed to develop probability theory, and do not fit the bill as “elements of
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classical reality”. There are also situations where the eigenstates of ρS can be (in contrast
to pointer states that are local whenever the coupling with the environment is local) very
nonlocal [59–61].

Nonlocality of pointer states need not necessarily be a problem. The role of deco-
herence is to predict what happens—what states are “pointer” given the physical context
(including Hamiltonians, the nature of the environment, etc.). Thus, testing it in situations
when its predictions clash with our classical intuition is of interest (see, e.g., Poyatos, Cirac,
and Zoller, 1996 [62]) . The problem with the eigenstates of ρS is—primarily—their de-
pendence on the initial state of the system. This is eliminated by the predictability sieve
([6,28,63]) and the repeatability-based approach (see also Refs. [42,43,49]).

As is often the case with folk wisdom, a grain of truth is nevertheless reflected in such
oversimplified “proverbs”: When the environment acquires perfect knowledge of the states
it monitors without perturbing them, and 〈ε j|εk〉 = δjk, pointer states “become Schmidt”,
and end up on the diagonal of ρS . Effective decoherence favors such alignment of Schmidt
states with the pointer states. Given that decoherence is—at least in the macroscopic
domain—very fast, this can happen essentially instantaneously.

Still, this coincidence should not be used to attempt a redefinition of pointer states as
instantaneous eigenstates of ρS—instantaneous Schmidt states. As we have already seen,
and as will become even clearer in the rest of this paper, it is essential to distinguish the
process that fixes preferred pointer states (that is, dynamics of the information transfer
that results in the measurement as well as decoherence, but does not depend on the initial
state of the system) from the reasoning that assigns probabilities to these outcomes. These
probabilities are determined by the initial state.

2.6. Irreversibility of Perceived Events, or “Don’t Blame the 2nd Law—Wavepacket Collapse Is
Your Own Fault!”

Irreversibility has been blamed for the collapse of the wavepacket since at least von
Neumann (1932) [4]. The causes of irreversibility invoked in this context have typically
classical analogues that go back to Boltzmann and the loss of information implicated in the
Second Law (Zeh, 2007) [54].

Discrete quantum jumps occur as a consequence of the collapse. They are uniquely
quantum, and a central conundrum of quantum physics. They reset the evolution relevant
for the future of the observer putting it onto a course consistent with the measurement
outcome (and prima facie at odds with the unitarity of quantum evolutions).

We have just seen how the discreteness of quantum jumps follows from the quantum
core postulates. We now point out that—in addition to the “usual suspects” traditionally
blamed for irreversibility—there is a uniquely quantum reason why events associated with
quantum jumps are fundamentally irreversible. It is distinct from the information loss
associated with the dynamics that is responsible for the Second Law.

This uniquely quantum source of irreversibility is a result of the information gain
(rather than its loss). It is noteworthy that quantum physics provides a uniquely quantum
key that solves the distinctly quantum conundrum of the wavepacket collapse.

We shall see below that information about the measurement outcome does not preclude
reversal of the classical measurement, but makes it impossible to undo evolution that leads
to a quantum measurement whenever a superposition of the potential outcomes—hence,
the wavepacket collapse—is involved.

2.6.1. Classical Measurement Can Be Reversed Even when Record of the Outcome is Kept

Let us first examine a measurement carried out by a classical agent/apparatus A on
a classical system S. The state s of S (e.g., location of S in phase space) is measured by a
classical A that starts in the “ready to measure” state A0:

sA0
ESA=⇒ sAs. (2.21a)
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The question we address is whether the combined state of SA can be restored to the pre-
measurement sA0 even after the information about the outcome is retained somewhere—
e.g., in the memory device D.

The dynamics ESA responsible for the measurement is assumed to be reversible and,
in Equation (2.21a), it is classical. Therefore, classical measurement can be undone simply
by implementing E−1

SA. An example of E−1
SA is (Loschmidt inspired) instantaneous reversal

of velocities.
Our main point is that the reversal;

sAs
E−1

SA=⇒sA0. (2.21a′)

can be accomplished even after the measurement outcome is copied onto the memory
device D;

sAsD0
EAD=⇒ sAsDs, (2.22a)

so that the pre-measurement state of S is recorded elsewhere (here, in D). Above, EAD
plays the same role as ESA in Equation (2.21a). That is, the states of S and A separately, or
the combined state SA will not reveal any evidence of irreversibility. After the reversal;

sAsDs
E−1

SA=⇒ sA0Ds, (2.23a)

the state of SA is identical to the pre-measurement state, even though the recording device
still has the copy of the outcome. Starting with a partly known state of the system does not
change this conclusion [23].

2.6.2. Quantum Measurement Can’t Be Reversed when the Record of the Outcome is Kept

Consider now a measurement of a quantum system S by a quantum A:

(
∑

s
αs|s〉

)
|A0〉

USA=⇒ ∑
s

αs|s〉|As〉. (2.21b)

The evolution operator USA is unitary (for example, USA = ∑s,k |s〉〈s||Ak+s〉〈Ak| with or-
thogonal {|s〉}, {|Ak〉}would do the job). Therefore, evolution that leads to a measurement
is in principle reversible. Reversal implemented by U†

SA will restore the pre-measurement
state of SA:

∑
s

αs|s〉|As〉
U†
SA=⇒
(
∑

s
αs|s〉

)
|A0〉. (2.21b′)

Let us, however, assume that the measurement outcome is copied before the reversal is
attempted: (

∑
s

αs|s〉|As〉
)
|D0〉

UAD=⇒∑
s

αs|s〉|As〉|Ds〉. (2.22b)

Here UAD plays the same role and can have the same structure as USA.
Note that unitary evolutions above implement repeatable measurement/copying on

the states {|s〉}, {|As〉} of the system and of the apparatus, respectively. That is, these states
of S and A remain untouched by the measurement and copying processes. As we have
seen, such repeatability implies that the outcome states {|s〉} as well as the record states
{|As〉} are orthogonal.

When the information about the outcome is copied, the pre-measurement state(
∑s αs|s〉

)
|A0〉 of SA pair cannot be restored by U†

SA. That is:

U†
SA
(
∑

s
αs|s〉|As〉|Ds〉

)
= |A0〉

(
∑

s
αs|s〉|Ds〉

)
. (2.23b)
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The apparatus is restored to the pre-measurement |A0〉, but the system remains entangled
with the memory device. On its own, its state is represented by the mixture:

	S = ∑
s

wss|s〉〈s|,

where wss = |αs|2. Reversing quantum measurement of a state that corresponds to a
superposition of the potential outcomes is possible only providing the memory of the
outcome is no longer preserved anywhere else in the Universe. Moreover, that means that
the information transfer has to be “undone”—scrambling the record makes it inaccessible,
but does not get rid of the evidence of the outcome.

We have now demonstrated the difference between the ability to reverse quantum and
classical measurement. Information flows do not matter for classical, Newtonian dynamics.
However, when information about a quantum measurement outcome is communicated—
copied and retained by any other system—the evolution that led to that measurement
cannot be reversed.

Quantum irreversibility can result from the information gain rather than just its loss—
rather than just an increase of the (von Neumann) entropy. Recording of the outcome of
the measurement resets, in effect, initial conditions within the observer’s (branch of) the
Universe, resulting in an irreversible, uniquely quantum “wavepacket collapse”. Thus,
from the point of view of the measurer, information retention about an outcome of a
quantum measurement implies irreversibility. Quantum states are epiontic.

2.7. Summary: Events, Irreversibility, and Perceptions

What the observer knows is inseparable from what the observer is: the physical state
of the agent’s memory represents the information about the Universe. The reliability of this
information depends on the stability of its correlation with external observables. In this
very immediate sense, decoherence brings about the apparent collapse of the wavepacket:
after a decoherence time scale, only the einselected memory states will exist and retain
useful correlations [27,36,64,65]. The observer described by some specific einselected state
(including a configuration of memory bits) will be able to access (”recall”) only that state.

Collapse is a consequence of einselection and of the one-to-one correspondence be-
tween the physical state of the observer’s memory and of the information encoded in
it. Memory is simultaneously a description of the recorded information and part of an
identity tag, defining the observer as a physical system. It is as inconsistent to imagine
an observer perceiving something other than what is implied by the stable (einselected)
records as it is impossible to imagine the same person with a different DNA. Both cases
involve information encoded in a state of a system inextricably linked with the physical
identity of an individual.

Distinct memory/identity states of the observer (which are also his states of knowl-
edge) cannot be superposed. This censorship is strictly enforced by decoherence and the
resulting einselection. Distinct memory states label and inhabit different branches of Ev-
erett’s many-worlds universe. The persistence of correlations between the records (data
in possession of the observers) and the recorded states of macroscopic systems is all that
is needed to recover objective classical reality. In this manner, the distinction between
ontology and epistemology—between what is and what is known to be—is dissolved.
There can be no information without representation [66].Quantum states are epiontic.

The discreteness underlying “collapse of the wavepacket” has a well-defined origin—
it resolves the conflict between the linearity of the unitary quantum evolutions and the
nonlinearity associated with the amplification of information in measurements but also
in the monitoring by the environment—in decoherence. Any process that involves (even
modest) amplification—that leads to copies, qmemes of an “original state” (which, in view
of the demand of repeatability, should survive the copying)—demands orthogonality.

Copying (as any other quantum evolution) is unitary, so it will not result in collapse.
However, perception of the collapse will arise as a consequence of the irreversibility induced
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by the information transfer we have just discussed. This purely quantum irreversibility pro-
vides a mechanism for collapse of the wavepacket that was not available (and not needed)
in the classical setting—a mechanism that is fundamental, and uniquely quantum. The
old question about the origins of irreversibility acquires a new quantum aspect especially
apparent in the context of quantum measurements: Thus, while in the classical setting
measuring of an evolving state of the system need not alter its evolution, in the quantum
setting measurement derails evolution and redirects it onto the track consistent with the
record made by the observer. One might say that a measurement re-sets the initial condition
of the evolving quantum system [23].

Thus, while the irreversible wavepacket collapse was sometimes blamed on the con-
sciousness of the observer (von Neumann, 1932 [4]; London and Bauer, 1939 [67]; Wigner,
1961 [68]), we have identified a purely physical cause of the collapse: Observer retaining
information about the outcome precludes the reversal.

In the next section, we derive Born’s rule. We build on einselection, but in a way
([7,35,48]) that does not rely on axioms (iv) or (v). In particular, the use of reduced density
matrices we allowed temporarily shall be prohibited. We shall be able to use them again
only after Born’s rule has been derived.

From the point of view of axiom (v) and the rest of this paper the most important
conclusion of the present section is that repeatability requires distinguishability. In a quantum
setting of Hilbert spaces and unitarity of evolutions—postulates (i) and (ii)—this means
that repeatability begets orthogonality. to assure repeatability—ability to reconfirm what is
known—one must focus on mutually exclusive events represented by orthogonal states.

We end this section with a simple purely quantum definition of events in hand: Record
made in the measurement resets initial conditions relevant for the subsequent evolution of
the branch of the universal state vector tagged by that record. We now take up the question:
What is the probability of a particular record—specific new initial condition—given the
preexisting superposition of the possible outcome states.

3. Born’s Rule from the Symmetries of Entanglement

The first widely accepted definition of probability was codified by Laplace (1820) [69]:
When there are N possible distinct outcomes and the observer is ignorant of what will
happen, all alternatives appear equally likely. Probability observer should then assign to
any one outcome is 1/N. Laplace justified this principle of equal likelihood using invariance
encapsulated in his ‘principle of indifference’: Player ignorant of the face value of cards
(Figure 2a) will be indifferent when they are swapped before he gets the card on top, even
when one and only one of the cards is favorable (e.g., a spade he needs to win).

Laplace’s invariance under swaps captures subjective symmetry: Equal likelihood is a
statement about observers ‘state of mind’ (or, at best, his records), and not a measurable
property of the real physical state of the system (which is, after all, altered by swaps; see
Figure 2b). In the classical setting probabilities defined in this manner are therefore ultimately
unphysical. Moreover, indifference, likelihood, and probability are all ill-defined attempts to
quantify ignorance. Expressing one undefined concept in terms of another is not a definition.

It is therefore no surprise that equal likelihood is no longer regarded as a sufficient
foundation for classical probability, and several other attempts are vying for primacy [70].
Among them, relative frequency approach has perhaps the largest following, although it
needs infinite (hence, fictitious) ensembles (von Mises, 1939) [71], and, thus, it is doubtful
if it addresses the issue of “subjectivity”.4 Nevertheless, popularity of relative frequency
approach made it an obvious starting point in the attempts to derive Born’s rule, especially
in the relative states context where “branches” of the universal state vector can be counted.
However, attempts to date (Everett [10,11]; DeWitt [14,15]; Graham [72]; Geroch [73]) have
been found lacking. This is because counting of many world branches does not suffice.

4 After all, there are no infinite ensembles in our Universe, so the ones used to compute relative frequencies are
abstract imaginary ensembles defined by subjective extrapolation from an assessment based on finite data sets.
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“Maverick” branches that have frequencies of events very different from those predicted by
Born’s rule are also a part of the universal state vector. Relative frequencies alone do not
imply that an observer is unlikely to be found on such a branch. To get rid of them one would
have to assign to them—without physical justification—vanishing probabilities related to their
small amplitudes. This amplitude-probability connection goes beyond the relative frequency
approach, in effect requiring—in addition to frequencies—another measure of probability.
Papers mentioned above introduce it ad hoc. This is consistent with Born’s rule, but deriving it
on this basis is circular (Stein [74]; Kent [38]; Joos [75]; Weinberg [76]). Indeed, formal attempts
based on the “frequency operator” lead to mathematical inconsistencies (Squires [39]).

a)

b)

c)

+| >S| >E | >S| >E
+| >S| >E | >S| >E

+| >S| >E | >S| >E
+| >S| >E | >S| >E

+| >S| >E | >S| >E=

~~

=

Figure 2. Probabilities and symmetry: (a) Laplace (1820) [69] appealed to subjective invariance
(associated with ‘indifference’ based on observer’s ignorance of the real physical state) to define
probability via principle of equal likelihood: When ignorance means observer is indifferent to swapping
(e.g., of cards), alternative events should be considered equiprobable. So, for the cards above,
subjective probability p♠ = 1

2 would be inferred by an observer who does not know their face value,
but knows that one (and only one) of the two cards is a spade. (b) Nevertheless, the real physical
state of the system is independent from what is known about it. Moreover, the order of the cards
is altered by the swap—it is not ‘indifferent’—illustrating subjective nature of Laplace’s approach.
Subjectivity of equal likelihood probabilities poses foundational problems for, e.g., statistical physics.
This led to an alternative definition employing relative frequency—an objective property (albeit of a
fictitious—and, hence, subjective—infinite ensemble). (c) Quantum theory allows for an objective
definition of probabilities based on a perfectly known state of a composite system and on the symmetries
of entanglement [7,35,48,77,78]. When two systems (S and E ) are maximally entangled (i.e., Schmidt
coefficients differ only by phases, as in the Bell state above), a swap |♠〉〈♥|+ |♥〉〈♠| in S can be
undone by ‘counterswap’ |♣〉〈♦|+ |♦〉〈♣| in E . Certainty about entangled state of the whole in
combination with the symmetry between |♠〉 and |♥〉—certainty that p♠ = p♥—means that p♠ =

p♥ = 1
2 , Equiprobability follows from the objective symmetry of entanglement. This entanglement—

assisted invariance (envariance) also establishes decoherence of Schmidt states, allowing for additivity
of probabilities of the effectively classical pointer states. Probabilities derived through envariance
quantify indeterminacy of the state of S alone given the global entangled state of SE .
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The problem can be “made to disappear”—coefficients of maverick branches become
vanishingly small (along with coefficients of all branches)—in the limit of infinite and
fictitious (and, hence, subjectively assigned) ensembles (Hartle, 1968 [79]; Farhi, Goldstone,
and Guttman, 1989 [80]). Such infinite ensembles—one might argue—are always required
by the frequentist approach in the classical case, but this is a poor excuse (see Kent, 1990)
[38]. As noted above, infinite ensembles are unphysical, subjective, and a weak spot of
relative frequencies approach also in a classical setting. Moreover, in quantum mechanics
infinite ensembles may pose problems that have to do with the structure of infinite Hilbert
spaces (Poulin, 2005 [81]; Caves and Shack, 2005 [82]). It is debatable whether these
mathematical problems are fatal, but it is also difficult to disagree with Kent (1990) [38] and
Squires (1990) [39] that the need to go to a limit of infinite ensembles to define probability
in a finite Universe disqualifies use of relative frequencies in the relative states setting.

The other way of dealing with this issue is to modify physics so that branches with
small enough amplitude simply do not count (Geroch, 1984 [73]; Buniy, Hsu, and Zee,
2006 [83]). At least until experimental evidence for the required modifications of quantum
theory is found one can regard such attempts primarily as illustration of the seriousness of
the problem of the origin of Born’s rule.

Kolmogorov’s approach—probability as a measure (see, e.g., Gnedenko, 1968 [52])—
bypasses the question we aim to address: How to relate probabilities to (quantum) states.
It only shows that any sensible assignment (non-negative numbers that for a mutually
exclusive and exhaustive set of events sum up to 1) will do. Moreover, Kolmogorov assumes
additivity of probabilities while quantum theory insists—via superposition principle—on
the additivity of state vectors. These two additivity requirements are at odds, as double slit
experiment famously demonstrates.

Gleason’s theorem (Gleason, 1957) [84] implements Kolmogorov’s axiomatic approach
to probability by looking for an additive measure on Hilbert spaces. It leads to Born’s rule,
but provides no physical insight into why the result should be regarded as probability.
Clearly, it has not settled the issue: Rather, it is often cited [38,72,79,80] as a motivation to
seek a physically transparent derivation of Born’s rule.

We shall now demonstrate how quantum entanglement leads to probabilities based
on a symmetry, but—in contrast to subjective equal likelihood based on ignorance—on an
objective symmetry of known quantum states.

3.1. Envariance

A pure entangled state of a system S and of another system (which we call “an
environment E”, anticipating connections with decoherence) can be always written as:

|ψSE 〉 =
N

∑
k=1

ak|sk〉|εk〉 . (3.1)

Here ak are complex amplitudes while {|sk〉} and {|εk〉} are orthonormal states in the
Hilbert spaces HS and HE . This Schmidt decomposition of a pure entangled |ψSE 〉 is a
consequence of a theorem of linear algebra that predates quantum theory.

Schmidt decomposition demonstrates that any pure entangled bipartite state is a
superposition of perfectly correlated outcomes of judiciously chosen measurements on each
subsystem: Detecting |sk〉 on S implies, with certainty, outcome |εk〉 for E , and vice versa.

Even readers unfamiliar with Equation (3.1) have likely relied on its consequences: Schmidt
basis {|sk〉} appears on the diagonal of the reduced density matrix ρS = TrE |ψSE 〉〈ψSE |. (We
have used this fact “in reverse” in the preceding section to “purify” mixed states.) But
tracing is tantamount to averaging over states of the traced-out systems with weights
given by the squares of their amplitudes. Therefore, physical interpretation of the resulting
reduced density matrix (which is central in the usual treatments of decoherence) presumes
Born’s rule we aim to derive (see [5] for discussion of how Born’s rule is used to justify
physical significance of reduced density matrices). Consequently, we shall avoid employing
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tools of decoherence or relying on the statistical interpretation of ρS in this section as this
could introduce circularity. Instead, we derive Born’s rule from the symmetries of |ψSE 〉.

Symmetries reflect invariance. Rotation of a circle by an arbitrary angle, or of a square
by multiples of π/2 are familiar examples. Entangled quantum states exhibit a new kind
of symmetry—entanglement—assisted invariance or envariance: When a state |ψSE 〉 of a pair
S , E can be transformed by US = uS ⊗ 1E acting solely on S ,

US |ψSE 〉 = (uS ⊗ 1E )|ψSE 〉 = |ηSE 〉 , (3.2)

but the effect of US can be undone by acting solely on E with an appropriately chosen
UE = 1S ⊗ uE :

UE |ηSE 〉 = (1S ⊗ uE )|ηSE 〉 = |ψSE 〉 , (3.3)

then |ψSE 〉 is called envariant under US [7,35].
Envariance can be seen on any entangled |ψSE 〉. Any unitary operation diagonal in

Schmidt basis {|sk〉}:

uS =
N

∑
k=1

exp(iφk)|sk〉〈sk| , (3.4a)

is envariant: It can be undone by a countertransformation

uE =
N

∑
k=1

exp(−iφk)|εk〉〈εk|, (3.4b)

acting solely on the environment.
In contrast to familiar symmetries (when a transformation has no effect on a state of

an object) envariance is an assisted symmetry: The global state of SE is transformed by US ,
but it can be restored by acting on E , physically distinct (e.g., spatially separated) from
S . When the global state of SE is envariant under some US , the local state of S alone
must be obviously invariant under it. There are analogies between envariance and gauge
symmetries, with E assuming the role of a gauge field.

Entangled states might seem an unusual starting point for the study of probabilities.
After all, the textbook statement of Born’s rule deals with pure states of individual systems.
Nevertheless, already in Schrödinger’s famous “cat” paper [20] the discussion of entangled
quantum states leads to the realization that “Best possible knowledge of the whole does not
necessarily lead to the same for its parts...”, as well as “The whole is in a definite state, the
parts taken individually are not”. Our aim is to recast such essentially negative qualitative
statements (which can be read as a realization of the limitations imposed by the tensor
structure of quantum states on their predictive powers) into a derivation of Born’s rule, the
quantitative tool used for predictions.

Entanglement is also the essence of decoherence responsible for the emergence of
“the classical” in a quantum Universe. It is therefore natural to investigate symmetries
of entangled quantum states, and explore their implication for how much can be known
about parts when the whole is entangled. In addition, as we shall see below, envariance
allows one to reassess the role of the environment and sheds new light on the origin of
decoherence.

3.2. Decoherence as a Result of Envariance

Envariance of entangled states leads to our first conclusion: Phases of Schmidt coef-
ficients are envariant under local (Schmidt) unitaries, Equations (3.4). Therefore, when a
composite system is in an entangled state |ψSE 〉, the state of S (or E ) alone is invariant under
the change of phases of ak. In other words, the state of S (understood as a set of all measurable
properties of S alone) cannot depend on phases of Schmidt coefficients: It can depend
only on their absolute values and on the outcome states—on the set of pairs {|ak|, |sk〉}. In
particular (as we demonstrate below) probabilities cannot depend on these phases.
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We have just seen that the loss of phase coherence between Schmidt states—decoherence—
is a consequence of envariance: Decoherence is, after all, a selective loss of relevance of
phases for the state of S . We stumbled here on its essence while exploring an unfamiliar ter-
ritory, without the usual backdrop of dynamics and without employing trace and reduced
density matrices.

However, decoherence viewed from the vantage point of envariance may look unfa-
miliar. What other landmarks of decoherence can we find without using trace and reduced
density matrices (which rely on Born’s rule, something we do not yet have)? The answer is—
all the essential ones [42,48,49]. We have already seen in Section 2 that pointer states (states
that retain correlations, are predictable, and, hence, good candidates for classical domain)
are singled out directly by repeatability—by the nature of information transfers. So, we
already have a set of preferred pointer states and we have seen that when they are aligned
with Schmidt basis, phases between them lose relevance for S alone. Indeed, models of
decoherence ([7,24,25,27–29,32,33]) predict that after a brief (decoherence time) interlude
Schmidt basis will typically settle down to coincide with pointer states determined through
other criteria (such as predictability in spite of the coupling to the environment). There
are exceptions that we have already mentioned in the previous section. They tend to
arise when decoherence is incomplete, and/or when the reduced density matrix (that is
diagonalized by Schmidt states) is so close to maximally mixed (i.e., some of its eigenvalues
are nearly degenerate) that any complete set of states (including pointer states selected for
their predictability) can express it while leaving it in a nearly diagonal form (see, e.g., [85]).

This encounter with decoherence on the way to Born’s rule is good omen: Quantum
phases must be rendered irrelevant for the additivity of probabilities to replace additivity of
complex amplitudes. Of course, one could postulate additivity of probabilities by fiat. This
was done by Gleason (1957) [84], but such an assumption is at odds with the overarching
additivity principle of quantum mechanics—with the principle of superposition (as is
illustrated by the double slit experiment). So, if we set out to understand emergence of
the classical domain from the quantum substrate defined by axioms (o)–(iii), additivity of
probabilities should be derived (as it is done in Laplace’s approach, see Gnedenko, 1968
[52]) rather than imposed as an axiom (as it happens in Kolmogorov’s measure—theoretic
approach, and in Gleason’s theorem).

Assuming decoherence to get pk = |ψk|2 (Zurek, 1998 [36]; Deutsch, 1999 [86]; Wallace,
2003 [87]) would mean, at best, starting half way, and raises concerns of circularity [7,32,
35,48,88–90] as the physical significance of the reduced density matrix—standard tool in
the usual treatment of decoherence—is justified using Born’s rule. By contrast, envariant
derivation, if successful, can be fundamental, independent of the usual tools of decoherence:
It can justify, starting from the basic quantum postulates, the use of the trace and physical
significance of reduced density matrices in the study of the quantum-classical transition.

As perceptive analysis by Drezet (2021) [91] shows, envariance has been recently
adopted (Wallace, 2010; 2012) [19,92] even in the (modified) decision theory approach that
initially dealt with states of a single system, and, therefore, encountered difficulties with
circularity of the argument by invoking decoherence before establishing Born’s rule ([35,48,
89,90]). We noted this problem already and will discuss it briefly below, in Section 3.7.

3.3. Swaps, Counterswaps, and Equiprobability

Envariance of pure states is purely quantum: Classical state of a composite classical
system is given by a Cartesian (rather than tensor) product of its constituents. Therefore,
to completely know a state of a composite classical system one must know a state of each
subsystem. It follows that when one part of a classical composite system is affected by a
transformation—a classical analogue of a swap US—state of the whole cannot be restored
by acting on some other part. Hence, pure classical states are never envariant.

However, a mixed state (of, say, two coins) can mimic envariance: When we only
know that a dime and a nickel are ‘same side up’, we can ‘undo’ the effect of the flip of a
dime by flipping a nickel. This classical analogue depends on partial ignorance: To emulate
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envariance, we cannot know individual states of the two coins—just the fact that they are
the same side up—just their correlation.

In quantum physics, tensor structure of states for composite systems means that ‘pure
correlation’ is possible. We shall now prove that a maximally entangled “even” state with
equal absolute values of Schmidt coefficients:

|ψ̄SE 〉 ∝
N

∑
k=1

e−iφk |sk〉|εk〉 (3.5)

implies equal probabilities for any orthonormal set of states |sk〉 of S and any corresponding
set of |εk〉 of E .

Such an even state is envariant under a swap operation

uS (k � l) = |sk〉〈sl |+ |sl〉〈sk| . (3.6a)

A swap is a quantum version of the operation that exchanges two cards (Figure 2). It
is a unitary that permutes states |sk〉 and |sl〉 of the system. A swap |Heads〉〈Tails| +
|Tails〉〈Heads| would flip a coin.

A swap on S is envariant when |ak| = |al | because uS (k � l) can be undone by a
counterswap on E ;

uE (k � l) = ei(φk−φl)|ε l〉〈εk|+ e−i(φk−φl)|εk〉〈ε l |, (3.6b)

as is seen in Figure 2c.
We want to prove that probabilities of envariantly swappable outcome states must be

equal. But let us proceed with caution: Invariance under a swap is not enough—probability
could depend on some other ‘intrinsic’ property of the state. For instance, in a superposition
|g〉+ |e〉, the ground and excited state can be invariantly swapped, as |g〉+ |e〉 = |e〉+ |g〉,
but energies of |g〉 and |e〉 are different. Why should probability—like energy—not depend
on some intrinsic property5 of the state?

Envariance can be used to prove that this cannot happen—that probabilities of en-
variantly swappable states are indeed equal. To this end we first define what is meant by
“the state” and “the system” more carefully. Quantum role of these concepts is elucidated
by three “Facts”—three definitions that recognize what is known about systems and their
(mixed) states, but phrase it in a way that does not appeal to the Born-rule dependent tools
and concepts (e.g., reduced density matrices):

Fact 1: Unitary transformations must act on a system to alter its state. That is, when
an operator does not act on the Hilbert space HS of S , (e.g., when it has a form
...⊗ 1S ⊗ ...) the state of S does not change.

Fact 2: The state of the system S is all that is needed (and all that is available) to predict
measurement results, including probabilities of outcomes.

Fact 3: The state of a larger composite system that includes S as a subsystem is all that is
needed (and all that is available) to determine the state of S .

Note that the states defined this way need not be pure. In addition, note that Facts—while
‘naturally quantum’—are not in conflict with the role of states in classical physics.

Facts are a consequence of quantum theory. They are not, in any sense, additional
assumptions. Rather, they clarify operational meanings of concepts (such as “a state”) that
will play key role in the derivation of Born’s rule: Facts are the attributes that any sensible
notion of a “state” (and, in particular, a “mixed state”) should possess. They also help

5 In a sense, hidden variable theories (such as the Bohm—de Broglie approach) use a strategy of “tagging” an
element of the total superposition in this manner. Therefore, hidden variable theories can violate assumptions
of our derivation, as they allow physical properties of a state that determine measurement outcomes to depend
on more than just the state vector.
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distinguish purely quantum view based on the core quantum postulates from, e.g., hidden
variable theory (where, for example, Fact 2 would not hold).

We can now prove:

Theorem 2. When Schmidt coefficients satisfy |ak| = |al | in an even state |ψ̄SE 〉 ∝ ∑N
k=1 e−iφk |sk〉|εk〉,

Equation (3.5), the local state of S is invariant under a swap uS (k � l) = |sk〉〈sl |+ |sl〉〈sk|.

Proof. Swap changes partners in the Schmidt decomposition (and, therefore, alters the
global state). However, when the coefficients of the swapped outcomes differ only by
a phase, a swap can be undone (without acting on S) by a corresponding counterswap,
Equation (3.6b), in E . As the global state of SE is restored, it follows (from Fact 3) that the
local state of S must have been also restored. However, (by Fact 1) the state of S could not
have been affected by a counterswap acting only on E . So, (by Fact 2) the state of S must be
left intact by a swap, in S , of Schmidt states that have the same absolute values of Schmidt
coefficients.

We conclude that envariance of a pure global state of SE under swaps implies in-
variance of the corresponding local state of S . We could now follow Laplace, appeal to
subjective indifference, apply equal likelihood, and “declare victory”—claim that subjec-
tive probabilities must be equal. However, as we have just seen with the example of the
superposition |g〉 + |e〉 of the eigenstates of energy, invariance of a local state under a
swap implies only that the property associated with the swapped states (i.e., energies or
probabilities) gets swapped when the states are swapped. Without an appeal to subjective
ignorance this does not yet establish that the properties of interest (probabilities or energies)
must be equal.

Entanglement (via envariance) allows us to get rid of such subjectivity altogether. The
simplest way to prove the desired equality of probabilities is based on perfect correlation
between the Schmidt states of S and E . These relative Schmidt states in, e.g., Equations
(3.1) or (3.5) are orthonormal, and |sk〉 are correlated with |εk〉 one-to-one. This implies
the same probability for each member of every such Schmidt pair. Moreover (and for the
very same reason—perfect correlation) after a swap on S probabilities of swapped states
must be the same as probabilities of their two new partners in E . That is, after a swap
uS (k � l) = |sk〉〈sl |+ |sl〉〈sk| probability of |sk〉must be the same as probability |ε l〉, and
probability of |sl〉must be the same as that of |εk〉.

We now focus on an even state, Equation (3.5). It is envariant under all local unitaries
(and, hence, under all swaps). Thus (by Fact 1) the state of E (and, by Fact 2, probabilities
it implies) are not affected by swaps in S . So, swapping Schmidt states of S exchanges their
probabilities, and when the state is even it also keeps them the same! This can be true only when
the probabilities of envariantly swappable states are equal.

We can now state our conclusion:

Corollary 1. When all N coefficients in the Schmidt decomposition have the same absolute values
(as in the even states of Equation (3.5)), probability of each Schmidt state must be the same, and,
therefore, by normalization, it is pk = 1/N.

Readers may regard this as obvious, but (as recognized by Barnum (2003) [93],
Schlosshauer and Fine (2005) [94], Drezet (2021) [91] and others) this is the key to Born’s
rule. Equation (3.5) is envariant under swaps. This symmetry allowed us to extract physical
consequences from quantum mathematics with a very minimal set of ingredients at hand.
In the language of the Kolmogorov measure-theoretic axioms we have now established
that—when the entangled state is even, Equation (3.5)—positive numbers (the ‘measures’
of probability for events corresponding to individual Schmidt states) must be equal.

Still, this may seem like a lot of work to arrive at something seemingly obvious:
The case of unequal coefficients is our next goal. However—as we will see—it can be
reduced to the equal coefficient case we have just settled. The symmetry of entanglement
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inherent in the equal coefficients case provides the crucial link between the quantum state
vectors and the experimental consequences. Simple algebra along with the special case of
probability—certainty—will lead us directly to Born’s rule6.

We emphasize that in contrast to many other approaches to both classical and quantum
probability, our envariant derivation is based not on a subjective assessment of an observer,
but on an objective, experimentally verifiable symmetry of entangled states. Observer is
forced to conclude that probabilities of local outcomes are equal not because of subjective
ignorance, but because of certainty about something else: Certainty about the symmetries
of the global state of the composite system implies—via symmetries of entanglement
encapsulated in envariance—that local Schmidt states are equiprobable7.

Envariant probability is also a probability of an individual event—there is no need for
an ensemble of many events, so that relative frequency of “favorable” events can be used
to define probability. Rather, we are decomposing the future possibilities into equiprobable
alternatives, and deducing probability from the ratio of the number of favorable alternatives
to the total. Above, just one favorable out of N equiprobable alternatives leads to pk = 1/N
for even states. We now extend this approach to general states.

3.4. Born’s Rule from Envariance

To illustrate general “finegraining” strategy of reducing cases with unequal coefficients
to the previously described equal coefficient case (see (Zurek, 1998) [36] for its density
matrix version) we start with an example involving a two-dimensional Hilbert space of the
system spanned by states {|0〉, |2〉} and (at least) a three-dimensional Hilbert space of the
environment:

|ψSE 〉 =

√
2
3
|0〉S |+〉E +

√
1
3
|2〉S |2〉E . (3.7a)

System is represented by the leftmost kets, and |+〉E = (|0〉E + |1〉E )/
√

2 exists in (at least
a two-dimensional) subspace of E that is orthogonal to the state |2〉E , so that 〈0|1〉E =
〈0|2〉E = 〈1|2〉E = 〈+|2〉E = 0. We already know we can ignore phases in view of their
irrelevance for states of subsystems, so we omitted them above. From now on we shall also
drop the overall normalization, as the probabilities will only depend on the relative values
of the coefficients associated with the alternatives.

To reduce this case to an even state we extend “uneven” |ψSE 〉 above to a state |Ψ̄SEC〉
with equal coefficients by letting E act on an ancilla C. (By Fact 1, since S is not acted upon,
probabilities we shall infer for it cannot change.) Transformation into an even state can
be accomplished by a generalization of controlled-not acting between E (control) and C
(target), so that (in an obvious notation):

|k〉|0′〉 ⇒ |k〉|k′〉,

6 There is an amusing corollary to the above corollary: One can now prove that states appearing in the Schmidt
decomposition with vanishing coefficients (that is, states with ak = 0 = a) have vanishing probability, pk =
p = 0: Consider a part of the sum representing Schmidt decomposition given by a(|0〉|0〉+ |1〉|1〉+ |2〉|2〉),
where the first ket corresponds to S and the second to E . Let us now carry out a c-not on the first two terms:
|0〉|0〉+ |1〉|1〉 ⇒ |0〉|0〉+ |1〉|0〉 = (|0〉+ |1〉)|0〉 =

√
2|+〉|0〉. Note that |+〉 is normalized, and the initial

sequence is transformed as a(|0〉|0〉+ |1〉|1〉+ |2〉|2〉) ⇒
√

2a|+〉|0〉+ a|2〉|2〉 (that is, it has one less term).
However, as a = 0,

√
2a = a = 0. Therefore, a(|0〉|0〉+ |1〉|1〉+ |2〉|2〉) = a(|+〉|0〉+ |2〉|2〉). The operations

we have employed could not have changed the probability assigned to this part of the Schmidt decomposition.
Yet, there are now only two rather than three terms with equal coefficients (hence, equal probability) in that
sum. More generally, there will be n − 1 rather than n terms when analogous operations involve a sum
with n vanishing coefficients. So the probability p of any state with zero amplitude would have to satisfy
np = (n− 1)p (i.e., 3p = 2p in our example). This equality holds only when p = 0. (Note that this argument
would obviously fail—as it should—when a �= 0 in a|0〉|0〉+ a|1〉|1〉+ a|2〉|2〉.)

7 We leave it to the reader to find out why this strategy proves the equality of probabilities, but fails to establish
equality of energies in an “even” entangled state such as |e〉|e〉+ |g〉|g〉.
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leading to:

(√
2|0〉|+〉+ |2〉|2〉

)∣∣0′〉 =⇒ √2|0〉 |0〉|0
′〉+ |1〉|1′〉√

2
+ |2〉|2〉|2′〉 = |Ψ̄SCE 〉. (3.8a)

Above, and from now on we skip subscripts: State of S will be always listed first, and state
of C will be primed. The cancellation of

√
2 makes it obvious that this is an equal coefficient

(“even”) state:
|Ψ̄SCE 〉 ∝ |0, 0′〉|0〉+ |0, 1′〉|1〉+ |2, 2′〉|2〉. (3.9a)

Note that we have now combined state of S and C and (in the next step) we shall swap
states of SC together.

Clearly, for joint states |0, 0′〉, |0, 1′〉, and |2, 2′〉 of SC this is a Schmidt decomposition
of (SC)E . The three orthonormal product states have coefficients with the same absolute
value. THerefore, they can be envariantly swapped. It follows that the probabilities of these
Schmidt states—|0〉|0′〉, |0〉|1′〉, and |2〉|2′〉—are all equal, so by normalization they are 1

3 .
Moreover, and for the same envariant reason, the probability of state |2〉 of the system is 1

3 .
As |0〉 and |2〉 are the only two outcome states for S ; it also follows that probability of |0〉
must be 2

3 . Consequently:

p0 =
2
3

; p2 =
1
3

. (3.10a)

This is Born’s rule! Probabilities are proportional to the squares of the amplitudes from
|ψSE 〉, Equation (3.7a).

Note that above we have avoided assuming additivity of probabilities: p0 = 2
3 not

because it is a sum of two fine-grained alternatives each with probability 1
3 , but rather

because there are only two (mutually exclusive and exhaustive) alternatives for S ; |0〉 and
|2〉, and it was separately established that p2 = 1

3 . So, by normalization, p0 = 1− 1
3 .

Bypassing appeal to additivity of probabilities is essential in interpreting theory
with another principle of additivity—quantum superposition principle—which trumps
additivity of probabilities or at least classical intuitive ideas about what should be additive
(e.g., in the double slit experiment). Here, this conflict is averted: Probabilities of Schmidt
states can be added because of the loss of phase coherence that follows directly from
envariance, as we have established earlier, and as was discussed in (Zurek, 2005) [48]. We
return to this point in the additivity Lemma below.

Consider now a more general case of arbitrary coefficients. For simplicity we focus on
entangled state with just two non-zero Schmidt coefficients:

|ψSE 〉 = α|0〉|ε0〉+ β|1〉|ε1〉 , (3.7b)

and assume α =
√

μ
μ+ν ; β =

√
ν

μ+ν , with integer μ, ν.

As before, the strategy is to convert a general entangled state into an even state,
and then to apply envariance under swaps. To implement it, we assume E has sufficient
dimensionality8 to allow decomposition of |ε0〉 and |ε1〉 in a different orthonormal basis
{|ek〉}:

|ε0〉 =
μ

∑
k=1
|ek〉/

√
μ; |ε1〉 =

μ+ν

∑
k=μ+1

|ek〉/
√

ν.

8 This assumption is not essential. One could instead use two ancillas C′ and C′′ with sufficient dimensionality
and a c-not like gate to obtain a fine-grained state ∝ ∑

μ
k=1 |0, c′k〉|ek , c′′k 〉+ ∑

μ+ν
k=μ+1 |1, c′k〉|ek , c′′k 〉 that allows for

envariant swaps and leads to identical conclusions, but with a more cumbersome notation.
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Envariance we need is associated with counterswaps of E that undo swaps of the joint
state of the composite system SC. To exhibit it, we let ancilla C interact with E as before,
e.g., by employing E as a control to carry out a ‘controlled-not - like’ operation;

|ek〉|c0〉 → |ek〉|ck〉,

where |c0〉 is the initial state of C in some suitable orthonormal basis {|ck〉}. Thus;

|Ψ̄SCE 〉 ∝
√

μ|0〉
μ

∑
k=1

|ck〉|ek〉√
μ

+
√

ν|1〉
μ+ν

∑
k=μ+1

|ck〉|ek〉√
ν

. (3.8b)

Such CE interaction can happen far from S , so by Fact 1 it cannot influence probabilities in
S . |Ψ̄SCE 〉 is envariant under swaps of states |s, ck〉 (where s stands for 0 or 1, as needed) in
the composite system SC. This is even more apparent after the obvious cancellations;

|Ψ̄SCE 〉 ∝
μ

∑
k=1
|0, ck〉|ek〉+

μ+ν

∑
k=μ+1

|1, ck〉|ek〉. (3.9b)

Hence, p0,k = p1,k =
1

μ+ν . Therefore, it follows that the probabilities of |0〉 and |1〉 are:

p0 =
μ

μ + ν
= |α|2; p1 =

ν

μ + ν
= |β|2 . (3.10b)

Born’s rule thus emerges here from the most quantum aspects of the theory—entanglement
and envariance.

In contrast with other approaches, probabilities in our envariant derivation are a
consequence of complementarity, of the incompatibility of the purity of the entangled state
of the whole with the purity of the states of parts. Born’s rule appears in a completely
quantum setting, without any a priori imposition of symptoms of classicality that would
violate the spirit of quantum theory.

Envariant derivation (in contrast to Gleason’s successful but unphysical proof and in
contrast to unsuccessful “frequentist” attempts in the Everettian “Many-Worlds” setting)
does not require additivity as an assumption: The strategy that bypasses appeal to additivity
used in the simple case of Equation (3.10a) can be generalized (for details see below and
Zurek, 2005 [48]). The assumption of additivity is not needed. In a quantum setting this
is an important advance. Additivity of probabilities is a consequence of the envariance
of phases of Schmidt coefficients that leads to decoherence. The case of more than two
outcomes is straightforward, as is extension by continuity to incommensurate probabilities.

3.4.1. Additivity of Probabilities from Envariance

Kolmogorov’s axiomatic formulation of the probability theory (see Gnedenko, 1968
[52]) as well as the proof of Born’s rule due to Gleason (1957) [84] assume additivity of
probabilities. This assumption is motivated by the assertion that probability is a measure. On
the other hand, in the standard approach of Laplace (1820) [69] additivity can be established
starting from the definition of probability of a composite event as a fraction of the favorable
equiprobable events to the total (see discussion in Gnedenko, 1968 [52]). The key ingredient
that makes this derivation of additivity possible is equiprobability

We have already established—using objective symmetries (in contrast to Laplace, who
had to rely on the subjective ‘state of mind’)—that envariantly swappable events are
equiprobable. We can now follow Laplace’s strategy and use equiprobability along with
decoherence already justified directly by envariance (see Section 3.2) to prove additivity.
This is important, as additivity of probabilities should not be automatically and uncritically
adopted in the quantum setting. After all, quantum theory is based on the principle of
superposition, our core postulate (i): The principle of superposition asserts supremacy of the
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additivity of state vectors which is prima facie incompatible with additivity of probabilities,
as is illustrated by the double slit experiment.

Phases between the record (pointer) states (or, more generally, between any set of
Schmidt states) do not influence the outcome of any local measurement that can be carried
out on the apparatus (or on decohered records in the memory of the observer). This
independence of the local state from the global phases in the Schmidt decomposition
invalidates the principle of superposition when the system of interest (or the pointer of the
apparatus, or the memory of the observer) are ‘open’, entangled with their environments.
Therefore, we can now establish (rather than postulate) the probability of a composite event:

Lemma 1. Probability of a composite (coarse-grained) event consisting of a subset

κ ≡ {k1 ∨ k2 ∨ · · · ∨ knκ} (3.11)

of nκ of the total N envariantly swappable mutually exclusive exhaustive fine-grained events
associated with records corresponding to pointer states of the global state;

|Ψ̄SAE 〉 =
N

∑
k=1

eiφk |sk〉|Ak〉|εk〉 =
N

∑
k=1

eiφk |sk, Ak(sk)〉|εk〉,

is given by:
p(κ) =

nκ

N
. (3.12)

To prove additivity of probabilities using envariance we consider the state:

|ΥĀASE 〉 ∝ ∑
κ

|A∈κ 〉∑
k∈κ

|Ak〉|sk〉|εk〉 (3.13)

representing both the fine-grained and coarse-grained records. The coarse-graining is
implemented by the apparatus Ā with pointer states |A∈κ 〉.

We first note that the form of |ΥĀASE 〉 justifies assigning zero probability to |sj〉’s that
do not appear—i.e., appear with zero amplitude—in the initial state of the system. Quite
simply, there is no state of the observer with a record of such zero-amplitude Schmidt states
of the system in |ΥĀASE 〉, Equation (3.13).

To establish this Lemma we exploit basic implications of envariance: When there
are total N envariantly swappable outcome states, and they exhaust all of the possible
outcomes, each should be assigned probability of 1/N. We also note that when coarse-
grained events are defined via |A∈κ 〉 as unions of fine-grained events, the conditional
probability of the coarse grained event is:

p(κ|k) = 1 k ∈ κ , (3.14a)

p(κ|k) = 0 k �∈ κ . (3.14b)

To demonstrate the above Lemma we need one more property—the fact that when an event
U that is certain (p(U ) = 1) can be decomposed into two mutually exclusive events,

U = κ ∨ κ⊥, (3.15)

their probabilities must add to unity:

p(U ) = p(κ ∨ κ⊥) = p(κ) + p(κ⊥) = 1 . (3.16)

This assumption introduces (in a very limited setting) additivity. It is equivalent to the
statement that “something will certainly happen”. Note that this very limited version of
additivity holds in quantum setting (i.e., it is not challenged by the double slit experiment,
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and, more generally, by the superposition principle, providing that the events are indeed
mutually exclusive).

Proof. Proof of the Lemma starts with the observation that probability of any composite
event κ of the form of Equation (3.11) can be obtained recursively—by subtracting, one
by one, probabilities of all the fine-grained events that belong to κ⊥, and exploiting the
consequences of the implication, Equation (3.14)–(3.16). Thus, as a first step, we have:

p({k1 ∨ k2 ∨ · · · ∨ knκ ∨ · · · ∨ kN−1}+ p(kN) = 1 .

Moreover, for all fine-grained events p(k) = 1
N . Hence;

p({k1 ∨ k2 ∨ · · · ∨ knκ ∨ · · · ∨ kN−1} = 1− 1
N

.

Furthermore (and this is the next recursive step) the conditional probability of the event
{k1 ∨ k2 ∨ · · · ∨ knκ ∨ · · · ∨ kN−2} given the event {k1 ∨ k2 ∨ · · · ∨ knκ ∨ · · · ∨ kN−1} is:

p({k1 ∨ k2 ∨ · · · ∨ kN−2}|{k1 ∨ k2 ∨ · · · ∨ kN−1}) = 1− 1
N − 1

,

and so the unconditional probability must be:

p({k1 ∨ k2 ∨ · · · ∨ knκ ∨ · · · ∨ kN−2}|U ) = (1− 1
N
)(1− 1

N − 1
).

Repeating this procedure untill only the desired composite event κ remains we have:

p({k1 ∨ k2 ∨ · · · ∨ knκ}) = (1− 1
N
) . . . (1− 1

N − (N − nκ − 1)
). (3.17)

After some elementary algebra we finally recover:

p({k1 ∨ k2 ∨ · · · ∨ knκ}) =
nκ

N
.

Hence, Equation (3.12) holds.

Corollary 2. Probability of mutually compatible exclusive events κ, λ, μ, . . . that can be decom-
posed into unions of envariantly swappable elementary events are additive:

p(κ ∨ λ ∨ μ ∨ . . . ) = p(κ) + p(λ) + p(μ) + . . . (3.18)

Note that in establishing additivity Lemma we have only considered situations that
can be reduced to certainty or impossibility (that is, cases corresponding to the absolute
value of the scalar product equal to 1 and 0). This is in keeping with our strategy of deriving
probability and, in particular, of arriving at Born’s rule from certainty and symmetries.

3.4.2. Algebra of Records as the Boolean Algebra of Events

Algebra of events (see, e.g., Gnedenko, 1968 [52]) can be then defined by simply
identifying events with records inscribed in the coarse-grained pointer states such as |A∈κ 〉
in Equation (3.13) of the apparatus Ā. Logical product of any two coarse-grained events
κ, λ corresponds to the product of the projection operators that act on the memory Hilbert
space—on the corresponding records:

κ ∧ λ
def
= Pκ Pλ = Pκ∧λ . (3.19a)

Logical sum is represented by a projection onto the union of the Hilbert subspaces:

κ ∨ λ
def
= Pκ + Pλ − Pκ Pλ = Pκ∨λ . (3.19b)
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Last not least, a complement of the event κ corresponds to:

κ⊥ def
= PU − Pκ = Pκ⊥ . (3.19c)

With this set of definitions it is now fairly straightforward to show:

Theorem 3. Events corresponding to the records stored in the memory pointer states define a
Boolean algebra.

Proof. To show that the algebra of records is Boolean we need to show that coarse—grained
events satisfy any of the (several equivalent, see, e.g., Sikorski, 1964 [95]) sets of axioms
that define Boolean algebras:

(a) Commutativity:
Pκ∨λ = Pλ∨κ ; Pκ∧λ = Pλ∧κ . (3.20a, a′)

(b) Associativity:

P(κ∨λ)∨μ = Pλ∨(κ∨μ); P(κ∧λ)∧μ = Pλ∧(κ∧μ) . (3.20b, b′)

(c) Absorptivity:
Pκ∨(λ)∧λ) = Pκ ; Pκ∨(λ∧κ) = Pκ . (3.20c, c′)

(d) Distributivity:

Pκ∨(λ∧μ) = P(κ∨λ)∧(κ∨μ); Pκ∧(λ∨μ) = P(κ∧λ)∨(κ∧μ) . (3.20d, d′)

(e) Orthocompletness:

Pκ∨(λ∧λ⊥) = Pκ ; Pκ∧(λ∨λ⊥) = Pκ . (3.20e, e′)

Proofs of (a)–(e) are straightforward manipulations of projection operators. We leave
them as an exercise to the interested reader. As an example we give the proof of dis-
tributivity: Pκ∧(λ∨μ) = Pκ(Pλ + Pμ − PλPμ) = Pκ Pλ + Pκ Pμ − (Pκ)2PλPμ = Pκ∧λ + Pκ∧μ −
Pκ∧λPκ∧μ = P(κ∧λ)∨(κ∧μ) . The other distributivity axiom is demonstrated equally easily.

These record projectors commute because records are associated with the orthonormal
pointer basis of the memory of the observer or of the apparatus: It is impossible to consult
memory cell in any other basis, so the problems with distributivity pointed out by Birkhoff
and von Neumann simply do not arise—when records are kept in orthonormal pointer
states, there is no need for ‘quantum logic’.

Theorem 3 entitles one to think of the outcomes of measurements—of the records kept
in various pointer states—in classical terms. Projectors corresponding to pointer subspaces
define overlapping but compatible volumes inside the memory Hilbert space. Algebra of
such composite events (defined as coarse grained records) is indeed Boolean. The danger
of the loss of additivity (which in quantum systems is intimately tied to the principle of
superposition) has been averted: Distributive law of classical logic holds.

3.5. Inverting Born’s Rule: Why Is the Amplitude a Square Root of the Frequency of Occurrence?

The strategy we have pursued above to derive Born’s rule for unequal coefficients
was to consider two different splits, SE|C and SC|E of the same composite tripartite
system SEC. In the beginning we had a bipartite state of SE with unequal coefficients,
Equations (3.7). We have finegrained it into an equal coefficient envariantly swappable
state by introducing an additional system C, which entangled with SE in such a way that
the resulting state of SEC was even, Equations (3.9). In that even state the finegrained
probabilities were provably equal. One could then count the number of contributions that
included the two alternatives of interest—states |0〉 and |1〉 of S . Unequal probabilities
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were proportional to the number of equiprobable fine-grained contributions in the resulting
even states, Equations (3.9).

This reasoning can be reversed: We shall now use the strategy of moving the line
dividing the two subsystems of interest in a tripartite composite system to show that the
amplitudes must be proportional to the square roots of the frequencies of occurrence of the
corresponding events.

We consider the probability of getting a count of m 1’s in a measurement by an
apparatus A on an ensemble of identically prepared two-state systems:

|ψ̆S〉 =
M⊗

k=1

(
α|0〉+ β|1〉

)
k.

In course of the (pre-)measurement memory cells of A entangle with S , so, in obvious
notation, the resulting state is a product of M identical copies:

|Ψ̆SA〉 =
M⊗

k=1

(
α|0〉|a0〉+ β|1〉|a1〉

)
k=

M⊗
k=1

|ΨSA〉k. (3.21a)

We shall work with the case of α = β to avoid cumbersome notation. With these
simplifications the state vector |Ψ̆SA〉k = (|0〉|a0〉 + 1〉|a1〉)k is envariant under a swap
(|0〉〈1|+ |1〉〈0|)k acting on k’s member of the ensemble, as such a swap can be undone by a
counterswap (|a0〉〈a1|+ |a1〉〈a0|)k acting on A. This envariance must also hold when the
state vector is expanded into a sum:

|Ψ̆SA〉 ∝
M

∑
m=0
|s̃m〉. (3.21b)

In this expression, each unnormalized vector |s̃m〉 represents all sequences of outcomes and
records that have resulted in m detections of “1”, that is;

|s̃0〉 = |00...0〉|A00...0〉
|s̃1〉 = |10...0〉|A10...0〉+ |01...0〉|A01...0〉+ ... + |00...1〉|A00...1〉
.....

|s̃m〉 = |11...10...0〉|A11...10...0〉+ ... + |00...01...1〉|A00...01...1〉
.....

|s̃M〉 = |11...1〉|A11...1〉. (3.22)

The memory state of A contains record of all the outcomes—it is the product of memory
states of individual cells, e.g., |A10...0〉 = |a1〉1|a0〉2...|a0〉M. All the sequences of the out-
comes and the corresponding sequences of the records are orthonormal. Therefore, the
sum of the sequences of outcome states and corresponding record states—Equation (3.21b)
expressed in terms of Equation (3.22)—constitutes a Schmidt decomposition of |Ψ̆SA〉.

The number of distinct outcome sequence states in |s̃m〉 is M!
m!(M−m)! = (M

m). Every
outcome sequence state is equiprobable since it can be envariantly swapped with any other
outcome sequence state. Therefore, the probability of detecting m 1’s must be proportional
to (M

m), the number of equiprobable records with m detections of 1.9 Moreover, as we have
set α = β, the relative normalization of every such sequence is the same. Consequently,
every permutation of the outcomes—every specific sequence of 0’s and 1’s, regardless of
the number of 1’s—has a probability of 2−M. This includes “maverick” states with the
unlikely total counts such as |s̃0〉 and |s̃M〉.

9 For instance, |00...0〉 in |s̃0〉 can be swapped with |10...0〉 in |s̃1〉. The pre-swap |Ψ̆SA〉 can be restored by
counterswap of the corresponding |A00...0〉 with |A10...0〉.
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We now relate probability of a specific count of m 1’s to the amplitude of the corre-
sponding state. We prepare to address this question by adding a quantum system that
counts 1’s and enters their number in the registerR. The result is an entangled state of S ,
A, andR:

|ῨSAR〉 ∝
M

∑
m=0
|s̃m〉|m〉R. (3.23a)

Above, |m〉R are the orthogonal states ofR with distinct total counts.
We shall now use envariance of |ῨSAR〉 to relate probability of a specific count m to

the amplitude of the corresponding state |m〉R. To this end we first normalize states |s̃m〉:
Without normalization, amplitudes we are trying to deduce would have no meaning.

Normalizing states of SA is not difficult: Every individual sequence of 0’s and 1’s that
corresponds to a possible records has the same norm, and the number of sequences that
yield total count of m 1’s determines the norm of |s̃m〉;

〈s̃m|s̃m〉 ∝
(

M
m

)
.

This is a first step in a purely mathematical operation that converts |s̃m〉 into the corre-
sponding normalized state |sm〉 that can be later legally used to implement the Schmidt
decomposition.

It is now easy to see that states;

|sm〉 =
(

M
m

)− 1
2
|s̃m〉, (3.24)

have the same normalization. The state of the whole ensemble is then:

|ῨSAR〉 ∝
M

∑
m=0

(
M
m

) 1
2
|sm〉|m〉R =

M

∑
m=0

γm|sm〉|m〉R. (3.23b)

This is also a Schmidt decomposition, as |sm〉 and |m〉R are orthonormal. Given our
previous discussion we already know that the probability pm of any specific count m is
given by the fraction of such sequences. That is:

pm = 2−M
(

M
m

)
.

This follows from counting of the number of envariant (and, hence, equiprobable) permuta-
tions of 0’s and 1’s contributing to |sm〉 and, hence, corresponding to |m〉R.

Indeed, Equation (3.23b) is a coarse-grained version of Equations (3.22) and (3.23a).
So, the above expression for |ῨSAR〉 shows that the amplitude γm of |m〉R—of the state of
the register that holds the count of m 1’s—is proportional to the square root of the number
of equiprobable sequences that lead to that count;

|γm| ∝

√(
M
m

)
=

√
M!

m!(M−m)!
, (3.25a)

or;
|γm| =

√
pm . (3.25b)

Equation (3.25) is the main result of our discussion. We have now deduced that absolute
values |γm| of the Schmidt coefficients are proportional to the square roots of relative
frequencies—to the square roots of the cardinalities of subsets of 2M equiprobable sequences
that yield such ‘total count = m’ of composite events. In a sense, our calculation “inverts”
the derivation of Born’s rule we have presented before.
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As in the earlier derivation of Born’s rule, the key was to express the same tripartite
global state |ῨSAR〉 as two different Schmidt decompositions. Thus,

|ῨS|AR〉 ∝ |00...0〉(|A00...0〉|0〉R)
+ |10...0〉(|A10...0〉|1〉R) + |01...0〉(|A01...0〉|1〉R) +

... + |00...1〉(|A00...1〉|1〉R)
......

+ |11...1100...00〉(|A11...1100...00〉|m〉R) +
... + |00...0011...11〉(|A00...0011...11〉|m〉R)

......

+ |11...1〉(|A11...1〉|M〉R), (3.26a)

for the split S|AR of the whole into two subsystems, and;

|ῨSA|R〉 ∝
M

∑
m=0

√(
M
m

)
|sm〉|m〉R =

M

∑
m=0

γm|sm〉|m〉R, (3.26b)

for the alternative SA|R.
The location of the border between the two parts of the whole SAR is the key differ-

ence. It redefines “events of interest”. The top |ῨS|AR〉 treats binary sequences of outcomes
as “events of interest”, and, by envariance, assigns equal probabilities 2−M to each outcome
sequence state. By contrast, in |ῨSA|R〉 the total count m is an “event of interest”, but now
its probability can be deduced from |ῨS|AR〉, as both Schmidt decompositions represent
the same state—the same physical situation. This implies (a converse of) Born’s rule: Am-
plitude of a state |m〉R of the registerR is proportional to the square root of the number of
sequences of counts that yield m.

Generalization to when α �= β is conceptually simple (although notationally cumber-
some). Global state after the requisite adjustment of the relative normalizations is:

|ῨSAR〉 ∝
M

∑
m=0

(
M
m

) 1
2
αM−mβm|sm〉|m〉R =

M

∑
m=0

Γm|sm〉|m〉R.

Coefficients Γm that multiply |sm〉|m〉R combine on equal footing preexisting amplitudes
α and β of |0〉 and |1〉 from the initial state, |ψ̆S〉 =

⊗M
k=1(α|0〉+ β|1〉)k with the square

roots of Newton’s symbols that arise from counting—with the numbers of the correspond-
ing outcome sequences. Once the state representing the whole ensemble is written as
∑M

m=0 Γm|sm〉|m〉R, the origin of the coefficients Γm (or γm before) is irrelevant: Observer
presented with a state ∑M

m=0 Γm|sm〉|m〉R and asked to assess probabilities of outcomes
|sm〉|m〉R has no reason to delve into combinatorial origins of Γm. For a measurement
with outcome states |sm〉|m〉R the origin of the amplitudes Γm that multiply them do not
matter. Their absolute values, however, do matter: Observer could implement envariant
derivation “from scratch”, starting with whatever coefficients are there in the initial state,
and finegraining (as before, Equations (3.8)), to deduce probabilities of various outcomes.

3.6. Relative Frequencies from Relative States

We shall now use envariance to deduce relative frequencies from amplitudes. In view
of the discussion immediately above the relation between amplitudes and frequencies is
already apparent, so this may seem superfluous, but we shall sketch it anyway “for the
sake of completeness”, and also because it provides a different—experimentally motivated,
one could say—point of view of the alternatives. A much more complete derivation of
relative frequencies from envariance is also available in Ref. [48].

We emphasize that we do not need relative frequencies to define probabilities: Proba-
bilities are already in place. They are “single shot”, defined not by counting the number of
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“favorable events” (as in the relative frequency approach), but, rather, by first establishing
equiprobability of a certain class of events, and then by counting the number of equiproba-
ble favorable possibilities. Therefore, the calculation immediately below is, in a sense, only
a consistency check.

Consider M distinguishable SCE triplets, each already in the fine-grained state;

|Ψ̄(�)
SCE 〉 =

( μ

∑
k=1
|0, ck〉|ek〉+

μ+ν

∑
k=μ+1

|1, ck〉|ek〉
)(�),

of Equation (3.9). The state of the whole ensemble is then given by their product;

|Ω̆M
SCE 〉 =

M⊗
�=1

|Ψ̄(�)
SCE 〉 =

M⊗
�=1

(
μ

∑
k=1
|0, ck〉|ek〉+

μ+ν

∑
k=μ+1

|1, ck〉|ek〉)(�). (3.27)

As in the derivation of the inverse of Born’s rule, we can now carry out the product and
obtain a sum that will contain (μ + ν)M (instead of just 2M) terms. As in Equation (3.26a),
these terms can be now sorted according to the number of 0’s and 1’s they contain. We could
even attach a register R, and repeat all the steps we have taken above. We shall bypass
these intermediate calculations that are conceptually straightforward but notationally
cumbersome. What matters in the end is how many equiprobable terms contain, say, m 1’s.
The answer is clearly, (M

m)μ
M−mνm. Therefore, the probability of detecting m 1’s in M trials

is given by:

pM(m) =

(
M
m

)
μM−mνm

(μ + ν)M =

(
M
m

)
|α|2(M−m)|β|2m. (3.28)

We now assume M is large, not because envariant derivation requires this—we have already
obtained Born’s rule for individual events, M = 1—but because the relative frequency
approach needs it (von Mises, 1939 [71]; Gnedenko, 1968 [52]). In that limit binomial can be
approximated by a Gaussian:

pM(m) �
exp− 1

2
(m−|β|2 M√

M|αβ|
)2

√
2πM|αβ|

. (3.29)

The average number of 1’s is, according to Equation (3.29), 〈m〉 = |β|2M, as expected,
establishing a link between relative frequency of events in a large number of trials and
Born’s rule. This connection between quantum states and relative frequencies does not
rest either on circular and ad hoc assumptions that relate size of the coefficients in the
global state to probabilities (e.g., by asserting that probability corresponding to a small
enough amplitude is 0 (Geroch 1984) [73]), or modifications of quantum theory (Weissman,
1999 [96]; Buniy, Hsu, and Zee, 2006 [83]), or on the unphysical infinite limit (Hartle, 1968
[79]; Farhi, Goldstone, and Guttmann, 1989 [80]). Such steps have left past frequentist
approaches to Born’s rule (including also these of Everett, DeWitt, and Graham) open to
criticism (Stein, 1984 [74]; Kent, 1990 [38]; Squires, 1990 [39]; Joos, 2000 [75]; Auletta, 2000
[97]).

Note that we avoid the problem of two independent measures of probability (number
of branches and size of the coefficients) that derailed previous relative state attempts.
We simply count the number of envariantly swappable (and hence provably equiprobable)
sequences of potential events. This settles the issue of “maverick universes”—atypical
branches with numbers of e.g., 0’s very different from the average 〈n〉. They are there (as
they should be) but they are very improbable. This is established through a physically
motivated envariance under swaps. So, maverick branches did not have to be removed
either “by assumption” (DeWitt, 1970 [14]; 1971 [15]; Graham, 1973 [72]; Geroch, 1984 [73])
or by an equally unphysical M = ∞. Maverick branches are there, but pose no threat to
our envariant derivation.
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3.7. Envariance—An Overview

Envariance settles a major outstanding quantum foundational problem: The origin of
probabilities. Born’s rule can be now established on a basis of a solid and simple physical
reasoning, and without assuming additivity of probabilities (in contrast to Gleason, 1957
[84]). We have derived pk = |ψk|2 without relying on the tools of decoherence.

There were other attempts to apply Laplacean strategy of invariance under permuta-
tions to prove “indifference”. This author (Zurek, 1998) [36] noted that all of the possibilities
listed on a diagonal of a unit density matrix (e.g., ∼ |0〉〈0|+ |1〉〈1|) must be equiprobable,
as it is invariant under swaps. This equiprobability—based approach was then extended to
the case of unequal coefficients by finegraining, and leads to Born’s rule.

However, a reduced density matrix is not the right starting point for the derivation:
A pure state, prepared by the observer in the preceding measurement, is. In addition, to
get from such a pure state to a mixed (reduced) density matrix one must “trace”—average
over, e.g., the environment. Born’s rule is involved in averaging, which leads to a concern
that such a derivation may be circular [7,35,48,88].

One could attempt to deal with a pure state of a single system instead. Deutsch (1999)
[86] and his followers (Wallace, 2003 [87]; Saunders, 2004 [98]) pursued this approach in
terms of decision theory. The key was again invariance under permutations. It is indeed
there for certain pure states (e.g., |0〉+ |1〉) but it disappears when the relative phase is
involved. That is, |0〉+ |1〉 equals the post-swap |1〉+ |0〉, but |0〉+ eiφ|1〉 �= |1〉+ eiφ|0〉,
and the difference is not the overall phase. Indeed, |0〉 + i|1〉 is orthogonal to i|0〉 + |1〉,
so there is no invariance under swaps, and the argument that the swap does not matter
because the pre-swap state is in the end recovered is simply wrong. In isolated systems
this problem cannot be avoided. (Envariance of course deals with it very naturally, as the
phase of Schmidt coefficients is envariant—see Equations (3.1)–(3.4).)

The other problem with decision theory approaches put forward to date is selection of
events one of which will happen upon measurement—the choice of the preferred states.
These two problems must be settled, either through appeal to decoherence (as in Zurek,
1998 [36], and in Wallace, 2003 [87]), or by ignoring phases essentially ad hoc (Deutsch,
1999) [86], which then makes readers suspect that some “Copenhagen” assumptions are
involved. (Indeed, Barnum et al. (2000) [99] criticized Deutsch (1999) [86] by interpreting
his approach in the “Copenhagen spirit”.) In addition, decoherence—invoked by Wallace,
2003 [87]—employs reduced density matrices, hence, Born’s rule. So, as noted by many, it
should be “off limits” in its derivation [32,35,48,89,90].

In more recent papers, advocates of the decision theory approach adopt a strategy
(Wallace 2007 [100]; 2010 [92]; 2012 [19]) that in effect relies on envariance. This affinity of
the updated decision-theoretic approach with envariant derivation of Born’s rule has been
noticed and analyzed [91].

Envariant derivation of Born’s rule we have presented is an extension of the swap
strategy in (Zurek, 1998) [36]. However, instead of tracing out the environment, we have
incorporated it in the discussion (albeit in the role similar to a gauge field).

Envariance leads to Born’s rule, but also to new appreciation of decoherence. Pointer
states can be inferred directly from the dynamics of information transfers as was shown
in Section 2 (see also Ref. [48]) and, indeed, in the original definition of pointer states [24].
Not everyone is comfortable with envariance (see, e.g., Herbut, 2007 [101], for a selection
of views on envariance). This is understandable—interpretation of quantum theory was
always rife with controversies.

3.7.1. Implications and the Scope of Envariance: Why Entanglement? Why Schmidt States?

Envariance is firmly rooted in quantum physics. It is based on the symmetries of
entanglement. One may be nevertheless concerned about the scope of envariant approach:
pk = |ψk|2 for Schmidt states, but how about measurements with other outcomes? The
obvious starting point for the derivation of probabilities is not an entangled state of S and
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E , but a pure state of S . In addition, such a state can be expressed in any basis that spans
HS . So, why entanglement? And why Schmidt states?

Envariance of Schmidt coefficient phases is closely tied to the einselection of pointer
states: After decoherence has set in, pointer states diagonalize reduced density matrices
nearly as well as the Schmidt states (which diagonalize them exactly). Residual misalign-
ment is not going to be a major problem. At most, it might cause minor violations of the
laws obeyed by the classical probability for events defined by the pointer states.

Such violations are intriguing, and perhaps even detectable, but unlikely to matter
in the macroscopic setting we usually deal with. To see why, we revisit pointer states—
Schmidt states (or einselection—envariance) link in the setting of measurements: Observer
O uses an (ultimately quantum) apparatus A, initially in a known state |A0〉, to entangle
with S , which then decoheres as A is immersed in E (Zurek, 1991 [27], 2003 [7]; Joos et al.,
2003 [29]; Schlosshauer, 2005 [31]; 2007 [32]). This sequence of interactions leads to:

|ψS〉|A0〉|ε0〉 ⇒
(
∑
k

ak|sk〉|Ak〉
)
|ε0〉 ⇒∑

k
ak|sk〉|Ak〉|εk〉 .

In a properly constructed apparatus pointer states |Ak〉 are unperturbed by E while |εk〉
become orthonormal on a decoherence timescale. So in the end we have a Schmidt decom-
position of SA (treated as a single entity) and E .

Apparatus is built to measure a specific observable σS = ∑k ςk|sk〉〈sk|. Suppose O
knows that S starts in |ψS〉 = ∑k ak|sk〉. The choice of A (of Hamiltonians, etc.) commits
observer to a definite set of potential outcomes: Probabilities will refer to {|Ak〉}, or,
equivalently, to {|Aksk〉} in the Schmidt decomposition.

To answer questions we started with (Why entanglement, Why Schmidt states?),
entanglement is a result of interactions that cause measurement and decoherence, and only
pointer states of the apparatus (e.g., states that are near the diagonal, and can play the role of
Schmidt states to a very good approximation after decoherence) can be outcomes.

This emphasis on the role of the apparatus in deciding what happens parallels Bohr’s
view captured by “No phenomenon is a phenomenon until it is a recorded phenomenon”
(Wheeler, 1983) [47]. In our case A is quantum and symptoms of classicality—e.g., einse-
lection as well as the loss of phase coherence between pointer states—arise as a result of
entanglement with E .

Envariant approach applies even when |sk〉 are not orthogonal: Orthogonality of the
record states of the apparatus is assured by their distinguishability. This is because (as noted
in Section 2) events agents have direct access to are records in A (rather than states of S).
Indeed, as we shall discuss in the next section, we access records in the measuring devices
indirectly, by intercepting small fragments of, e.g., photon environment that has helped
decohere them and has einselected distinct states of the apparatus pointer. States of A that
can leave multiple imprints on the environment (so that we can find out measurement
outcomes from the tiny fraction of E ) must be distinguishable (hence, orthogonal).

Other simplifying assumptions we invoked can be also relaxed [48]. For example,
when E is initially mixed (as will be generally the case), one can ‘purify’ it by adding
extra E′ in the usual manner (see Section 2). Given that we already have a derivation of
Born’s rule for pure states, the use of the purification strategy (when it is justified by the
physical context) does not require apologies, and does not introduce circularity. Indeed, it
is tempting to claim that all probabilities in physics can be interpreted envariantly.

Probabilities described by Born’s rule quantify ignorance of the observerO before he or
she finds out the measurement outcome. Therefore, envariant probabilities admit ignorance
interpretation—O is ignorant of the future outcome (rather than of an unknown pre-existing
real state, as was the case classically). Of course, once O’s memory becomes correlated
with A, its state registers what O has perceived (say, |o7〉 that registers |A7〉). Re-checking
of the apparatus will confirm it. Moreover, when many systems are prepared in the same
initial state, frequencies of the outcomes will accord with Born’s rule.
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Envariant approach uses incompatibility between observables of the whole and its
parts. It has been now adopted and discussed by others (Barnum, 2003 [93]; Schlosshauer
and Fine, 2005 [94]; Schlosshauer, 2005 [31]; 2006 [37]; 2007 [32]; 2019 [33]; Paris, 2005 [102];
Jordan, 2006 [103]; Steane, 2007 [104]; Bub and Pitovsky, 2007 [105]; Horodecki et al., 2009
[106]; Blaylock, 2010 [107]; Seidewitz, 2011 [108]; Hsu, 2012 [109]; Sebens and Carroll, 2018
[110]; Drezet, 2021 [91]).

In retrospect, it seems surprising that envariace was not noticed earlier and used to
derive probability or to provide insights into decoherence and einselection: Entangling
interactions are key to measurements and decoherence, so entanglement symmetries would
seem relevant. However, entanglement was viewed as a paradox, as something that needs
to be explained, and not used in an explanation. This attitude is, fortunately, changing.

3.7.2. Towards the Experimental Verification of Envariance

Purifications, use of ancillas, fine-graining, and other steps in the derivation need
not be carried out in the laboratory each time probabilities are computed using the state
vector: Once established, Born’s rule is a law. It follows from the tensor product and the
geometry of the Hilbert spaces for composite quantum systems. We used assumptions
about C, E , etc., to demonstrate pk = |ψk|2, but this rule must be obeyed even when no one
is there to immediately verify compliance. So, even when there is no ancilla C at hand, or
when E is initially mixed or too small for fine-graining, one could (at some later time, using
purification, extra environments and ancillas) verify that bookkeeping implicit in assigning
probabilities to |ψS〉 or pre-entangled |ψSE 〉 abides by the symmetries of entanglement.

The obvious next question is how to verify envariance directly. Testing whether
the global state is recovered following a swap and a counterswap using tools that favor
dealing locally with individual systems is the essence of the experimental difficulties.
The few tests of envariance carried out to date approach these challenges differently.
The first (and, to date, most precise) test uses pairs of entangled photons to perform the
requisite transformations (Vermeyden et al., 2015) [111]. The final global state is acquired by
measurements on the individual photons, and characterized using quantum tomography.

Envariance was indeed confirmed with impressive accuracy. Aware of the dangers of
circularity Vermeyden et al. used Bhattacharyya coefficient to analyze the experimental
data. They have also tested (and constrained) the theory of Son (2014) [112] which allows
for powers other than the standard square, pk = |ψk|2, in the relation between probability
and amplitude. Entangled quantum states were found to be (99.66 ± 0.04)% envariant as
measured using the quantum fidelity, and (99.963 ± 0.005)% as measured using a modified
Bhattacharyya coefficient. According to the authors, the systematic deviations are due to
the less-than-maximal entanglement in their photon pairs.

The experiment of Harris et al. (2016) [113] verified envariance by showing that pure
quantum states consisting of two maximally entangled degrees of freedom are left unaltered
by the action of successive ’swapping’ operations, each of which is carried out on a different
(entangled) degree of freedom. Moreover, it tested and confirmed the perfect correlation
used in the derivation of Born’s rule. That is, it showed that Schmidt partners—states
that belong to different Hilbert spaces but are linked to one another via tensor product
in a Schmidt decomposition—are detected together upon measurement. Bhattacharyya
coefficients were again used in testing and the accuracies of well over 99% were attained.

The advent of quantum computers has allowed theorists to act as experimenters. A
pioneering example is the test of envariance using 5 qubits of IBM’s Quantum Experience
carried out by Deffner (2016) [114]. In addition to testing envariance on entangled pairs, he
has also investigated larger GHZ-like states with up to five entangled qubits. The accuracy
to which envariance holds decreased with the increasing number of qubits from ∼95%
for pairs to ∼75% for quintuples. Final measurement was again done on individual spins.
Clearly, quantum computers are at this point no match for serious laboratory experiments,
but as they improve, even small quantum devices may be useful as tests of fundamental
physics.
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While present day quantum computers are imperfect, the progress is, of recent, rela-
tively rapid. It seems therefore likely that much more accurate implementations of strategies
that test this fundamental symmetry as well as more advanced tests (needed to verify “fine-
graining” in the case of unequal absolute values of the coefficients) should be within reach
soon. A possible circuit that can be used to verify envariance is illustrated in Figure 3A.

A. ‘Quantum Agent’ Circuit Test of Envariance.

B. Hong-Ou-Mandel Experimental Test of Envariance.

Figure 3. Testing envariance: A. “Quantum agent” circuit test of envariance: Hadamard gates put
agent A and the system S in a superposition, and the leftmost c-not creates an entangled SE state.
The next c-not performs a superposition of a swap on S (when A is in the state |1〉) or does nothing
(when A is in |0〉). After the second c-not the SE pair is in a superposition of swapped an untouched,
and state of A is mixed. However, after the last gate performs a conditional counterswap on E , the
entangled state of SE should be restored, and the state of A should disentangle from SE and become
pure again. B. Testing envariance with an entangled photon pair and a Hong-Ou-Mandel [115]
interferometer. The initial state is |0〉|1〉 − |1〉|0〉. As photons in the two arms of the interferometer
are distinguishable (have “opposite” polarizations) they should not emerge together at the end
of the interferometer. As a result, detectors should click in coincidence. However, after a swap
UA = |0〉〈1|+ |1〉〈0| on one of the photons changes the state into |0〉|0〉 − |1〉|1〉, both photons should
emerge at the same output. This will suppress coincidence clicks of the two detectors. This swap
can be of course undone by a counterswap UB = |0〉〈1|+ |1〉〈0| on the second photon, restoring the
initial state, and restoring coincidences between the two detectors. Partial rotations of polarization
and phase shifts can probe envariance for more general transformations.
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In the meantime, it may be useful to consider other experimental settings and other
designs that require laboratory tests but that allow one to verify that (in the wake of a swap
and a counterswap) nothing happens that the global state is restored. A possible design of
such a test that employs Hong-Ou-Mandel (HOM) interferometry (Hong, Ou, and Mandel,
1987 [115]; Milonni and Eberley, 2010 [116]) is shown in Figure 3B.

4. Quantum Darwinism

Objective existence in classical physics was an attribute of the state of a system. An
unknown classical state could be measured and found out by many, and yet retain its
identity—remain unchanged—even when observers were initially ignorant of what it is.

In contrast to classical states, quantum states are fragile—they cannot be, in general,
found out without getting perturbed by the measurement. Objective existence in a quantum
world emerges—we shall see—as a consequence of correlations between a system and its
environment. It is not (as in classical physics) “sole responsibility” of the system.

Quantum states can, in effect, exist objectively—retain their identity and result in
compatible records of independent measurements by many observers—providing observers
measure only observables that commute with the preexisting state of the system. In the
aftermath of decoherence, this means restriction to its pointer observable. In that case,
observers will agree about the outcomes—their measurements will not invalidate one
another and will not be erased by decoherence. Therefore, a consensus about the state
based on independent measurements—the essence of objectivity—can be established. Such
a consensus is the only operational requirement for the “objective existence of classical
reality” in our quantum Universe. However, why should observers measure only pointer
observables?

Quantum Darwinism provides a simple and natural explanation of this restriction, and,
hence, of objective existence—bulwark of classicality—for the einselected states. Quantum
Darwinism recognizes that the information we acquire about the Universe comes to us
indirectly, through the evidence systems of interest deposited in their environments, and
that the only states capable of depositing multiple copies—many quantum memes or
qmemes—are the einselected pointer states. Observers access directly only the record made
in a fraction of the environment—an imprint of the original state of S on a fragment F of E .
There are usually multiple copies of that original (e.g., of this text) that are disseminated
throughout E (e.g., by the photon environment—by the light scattered by a printed page or
emitted by a computer screen). Observers can find out states of various systems indirectly
and agree about their findings because correlations of S with E (which we quantify below
using mutual information) allow E to be a witness to the pointer state of the system.

In this section we define mutual information, and use it to characterize the information
that can be gained about S from E . Objectivity arises because of redundancy—the same
information can be obtained independently by many observers from many fragments
of E . So, in a sense, objectivity of an observable is quantified by the redundancy of its
records—the number of its copies—in E .

The multiplicity of records of the pointer observable of S in E accounts for all the
symptoms of the “wavepacket collapse” that are accessible via localized measurements of
the environment: Observers who have detected a fragment of E that bears an imprint of the
pointer observable of the system will—in the future—encounter only states of the rest of
the environment fragments that convey message consistent with the pointer state they have
initially seen, and will be able to communicate only with others who have recorded the
same pointer state (and are therefore on the same “branch”). Moreover, an observer who
decides to verify the state of S (either by measuring it directly, or by intercepting additional
fragments of E ) will obtain data which confirm that S is in a pointer state that was revealed
by the initial measurement on the fragment E that was measured first.

The system itself is untouched—it is not measured directly. Observers acquire their in-
formation indirectly, from the qmemes in the environment that has “measured” the system
while decohering it. What we find out about our quantum Universe as a consequence of
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decoherence (that restricts stable states of macroscopic systems to the einselected pointer
states) and of quantum Darwinism (selective proliferation of the information about these
pointer states). What we see looks classical—it is our familiar classical world: Environment
communicates information about pointer states that were selected by decoherence.

We perceive our reality as classical because we are immersed in the information
bearing halos of macroscopic systems—because our world consists of extantons, composite
entities that combine the source of information (the pointer observable of the macroscopic
object that resides in the extanton core) with the means of its delivery (information-bearing
halo of, e.g., photons). We only pay attention to the message (the state of the extanton core)
and take for granted—ignore—its means of delivery (extanton halo laden with data about
the pointer state of the core).

Fragility of individual quantum states is no longer a problem. Observers will generally
destroy the evidence (e.g., absorb photons in their retina) while acquiring information.
However, there are now many copies of the same information—all imprinted with the data
about the underlying state of the system. Therefore, even though evidence of the state
of the system may be in part erased, consensus about it will emerge in the end, even as
observers measure different fragments of the environment in ways that obliterate carriers
of that information.

Last not least, even when observers do not know what are the pointer states of the
system, the environment does, and will let them know: Consensus between the evidence
carried by different fragments of E emerges as these measurements contain redundant
information only about the pointer states10.

Quantum Darwinism can be developed starting from the same assumptions as de-
cohrence theory. Nevertheless, results of the two previous sections are essential when one
aims to arrive at a consistent and comprehensive quantum theory of the classical. Derivation
of the pointer states via repeatability in Section 2 allows us to anticipate preferred states
capable of leaving multiple records in E with minimal assumptions that tie directly to the
narrative of quantum Darwinism. Only states that are monitored by E without getting per-
turbed can survive long enough to deposit copious qmemes, their information—theoretic
progeny, in the environment: The no-cloning theorem is not an obstacle when “cloning”
involves not an unknown quantum state, but an einselected observable. The copies are
then messages with the information about the pointer states. The environment becomes an
amplification channel—a quantum communication channel that carries multiple qmemes of
the classical information about the ‘events’ corresponding to the pointer states of S .

The inevitable price of the amplification of the preferred observable is the destruction
of the information about the complementary observables and about the initial superposition
of the pointer states of S . A single copy of that state is diluted in all of E , so quantum
information can be obtained only through global measurements that are inaccessible to
local observers. Thus, a quantum environment can transmit only classical information
about the pointer observable of S . Or, more precisely, the ability to spawn and disseminate
qmemes endows pointer states with all the prerogatives of objective classical existence.
Such preferred observable is “fittest” in the Darwinian sense—the original pointer state

10 It has been remarked (Healey, 2012) [117] that, in the quantum Darwinist approach to objective existence “One
is reminded of Wittgenstein’s remark in his Philosophical Investigations: As if someone were to buy several copies
of the morning paper to assure himself that what it said was true”. The difference with Wittgenstein’s reader of
classical newspapers is, of course, that an observer in a quantum Universe does not get a newspaper with a
robust, objectively existing content. What an observer will get out of a single copy of the hypothetical quantum
newspaper (or a fragment of E ) is a combination of what was imprinted on it (by the system) and quantum
randomness—by Born’s rule and by how the state of that F collapses when “read” (measured). Therefore, in
general, different copies of the same “quantum paper” will “collapse” into distinct messages (because the state
of the copy will “collapse” when measured, and also because different observables may be used to read them),
even when the underlying state of each copy was the same. Objective reality emerges—the news about the
state of the system can be ascertained—only from the consensus between many copies that reveal the “true”
state of the S . It can be confirmed by additional measurements (on the environment or even directly on the
system). That information will also agree with what other observers have found out about S . In practice, we
do not need to search for such consensus between different choices of observables: Our eyes have evolved to
measure photons that are imprinted with and can only reveal localized states of systems.
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has survived evolutionary pressures of its environment and has spawned copious qmemes,
information - theoretic offspring, advertising its objective existence.

To make these ideas rigorous we shall calculate the number of copies of S in E . To do
that we will compute entropies of S , E , and various fragments F of E (see Figure 4) using
reduced density matrices and relevant probabilities. It is therefore fortunate that, in Section
3, we have already derived Born’s rule from the symmetries of entanglement. This gives us
the right to employ the usual tools of decoherence—trace and reduced density matrices
interpreted as statistical entities—to compute entropy.
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Figure 4. Quantum Darwinism and the structure of the environment. The decoherence paradigm
distinguishes between a system (S) and its environment (E ) as in (a), but makes no further recognition
of the structure of E ; it could as well be monolithic. In the environment-as-a-witness paradigm,
we recognize subdivision of E into subenvironments—its natural subsystems, as in (b). The only
essential requirement for a subsystem is that it should be individually accessible to measurements;
observables corresponding to different subenvironments commute. To obtain information about
the system S from its environment E one can then carry out measurements of fragments F of the
environment—non-overlapping collections of its subsystems. Sufficiently large fragments of the
environment that has monitored (and, therefore, decohered) S can often provide enough information
to infer the state of S , by combining subenvironments as in (c). There are then many copies of
the information about S in E , which implies that information about the “fittest” observables that
survived monitoring by E has proliferated throughout E , leaving multiple qmemes, their (quantum)
informational offspring. This proliferation of the information about the fittest (pointer) states defines
quantum Darwinism. Multiple copies allow many observers to find out the state of S : Environment
becomes a reliable witness with redundant copies of information about preferred observables, which
accounts for the objective existence of preferred pointer states.
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4.1. Mutual Information, Redundancy, and Discord

Quantities that play key role in quantum Darwinism are often expressed in terms of
the von Neumann entropy:

H(ρ) = −Trρ lg ρ , (4.1)

The density matrix ρ can describe the state of just one, or of a collection (ensemble) of many
quantum systems.

As was done (since at least Laplace) classically, probabilities underlying quantum von
Neumann entropy can be regarded as a measure of ignorance11. However, the density
matrix ρ provides more than just its eigenvalues. It is an operator—it has eigenstates. One
may be tempted to add that ρ also determines what one is ignorant of: This is generally not
the case. Observer can be interested in an observable whose eigenstates do not diagonalize
ρ. Indeed, as Section 2 demonstrated, even the einselected pointer states do not always
diagonalize ρS . Thus, states that are predictable (because of their stability) and therefore
useful may not coincide with instantaneous eigenstates of the reduced density matrix.

What is the ignorance of someone interested in an observable with states {|πk〉} that
differ from the eigenstates of ρ? The corresponding entropy is then the Shannon entropy
given by:

H(pk) = −∑
k

pk lg pk , (4.2)

where probabilities of {|πk〉} are:

pk = Tr〈πk|ρ|πk〉 . (4.3a)

As noted above, {|πk〉} may be pointer states (indeed, we shall adopt this notation for
the pointer states in this section). They will be (almost) as good in diagonalizing the
reduced density matrix of the system as its eigenstates after decoherence. As was noted
in Section 3, it is only then that one can associate the usual interpretation of probabilities
with pointer states. Otherwise additivity of probabilities may be in danger, as consistent
histories approach (Griffiths, 1984 [118]; 2002 [119]; Gell-Mann and Hartle, 1990 [120], 1993
[121]; Omnès 1992 [122]; Griffiths and Omnès, 1999 [123]) makes especially clear.

Note that above—in Equations (4.1) and (4.2)—we have used the same H to denote
both von Neumann and Shannon entropy. Sometimes different letters (e.g., S and H) are
used for this purpose. We will not do that because, to begin with, S is used to denote the
system. Moreover, immediately below we shall consider entropies that are in a sense partly
von Neumann and partly Shannon. Last not least, throughout most of this section our
focus will be on von Neumann entropy and on the corresponding mutual information.

4.1.1. Mutual Information

Mutual information will help us find out how much a fragment of the environment
knows about the system, and what does it know. It is the difference between entropy of
two systems treated separately and jointly:

I(S : A) = H(S) + H(A)− H(S ,A) . (4.4)

Mutual information I(S : A) quantifies of how much S and A know about one another.

11 We are not “backtracking” here—probabilities in the quantum theory are based on objective quantum
symmetry—envariance: Even in the case when global state of SE is pure, von Neumann entropy of S
quantifies ignorance associated with the probabilities of the eigenstates of its reduced density matrix. The
difference between the quantum case and the classical “Laplacean” approach is clear: Subjective assessment of
likelihood can be, in quantum setting, replaced by the objective symmetries of the global state.
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For classical systems the above definition of I(S : A) is equivalent to the definition of
mutual information that employs conditional entropy (e.g., H(S|A)). Conditional entropy
quantifies the ignorance about S left after the state of A is found out:

H(S ,A) = H(A) + H(S|A) . (4.5a)

A similar formula reverses the roles of the two parties:

H(S ,A) = H(S) + H(A|S) . (4.5b)

In classical settings, when states can be characterized by probability distributions, one
can simply substitute either of the Equations (4.5) for H(S ,A) in Equation (4.4) and obtain
an equivalent expression for mutual information. In quantum physics “knowing” is not
as innocent—it requires performing a measurement that in general alters the joint density
matrix into an outcome—dependent conditional density matrix describing the state of the
system given the measurement outcome—e.g., given the state |Ak〉 of the apparatus A:

ρS|Ak〉 = 〈Ak|ρSA|Ak〉/pk . (4.6)

Above, in accord with Equation (4.3a),

pk = Tr〈Ak|ρSA|Ak〉 . (4.3b)

Given the outcome |Ak〉 the conditional entropy is:

H(S|Ak〉) = −TrρS|Ak〉 lg ρS|Ak〉 , (4.7)

which leads to the average conditional entropy:

H(S|{|Ak〉}) = ∑
k

pk H(S|Ak〉) . (4.8)

This much information about S one expects will be still missing after a measurement
of an observable with the eigenstates {|Ak〉} on A. Note that, as in the discussion of
probabilities and envariance, this estimate of the expected missing information is relevant
for a “bystander”—someone who knows what was measured, but does not yet know the
result. (Observer who knows the outcome would use Equation (4.7) instead). An average
over all the outcomes, Equation (4.8), gives the expected remaining ignorance about S as
long as one does not know the outcome.

Once the observer perceives the outcome, the relevant state of S (and the correspond-
ing relevant entropy) will be given by Equations (4.6) and (4.7). This is the infamous
“collapse”—the range of possibilities is reduced to a single actuality. We note that even for
a bystander—observer’s friend who knows that the measurement has already happened,
but who has not yet found out the outcome12 the joint state of SA is usually affected,
as the reconstituted density matrix ∑k pk|Ak〉〈Ak|ρS|Ak〉 differs in general from the pre-
measurement ρSA. In particular, the entropy of the reconstituted mixed state is usually
larger than the entropy of the pre-measurement ρSA.

This increase of entropy is characteristically quantum. It was pointed out already
by von Neumann (1932) [4]. Decoherence explains it as an inevitable consequence of the
correlations with the environment E that “monitors” A. From the point of view of the
bystander, correlations of A with the environment or with the observer have a similar
effect—they can invalidate some of the information the bystander had about SA, and hence
increase entropy.

12 That is, for whom the possibilities have not yet collapsed to a single actuality, but who knows the apparatus
A has already passed on the information to someone else (via a measurement) or to the environment (as a
consequence of decoherence).
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The entropy in Equation (4.8) can be viewed as a half von Neumann—half Shannon: It
involves (quantum) conditional density matrices as well as (effectively classical) probabili-
ties of outcomes. Given ρSA, one can also address a more specific question, e.g., how much
information about a specific observable of S (characterized by its eigenstates {

∣∣sj
〉
}) will be

still missing after a specific observable with the eigenstates {|Ak〉} of A is measured. This
can be answered by using ρSA to compute the joint probability distribution:

p(sj, Ak) =
〈
sj, Ak

∣∣ρSA∣∣sj, Ak
〉

. (4.9)

These joint probabilities are in effect classical. They can be used to calculate Shannon
joint entropy for any two observables (one in S , the other in A), as well as entropy of
each of these observables separately, and to obtain the corresponding (Shannon) mutual
information:

I({
∣∣sj
〉
} : {|Ak〉}) = H({

∣∣sj
〉
}) + H({|Ak〉})− H({

∣∣sj
〉
}, {|Ak〉}) . (4.10)

We shall find uses for all of these variants of mutual information. The von Neumann
entropy based I(S : A), Equation (4.4), answers the question “how much the systems
know about each other”, while the Shannon version immediately above quantifies mutual
information between two specific observables. Shannon version is (by definition) basis
dependent. It is straightforward to see that, for the same underlying joint density matrix:

I(S : A) ≥ I({
∣∣sj
〉
} : {|Ak〉}) . (4.11)

Equality is attained only for a special choice of the two measured observables, and only
when the eigenstates of ρSA are direct products |sk〉|Ak〉 of the orthogonal sets of states
{|sk〉} and {|Ak〉} of S and A. In that case correlations between S and A can be regarded
as completely classical.

With the help of Equation (4.8) one can define “half way” (Shannon—von Neumann)
mutual informations that presume a specific measurement on one of the two systems (e.g.,
A), but make no such commitment for the other one. For instance,

J(S : {|Ak〉}) = H(S)− H(S|{|Ak〉}) (4.12a)

would be one way to express mutual information defined “asymmetrically” in this way. A
corresponding formula;

J(A : {|sk〉}) = H(A)− H(A|{|sk〉}) (4.12b)

is relevant when S is measured in the basis {|sk〉}.

4.1.2. Quantum Discord

Quantum discord is the difference between the mutual information defined using
symmetric von Neumann formula, Equation (4.4), and one of the half-way Shannon—von
Neumann versions [124–126]. For example:

D(S ; {|Ak〉}) = I(S : A)− J(S : {|Ak〉}) . (4.13a)

Discord is a measure of how much information about the two systems is inaccessible
locally—how much of the globally accessible mutual information is lost when one attempts
to find out the state of SA starting with a local measurement on A with outcomes {|Ak〉}.

Discord is asymmetric and basis-dependent, as information gain about S depends on
what gets measured on A. The least discord (corresponding to optimal {|Ak〉}):

D(S ;A) = min
{|Ak〉}

{D(S ; {|Ak〉})} = 0 (4.13b)
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disappears iff ρSA commutes with A = ∑k αk|Ak〉〈Ak|:

[ρSA, A] = 0. (4.14a)

When that happens, quantum correlation is classically accessible from A. This can be
assured iff;

[ρSA, ρA] = 0. (4.14b)

Decoherence of A that einselects preferred pointer basis {|Ak〉} will evolve ρSA to where
Equations (4.14) are satisfied to a good approximation [126].

When the composite system is classical, so that its state can be found out without dis-
turbing it and can be—prior to measurements—characterized by a probability distribution
that is independent of the measuring process, the symmetric I (defined using joint entropy,
Equation (4.4)) and the asymmetric J (defined using conditional entropy, Equation (4.12))
coincide. The proof (see, e.g., Cover and Thomas, 1991) [127] relies on Bayes’ rule relating
conditional and joint probabilities. Thus, non-vanishing discord signifies breakdown of
Bayes’ rule in quantum physics.

We emphasize that the asymmetric “half way” (Shannon—von Neumann) mutual
information J is indeed asymmetric—it depends on whether measurements are carried
out on A or S . In the classical case asymmetric-looking definition of J results, courtesy of
Bayes’ rule, in a symmetric mutual information, as J(S : A) = I(S : A) = J(A : S). In
the classical case J(S : A) = J(A : S), so this does not matter, but in the quantum case, in
general, J(S : A) �= J(A : S).)

As a consequence of asymmetry between the system that is measured and its partner
whose state is inferred indirectly, based on the outcome of that measurement, it is possible
to have correlations that are classically accessible only “from one end” [128]. For instance:

ρSA =
1
2
(| ↑〉〈↑ ||A↑〉〈A↑|+ | ↗〉〈↗ ||A↗〉〈A↗|)

will be classically accessible through a measurement on A with orthogonal record states
{
∣∣A↑〉, ∣∣A↗〉} (i.e., when 〈A↑|A↗〉 = 0), but classically inaccessible to any measurement

on S when 〈↑ | ↗〉 �= 0. Indeed, the original motivation for introducing discord was the
observation that decoherence of the apparatus makes the correlations accessible from A
[124].

Minimization used in Equation (4.13b) raises the obvious question: Could one do
better if one used positive operator valued measures (POVM’s) rather than Hermitian
observables with orthogonal eigenstates? The answer is, unsurprisingly, “Yes”. In the case
of POVM’s {πk} the asymmetric mutual information coincides with the familiar Holevo
quantity χ (Holevo, 1973 [129]) :

χ(ρA) = max
{πk}

(
H(ρA)−∑

k
pk H(A|πk)

)
, (4.12c)

so that the minimum discord can be now expressed as:

D(S ;A) = I(S : A)− χ(ρA). (4.13c)

Holevo quantity bounds the capacity of quantum channels to carry classical information.
This role of Holevo χ fits naturally into the discussion of quantum Darwinism where
fragments F of the environment play a role of quantum channels transmitting information
about S that is being decohered by E . In particular, Zwolak and Zurek (2013) [130] point
out that χ and D—classical and quantum information transmitted by this channel—are
complementary, while Touil et al., (2022) [131] show that the Holevo bound is a reasonable
estimate of the information about S that can be accessed by optimal measurement of F .

Quantum discord has become an active area of research following indications that
the “quantumness” it defines may play a fundamental role in operation of quantum
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thermodynamic demons ([128], also Brodutch and Terno, 2010 [132]), in defining completely
positive maps (Rodrígues-Rosario et al., 2008) [133], and, especially, in quantum information
processing (Datta, Shaji, and Caves, 2008) [134] as well as quantum communication (Piani,
Horodecki and Horodecki, 2008 [135]; Luo and Sun, 2010 [136]; Gu et al., 2012 [137]; Dakic
et al., 2012 [138]). Our brief introduction to discord is clearly incomplete (see, however,
Modi et al., 2012 [139] and Bera et al., 2018 [140] for reviews), but it will suffice for our
purpose.

Questions we shall analyze using mutual information and discord will concern (i)
redundancy of information (e.g., how many copies of the record does the environment
have about S), and; (ii) what is this information about (that is, what observables of the
system are recorded in the environment with large redundancy).

Objectivity appears as a consequence of large redundancy. In the limit of large re-
dundancy the precise value of redundancy has as little physical significance as the precise
number of atoms on thermodynamic properties of a large system. So, it will be often enough
to show that redundancy is large (rather than to calculate exactly what it is). Discord will
turn out to be a measure of the unattainable quantum information that cannot be extracted
by local measurements from the fragments of the environment.

One might be concerned that having different measures—different mutual informations—
could be a problem, as this could lead to contradictory answers, but in practice this never
becomes a serious issue for two related reasons: There is usually a well-defined pointer
observable that obviously minimizes discord, so various possible definitions of mutual infor-
mation tend to agree where it matters. Moreover, the effect we are investigating—quantum
Darwinism—is not subtle: We shall see thet there are usually many copies of pointer states
of S in E , so (as is discussed by Touil et al. (2022) [131] and Zwolak (2022) [141]) the
discrepancy between redundancies computed using different methodologies—differences
between the numbers of copies defined through different measures—is irrelevant.

4.1.3. Evidence and Its Redundancy

We study a quantum system S interacting with a composite quantum environment
E = E1⊗E2⊗ · · · ⊗ EN . The question we consider concerns the information one can obtain
about S from a fragment F of the environment E consisting of several of its subsystems (see
Figure 4). To be more specific, we partition E into non-overlapping fragments. Redundancy
of the record is then defined as the number of disjoint fragments each of which can supply
sufficiently complete information (i.e., all but the information deficit δ < 1) about S ;

I(S : Fδ) ≥ (1− δ)HS . (4.15)

Small information deficit, δ� 1, implies that nearly all the classically available information
can be obtained from Fδ. This will not always be the case, and δ� 1 is not a condition for
the effectively classical behavior or even for an agreement between different observers13.

We now define redundancy as the number of fragments that can independently supply
almost all—all but δ—of the missing information HS about the system:

Rδ =
1
f δ

. (4.16)

Definition of redundancy can be illustrated using partial information plots that show
the dependence of the mutual information on the size of the intercepted fraction of the

13 In some situations—e.g., where the information about a text is concerned—this demand certainly justified, and
δ� 1 assures distinguishability of the letters. However, there are situations (e.g., astronomical observations)
where accessing larger fraction of the relevant environment (e.g., using telescope to collect more light emitted
by Andromeda Nebula) provides more information, and this alone is a conclusive evidence that δ is not always
small. Observers generally recognize that, in such situations, disagreements between what they infer about
the object of their indirect observations may be a result of the incompleteness of their data (see also Girolami
et al., 2022 [142] for discussion of this issue).
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environment: Redundancy is the length of the plateau of I(S : F ) measured in the units set
by the support of the initial, rising, portion of the graph—the part starting at I(S : F ) = 0
and ending when I(S : Fδ) = (1− δ)HS (see Figure 5). Thus, to estimate redundancy we
will need to determine how much information about S can one get from a typical fragment
F that contains a fraction;

fδ =
�Fδ
�E =

number o f subsystems in Fδ

number o f subsystems in E

of E . For this we need the dependence of the mutual information I(S ,F ) on f = �F/�E .

Figure 5. Partial Information Plot (PIP) and redundancy Rδ of the information about a system

S stored in its environment E . When global state of SE is pure, mutual information that can be
attributed to a typical fraction f of the environment is antisymmetric around f = 1

2 and monotonic in
f . For pure states picked out at random from the combined Hilbert space HSE , there is very little
mutual information between S and a typical fragment F smaller than about half of E . However, once
threshold fraction 1

2 is attained, nearly all information is in principle at hand. Thus, such random
states (green line above) exhibit only small redundancy. (Strictly speaking redundancy is 2: The
environment can be split into two halves, each supplying HS of information.) By contrast, states of
SE created by decoherence (where the environment E monitors preferred observables of S) allow
one to gain almost all (all but δ) of the information about S accessible through local measurements
from a small fraction fδ = 1/Rδ of E . The corresponding PIP (red line above) quickly asymptotes to
HS—the entropy of the system S (either preexisting or caused by decoherence)—which is all of the
information about S available from measurements on either E of S . (More information about SE can
be ascertained only through global measurements on S and a fragment F corresponding to more
than half—indeed, nearly all—of E ). HS is therefore the classically accessible information. As (1− δ)HS
of information can be obtained from a fraction fδ = 1/Rδ of E , there are Rδ such fragments in E , and
Rδ is the redundancy of the information about S . Large redundancy implies objectivity: The state of
the system can be found out independently and indirectly (from fragments of E ) by many observers,
who will agree about it. In contrast to direct measurements, S will not be perturbed. Thus, quantum
Darwinism accounts for the emergence of objective existence.

Examples of partial information plots (or “PIPs”) of the von Neumann mutual infor-
mation for a pure composite system consisting of S and E are shown in Figure 5. The first
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observation is that these plots are asymmetric around f = 1
2 . This can be demonstrated14

using elementary properties of the von Neumann mutual information and assuming; (i) F
is typical, and; (ii) the whole of SE pure [143].

There is a striking difference between the character of PIPs for random pure states in
the whole joint Hilbert spaceHSE = HS ⊗HE and states resulting from decoherence—like
evolution: For a random state very little information obtains from fragments with f < 1

2 .
By contrast, for PIPs that result from decoherence already a small fragment F of E ( f � 1)
will often supply nearly all the information that can be obtained from less than almost all
SE .

The character of such decoherence—generated PIPs suggest dividing information into
(i) easily accessible classical information HS that can be inferred (up to the information deficit
δ) from local measurements—from any sufficiently large fragment Fδ that is still small
compared to half of E , and (ii) quantum information that is locally inaccessible, but is present,
at least in principle, in the global observables of the whole SE .

This shape of PIPs is a result of einselection: When there is a preferred observable
in S that is monitored but not perturbed by the environment, the information about it is
recorded over and over again by different subsystems of E . A combined state of S and E
resulting from decoherence will have a branching structure;

|ΨSE 〉 = ∑
k

eiφk
√

pk|πk〉
∣∣∣ε(1)k

〉∣∣∣ε(2)k

〉
. . .
∣∣∣ε(l)k

〉
. . . (4.17)

with the pointer states of the system |πk〉 at the base of each branch. Subsystems of E are
correlated with these pointer states, but, individually, will often contain only poor (far from
distinguishable) records of |πk〉. Nevertheless, even when records contained in individual
subsystems are insufficient—〈ε(l)j |ε

(l)
k 〉 is nowhere near δjk—sufficiently long fragments F

of branches labelled by distinct pointer states |πk〉 will be approximately orthogonal. As a
result, nearly all of the easily accessible classical information can be often recovered from
small fragments—a fraction of the environment.

4.1.4. Mutual Information, Pure Decoherence, and Branching States

In quantum Darwinism, fragment F plays a role of an apparatus or of a commu-
nication channel designed to access the same pointer observable that can survive intact
in spite of the immersion of S in E . Decoherence singles out preferred observables of S .
They are determined by the dynamics of decoherence, so—in presence of fixed interaction
Hamiltonians—they remain unchanged even as more and more copies of the information
about the system are deposited in E . This is fortunate, as calculating mutual information
is in general difficult. However, when decoherence is the only significant process—when
we are dealing with pure decoherence that results in perfect branching states—calculations
simplify [131,141,144–146]).

Pure decoherence is defined by the system-environment Hamiltonian that commutes
with {|πk〉}, pointer states of S , and does not directly correlate subsystems El of the
environment:

HSE = ∑
k

∑
l

ςkl |πk〉〈πk|γ̂El . (4.18a)

14 For a pure SE , the joint entropy of SF must be the same as the entropy of E/F—the rest of the closed pure SE
(where E/F is the remainder of the environment—E less F ). Consequently, mutual information is given by;

I(S : F ) = HS + HF − HS ,F = HS + [HF − HE/F ].

When we assume that the fragments of the environment are typical, the entropies in the term in the square
brackets are a function of the fraction of the environment contained in the fragment F , so that HF − HE/F =

H( f )− H(1− f ), which established the antisymmetry illustrated in Figure 5.
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Above, Hermitian operators γ̂El act on individual subsystems of E . The resulting evolution
operator USE (t) factors:

USE (t) = e−iHSE t/h̄ = USF (t)USE/F (t). (4.18b)

This independence of the evolution of a fragment of the environment F from its remainder
E/F will greatly simplify our calculations. Addition of a self-Hamiltonian HS that com-
mutes with HSE would not affect our discussion. Similarly, one could add self-Hamiltonians
of the environment subsystems. As long as USE (t) factors as above, our conclusions will
be valid.

We now consider evolution of ρSF starting from an initially uncorrelated state;

ρSE (0) = ρS (0)ρE1(0)ρE2(0)...

Given our assumptions that include pure decoherence, the evolved state is given by;

ρSF (t) = USF (t)ρSdE/F (t)ρF (0)USF (t)
† (4.19)

where;
ρSdE/F (t) = TrE/FUSE/F (t)ρS (0)ρE/F (0)USE/F (t)

†

represents the state of S decohered by E/F , the remainder of the environment. The structure
of Equation (4.19) implies that the joint entropy of the system S and the environment
fragment F is given by:

HSF (t) = HSdE/F (t) + HF (0).

This identity is valid for branching states, Equation (4.17), resulting from pure decoherence.
It allows us to write (Zurek, 2007 [49]; Zwolak, Quan, and Zurek, 2009 [144]; 2010 [145]):

I(S : F ) =
local/classical(

HF − HF (0)
)
+

global/quantum(
HS − HSdE/F

)
. (4.20)

The mutual information is given by the sum of two contributions, which (as indicated
above) can often be regarded as, respectively, classical and quantum.

The first contribution, HF − HF (0), is the increase of the entropy of the fragment
F . In our case of pure decoherence it is all due to the correlation with S—due to the
information F acquires about S . This information about S can be accessed indirectly, by
measuring F , and is available locally (hence, it is within reach of local observers). In the
PIP representing decoherence in Figure 5 increase of HF is responsible for the rapid rise of
I(S : F ) that starts at f = 0 and for its leveling off at the classical plateau at HS that can
happen already at f � 1. This information about S is easily accessible because it has been
widely disseminated—many independent fragments of E share it.

The second term, HS − HSdE/F , turns out (Zwolak, Quan, and Zurek, 2010) [145]
to be the discord in the pointer basis of S . It is usually negligible when f < 1, but
can become significant when f → 1 (F → E ). Consequently, it represents information
that can be obtained only via global measurements—measurements that involve nearly
all SE . When decoherence by the environment E is solely responsible for HS , one can
rewrite HS −HSdE/F as HSdE −HSdE/F—as the difference between the decoherence caused
by all of E and its remainder, E/F . As long as the remainder E/F keeps S decohered,
HS − HSdE/F = 0. Only when, with the increase of f , E/F becomes too small to effectively
decohere S , HSdE/F begins to be substantially less that HS , and eventually disappears. In
that limit of a vanishing remainder HS − HSdE/F → HS , and I(S : F ) approaches 2HS for
f → 1.

To sum up, the initial climb of I(S : F ) to the classical plateau at HS is due to HF −
HF (0). The final climb from that classical plateau to the quantum peak I(S : F ) = 2HS
happens when the remainder of the environment E/F is not enough to keep S decohered,
so that HSdE/F falls below HS . This quantum value of I(S : F ) = 2HS can be reached
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at f = 1, and only when SE , as a whole, is pure (so that HSE = 0, and HS = HE ). This
additional quantum information can be revealed only by measurements that have global
entangled states of SE as outcomes.

In addition to the need for global measurements there is another reason that suggests
that HS − HSdE/F represents quantum information. It is best illustrated by contrasting the
behavior of HS − HSdE/F for f → 1 when the system starts in a mixture of pointer states
(so that its entropy is HS already before it couples to E , and cannot increase any more
due to decoherence by E ) with the alternative—when S starts in a corresponding pure
“Schrödinger cat” state (so its entropy is due to decoherence by E , HS = HSdE ).

In the case of initially pure E and mixed S the entropy HSdE/F remains unchanged—
the system was pre-decohered—and I(S : F ) levels off at the classical plateau even as
f → 1—it can never exceed HS . However, when S is initially pure, HSdE/F disappears as
F → E and E/F becomes too small to be an effective decoherer. In that case the additional
information that can be in principle recovered from SE concerns phases between the pointer
states (or, to put it differently, observables complementary to the pointer observable).

In the “opposite” case—when E is initially mixed but S is initially pure—the first
term in Equation (4.20) vanishes, and HF (0) is already as large as HF can get, so that
classical plateau disappears—the mutual information remains negligible until f is nearly
1. However, even now HS − HSdE/F eventually attains HS = HSdE , as HSdE/F vanishes
when E/F shrinks with F → E . So, at the end of the PIP there is still a quantum peak, but
now it rises not above the classical plateau at I(S : F ) = HS , but, rather from the “sea
level”, I(S : F ) = 0, so that at f = 1 mutual information reaches the peak value of only
HS .

4.1.5. Surplus Decoherence and Redundant Decoherence

In realistic situations, observers can intercept only a fraction of the environment. Thus,
f < 1 (indeed, usually f � 1). It is therefore often natural to assume that the remainder of
the environment suffices to keep S decohered. This implies that ρSF has eigenstates that
are products of pointer states of S with some states of F (and not, e.g., entangled states
of SF ; indeed, in this case ρSF has vanishing discord—it is classically accessible from S).
This will be true providing that there is surplus decoherence, so that one does not need all of
E to keep S decohered—the remainder E/F of the environment is enough.

The essence of surplus decoherence is easily traced (and closely tied) to the branching
structure of the states of SE we have already recognized as a consequence of branching
states, Equation (4.17), and of pure decoherence, Equation (4.18). Surplus decoherence
implies that states of E/F , the remainder of E , are nearly orthogonal (so they can constitute
nearly perfect records of pointer states of S). This guarantees that the same states that
are selected by decoherence and diagonalize decohered ρS also help diagonalize ρSF (i.e.,
[ρS , ρSF ] = 0, Equation (4.14)—the joint state ρSF is classically accessible from S , and its
discord disappears in the pointer basis). This assumption breaks down when the states
of the remainder E/F correlated with the pointer states are no longer orthogonal, so that
the eigenstates of ρSF are entangled or discordant states of SF , and [ρS , ρSF ] �= 0. For an
initially pure SE this will always eventually happen as f → 1, providing that S started in
a superposition of pointer states.

Quantum Darwinism recognizes that situations when there are many copies of S
inscribed in E are commonplace in our Universe. A single accurate copy in the environment
suffices to decohere S . Thus, when there are many copies, one can expect not just “surplus
decoherence” but a situation when S is decohered “many times over”. This situation
(which often turns out to be generic in our Universe) defines redundant decoherence.

Redundant decoherence may sound like an oxymoron—once coherence is lost from S ,
one might say, there is no way to decohere S even more. Indeed, redundant decoherence
will have no additional effect on S ; ρS will remain diagonal in the pointer basis, and HS
will no longer increase. However, it will turn out to be useful (e.g., in discussions of irre-
versibility) to appeal to the redundancy of decoherence RδD . Redundancy of decoherence
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is defined—by analogy with the redundancy of information about S in E , Equations (4.15)
and (4.16)—by enquiring what typical fraction fδD of the environment suffices to decohere
the system to the extent given by the decoherence deficit δD:

HSdFδD
= (1− δD)HS = (1− δD)HSdE . (4.21)

A very small fragment of E , fδD � 1, will often suffice. The redundancy of decoherence is
then defined by:

RδD =
1

δD
, (4.22)

and is at least as large (and can be much larger) than the previously defined redundancy of
information about S :

RδD ≥ Rδ. (4.23)

The equality, RδD = Rδ, can be attained only when the environment is initially pure and
its subsystems do not interact (so that all of the entropy in its fragments is due to the
information it acquires about S). Mixed environment with interacting subsystems can still
decohere S very effectively, but it is generally more difficult to retrieve information about
S , so in this case one can have RδD > Rδ (or even RδD � Rδ).

4.1.6. Information Gained by Pure and Mixed Environments

Further simplifications of Equation (4.20) are often possible. Thus, when the environ-
ment is initially pure, we get:

I(S : F ) = HF +
(

HS − HSdE/F

)
.

Moreover, when HS = HSdE/F (due to surplus decoherence):

I(S : F ) = HF (4.24a)

follows. This simple expression for mutual information is valid for pure decoherence
in an initially pure environment for f starting at 0 until F gets to be so large that the
decoherence by the (shrinking) remainder E/F of the environment is no longer effective
and HS �= HSdE/F .

The opposite case of a completely mixed E yields:

I(S : F ) =
(

HS − HSdE/F

)
. (4.25)

When S is initially pre-decohered in the pointer basis this implies I(S : F ) = 0. However—
and this may seem surprising—for an initially pure S mutual information will still rise as
f → 1, but now (with completely mixed E )—it will reach only HS (and not 2HS as was the
case for pure SE ). This means that quantum phase information is still “out there”, and, at
least in principle could be recovered (see Ref. [147]), in spite of the completely mixed E .

One might be surprised that completely mixed environments can be effective de-
coherers. After all, decoherence is caused by the environment “finding out” about the
system, and in a completely mixed environment there does not seem to be any place left
to accommodate the data. The right way of thinking about this relies on the “Church of
Larger Hilbert Space” view of the mixtures, and is very much in tune with the envariant
derivation of probabilities and Born’s rule in the preceding section. Mixed environment can
be regarded as one half of an entangled pair (so that probabilities are due to the symmetries
of entangled state involving E and its purifying “doppelganger” E′ we have explored using
Schmidt decomposition in the envariant derivation of Born’s rule). That entangled pair will
acquire information about S . Thus, even when the environment E is completely mixed, it
will decohere the system as if it was entangled with and “purified” by E′.
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The last case (that will be relevant for some of the examples we are about to consider)
assumes initially pure S and E , as well as redundant (or at least surplus) decoherence. In
that case:

I(S : F ) = HF = HSdF . (4.24b)

This last equality follows from the Schmidt decomposition of SE with F and SE/F as
subsystems. Under pure decoherence the reduced density matrix ρF does not depend
on whether the system is coupled to the remainder of the environment, E/F . Thus, ρF
would be the same if it evolved only in contact with isolated S . However, in that case the
system would be decohered only by F , and HF = HS (by Schmidt decomposition), which
establishes HF = HSdF .

This last equality allows one to use standard tools of decoherence to compute HF .
Equality I(S : F ) = HSdF follows from Equation (4.20) under the assumption of surplus
decoherence, HS − HSdE/F ≈ 0.

4.1.7. Environment as a Communication Channel

We conclude this section by noting that (with the few simplifications that were already
justified) the way in which the information about S is transmitted by the fragment F of E
is analogous to the transfer of the (classical) information about the pointer states through a
quantum channel. The joint state of SF has the form:

ρSF = TrE/F ρSE �∑
k

pk|πk〉〈πk|ρFk . (4.26)

Effectively classical pointer states |πk〉〈πk| are encoded in the quantum states ρFk of the
channel F . The theorem (due to Holevo, 1973 [129] and Schumacher, 1995 [148]) shows that
the capacity of a quantum channel to carry classical information is bounded from above by:

χ(F : {πk}) = HF −∑
k

pk H(F|πk) . (4.27a)

When πk = |πk〉〈πk| are orthogonal projectors, χ coincides with the asymmetric mutual
information J(F|{|πk〉}), Equation (4.12). Generalization to where πk are POVM’s is
possible. Quantum discord can be then bounded from below by:

D(F : {πk}) = I(F : S)− χ(F : {πk}) . (4.27b)

Discord is the mutual information that cannot be communicated classically.
One can rewrite the definition of quantum discord as:

I(F : S) = J(F : {πk}) +D(F : {πk}) . (4.27c)

This conservation law (Zwolak and Zurek, 2013) [130] provides a new view of complemen-
tarity: The left hand side is fixed and basis—independent, while both terms on the right
hand side depend on {πk}. The first term represents information about the observable
ς that can be gained by the measurements on F . This information is maximized for the
pointer observable Π. Information inscribed in F about any other observable ς will be less.
One can show [130] that the information about ς that can be obtained from F is:

χ(ς : F ) = H(ς)− H(ς|Π) . (4.28)

Above, H(ς|Π) is the conditional entropy, the information about ς still missing when Π is
known. For instance, observables complementary to Π cannot be found out from F .

We can now understand why only the pointer observable (and, possibly, observables
closely aligned with it) can be found out by intercepting a fraction of the environment.
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Redundant imprinting of an observable ς is possible only when there is a fragment F that
is large enough so that the information about ς can be extracted from it:

χ(ς : F ) ≥ (1− δ)H(ς). (4.29a)

Using the earlier expression for χ(ς : F ) one obtains an inequality H(ς|Π) ≤ δH(ς). In
other words, redundant information about observables that are so poorly correlated with
the pointer observable that the conditional entropy satisfies the inequality:

H(ς|Π) > δH(ς), (4.29b)

cannot be obtained from the environment fragments [48,130,149]. We shall return to this
subject below.

4.1.8. Quantum Darwinism and Amplification Channels

The usual focus of the communication theory is to optimize the channel capacity. Thus,
in quantum communication theory one would consider messages (such as our πk above)
sent with the probabilities pk, one at a time. Capacity is defined in the limit of many uses of
the channel. That is, in this setting one would be dealing with an ensemble described by a
density matrix of the form:

	NSF =
(
∑
k

pk|πk〉〈πk|ρFk

)⊗N . (4.30a)

The theorems are established in the limit of N → ∞.
By contrast, in quantum Darwinism we are dealing with a state that can be approxi-

mately expressed as:

ρSF �∑
k

pk|πk〉〈πk|
Rδ⊗
l

ρ
(l)
Fk

. (4.30b)

That is, the same message |πk〉〈πk| is inscribed over and over, ∼ Rδ times, in the environ-
ment as a whole. This is how its multiple copies can reach many observers.

This is also why an observer who consults one fragment of E and infers the state of the
system from it will get data consistent with the first finding from the consecutive fragments.
In view of this structure of the states of the environment the nomenclature “amplification
channel” is well justified: Shared quantum information becomes effectively classical, since
quantum discord cannot be shared (Streltsov and Zurek, 2013) [150]. Quantum Darwinism
implements amplification that provides means of such sharing, shedding new light on the
ubiquity of amplification in the transition from quantum to classical.

We shall now illustrate these insights in models of quantum Darwinism. We shall also
investigate situations where some or even all of the simplifying assumptions employed
above break down. We also note that the above discussion focused on the mutual informa-
tion defined via von Neumann entropy, and thus, that it prepared us to answer the question
about the amount of information that was deposited in, and can be extracted from F . This
largely bypasses the question: What is this information about? One can anticipate that the
answer is “pointer states”. We have already produced evidence of this. We shall confirm
and quantify it (by enquiring how much information one can extract from F about other
observables) while discussing quantum Darwinism in specific models.

4.2. Quantum Darwinism in Action

Dissemination of information throughout the environment has not been analyzed
until recently. Given the complexity of this process, it is no surprise that the number of
results to date is still rather modest, but they have already led to new insights into the
nature of the quantum-to-classical transition. The models discussed here show that; (i)
dynamics responsible for decoherence is capable of imprinting multiple copies of the information
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about the system in the environment. Whether that environment can serve as a useful witness
depends on the memory space it has available to store this information, and whether the
information is stored unscrambled and unperturbed and is accessible to observers.

Quantum Darwinism will always lead to decoherence, but the reverse is not true:
There are situations where the environment cannot store any information about S (e.g.,
because E is completely mixed to begin with) or where the information it stores becomes
scrambled by the dynamics (so that it is effectively inaccessible to local observers).

So, redundancy of records that is so central to quantum Darwinism is not necessarily
implied by decoherence. Moreover; (ii) redundancy can keep on increasing long after decoherence
has completely decohered the system: Copies of the einselected pointer observable can continue
to be added—imprinted on E . As we have already noted, redundancy of decoherence is
at least as large as Rδ, and can be much larger: It is possible to have hugely redundant
decoherence while Rδ remains negligible. However, typically, both redundancies will
continue to increase as the system and the environment continue to interact.

Last not least; (iii) only the einselected pointer states can be redundantly recorded in E . While
multiple copies of the information about the preferred pointer observable are disseminated
throughout E , only one copy of the complementary information is (at best) shared by all
the subsystems of the environment, making it effectively inaccessible.

Using imperfect analogies with classical devices, one can say that the information
flow from S to E acts as an amplifier for the pointer observable, and, simultaneously, as
a shredder for the complementary observables, dispersing slivers of a single copy of the
phase information in the correlations with many subsystems of the environment. All of
these fragments would have to be brought together and coherently reassembled to recover
preexisting state of S . By contrast, many copies of the information about the pointer
observable are readily available from the fragments of E .

In addition to these general characteristics of quantum Darwinism we shall see that
realistic models—e.g., photon scattering—can lead to huge redundancies, and that environ-
ment that is partially mixed can still serve as an effective communication channel, allowing
many observers independent access to the information about the preferred observable of
the system.

4.2.1. C-Nots and Qubits

The simplest model of quantum Darwinism is a rather contrived arrangement of many
(N) target qubits that constitute subsystems of the environment interacting via a controlled
not (“c-not”) with a single control qubit S . As time goes on, consecutive target qubits
become imprinted with the state of the control S :(

a|0〉+ b|1〉
)
⊗ |0ε1〉 ⊗ |0ε2〉 · · · ⊗ |0εN 〉 =⇒

=⇒
(
a|0〉 ⊗ |0ε1〉+ b|1〉 ⊗ |1ε1〉

)
⊗ |0ε2〉 · · · ⊗ |0εN 〉 =⇒

=⇒ a|0〉 ⊗ |0ε1〉 ⊗ · · · ⊗ |0εN 〉+ b|1〉 ⊗ |1ε1〉 · · · ⊗ |1εN 〉.
It is evident that this pure decoherence dynamics is creating branching states with multiple
records of the logical (as well as pointer) states {|0〉, |1〉} of the system in the environment.
Mutual entropy between S and a subsystem Ek can be easily computed. As the k’th c-not
is carried out, I(S : Ek) increases from 0 to:

I(S : Ek) = HS + HEk − HS ,Ek = −|a|2 lg |a|2 − |b|2 lg |b|2 .

Thus, each Ek is a sufficiently large fragment of E to supply complete information about
the pointer observable of S .

The very first c-not causes complete decoherence of S in its pointer basis {|0〉, |1〉}.
This illustrates points (i)–(iii) above—the relation between the (surplus and redundant)
decoherence and quantum Darwinism, the continued increase of redundancy well after
coherence between pointer states is lost, and the special role of the pointer observable.
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As each environment qubit is a perfect copy of the pointer states of S , redundancy R
in this simple example is eventually given by the number of fragments that have complete
information about S—that is, in this case, by the number of environment qubits, R = N.
There is no need to define redundancy in a more sophisticated manner, using δ, when
each environment subsystem contains perfect copy of the pointer state: It will arise only
in the more realistic cases when the analogues of c-not’s are imperfect. We also note that
decoherence is redundant, as each environment qubit suffices to decohere the system, so
the redundancy of decoherence is also given by N.

Partial information plots in our example would be trivial: I(S : F ) jumps from 0
to the “classical” value given by HS = −|a|2 lg |a|2 − |b|2 lg |b|2 at f = 1/N, continues
along the plateau at that level until f = 1− 1/N, and eventually jumps up again to the
quantum peak at twice the level of the classical plateau as the last qubit is included: The
whole SE is still in a pure state, so when F = E , HS ,F = HS ,E = 0. However, this much
information exists only in global entangled states, and is therefore accessible only through
global measurements.

Preferred pointer basis of the control S is of course its logical basis {|0〉, |1〉}. These
pointer states are selected by the “construction” of c-not’s. They remain untouched by
copying into consecutive environment subsystems Ek. After decoherence takes place;

I(S : F ) = J({|0〉, |1〉} : F )

for any fragment of the environment when there is at least one subsystems of E correlated
with S left outside of F , which suffices to decohere S . When this is the case, minimum
quantum discord disappears:

D(F : S) = I(S : F )− J({|0〉, |1〉} : F ) = 0 ,

and one can ascribe probabilities to correlated states of S and F in the pointer basis of S
that are singled out by the c-not “dynamics”. Discord would reappear only if all of E got
included, as then I(S : F ) = 2HS , twice the information of the classical plateau of the
PIP. Thus, all of E is needed to detect coherence in S : When a single environment qubit is
missing, it is impossible to tell if the initial state was a superposition or a mixture of |0〉
and |1〉 of S .

As soon as decoherence sets in, HS = HS ,F for any fragment F that leaves enough of
the rest of the environment E/F to einselect pointer states in S . Consequently;

I(S : F ) = HF ,

and HF = HSdF , illustrating Equations (4.20) and (4.24).

4.2.2. Central Spin Decohered by Noninteracting Spins

A generalization of a model with c-not gates and qubits is a model with a central spin
system interacting with the environment of many other spins. In effect, perfect c-not’s
discussed above become imperfect when a collection of spins interacts with the central spin
system via Ising Hamiltonian:

H = σz ∑
i

diσ
z
i . (4.31a)

Above σz and σz
i act on the spins of the system and on the subsystems of the environment.

Several different versions of such models were studied as examples of quantum Dar-
winism ([131,143–146,149,151–157]). In this section, we focus on the steady state situation
when the evolution results, at long times, in a PIP that is largely time-independent.

Hamiltonian of Equation (4.31a) provides an example of pure decoherence. It can
imprint many copies of the preferred observable σz onto the environment. Given the
example of c-not’s and qubits, this is no surprise.
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Copies of the pointer states of S are, of course, no longer perfect: A single subsystem
of the environment is typically no longer perfectly correlated with the system. It is therefore
usually impossible for a single subsystem of E to supply all the information about S .
Nevertheless, when the environment is sufficiently large, asymptotic form of I(S : F )
has—as a function of the size of the fragment F—the same character we have already
encountered with c-not’s: A steep rise (where in accord with Equations (4.20) and (4.24),
every bit of information stored inF reveals new information about S) followed by a plateau
(where the information only confirms what is already known). This is clearly seen in Figure
6A: Only when the environment is too small to convincingly decohere the system, PIPs do
not have a plateau.

In a central spin model with a large, initially pure and receptive environment (so
that there is a pronounced classical plateau) and for a small information deficit δ, mutual
information of a fragment F with �F finite-dimensional subsystems is approximately [152]:

I(S : F ) = HS −
1
2
(eHS − 1)(d−

�F
E − d−(

�E−�F )
E ) . (4.32)

Above, dE is the size of the Hilbert space of the effective memory of a single environment
subsystem (e.g., dE = 2 for a spin 1

2 that can use all its memory to store information about
S). This is a good approximation only as I(S : F ) is close to the plateau: For f near 0
or near 1 mutual information is approximately linear in f , see Figure 6B, although actual
dependence on f turns out to be more complicated in exactly solvable models (see, e.g.,
Touil et al., 2022) [131].

When δ� 1 and f < 1
2 , we can use Equation (4.32) to estimate redundancy. To this

end we retain dominant terms and set I(S : F ) = (1− δ)HS to get:

(1− δ)HS ≈ HS −
1
2
(eHS − 1)d−

�Fδ
E .

A simple formula for �Fδ, the number of subsystems that reduce information deficit to δ
follows when HS � 1;

�Fδ ≈ logdE
eHS − 1
2δHS

≈ HS − ln 2δHS
ln dE

≈ HS
ln dE

. (4.33a)

This last approximate answer shows that in the central spin model redundancy is close
to what one might guess: It is given by the number of environment fragments that have
enough subsystems—HS/ln dE—to store information about S . In other words, there are
approximately;

Rδ =
�E
�Fδ
≈

�E ln dE
HS

(4.33b)

fragments of E that “know” the state of the system. Note that the information deficit δ
does not appear in this approximate answer: We have dropped the subdominant ln δ in
Equation (4.33a).

In the discussion above ln dE enters as a measure of the memory capacity of a sub-
system of E . This and the universality of re-scaling in Figure 6B suggest a conjecture: The
environment will fill in the space available to store information with qmems of S .

We conclude that, when only a part of the Hilbert space of the environment subsystem
is available to record the state of the system S , one should be able to use just this “accessible
memory” of the subsystem instead of its maximal information storage capacity hm = ln dE
in the estimates of redundancy. We shall now corroborate this conjecture.
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A. Partial Information Plots: Qutrits and Qubits

B. Universal Rise of a Partial Information Plot.

Figure 6. (A). Partial information plots for pure decoherence: (A) A qutrit coupled to N = 4 . . . 128
qutrit environment plotted against the fraction f = �F/�E (see Blume-Kohout and Zurek, 2006 [152],
for details). As the number of the environment subsystems increases, redundancy grows, which is
reflected by the increasingly steep slope of the initial part of the plot. The inset [152] depicts rescaled
mutual information of a qubit plotted against the number m of the environment qubits (rather than
their fraction). Elongation of the plateau leads to the increase of redundancy: Rδ is the length of the
PIP measured in units defined by the size (e.g., in the number of environment subsystems needed
mδ, see Figure 5) of the part of the PIP that corresponds to I(S : F ) rising from 0 to (1− δ)HS . (B).
Universal rise of partial information plots of a qutrit coupled to nine different environments with
different subsystem size dE and cardinality �E , but with nearly identical total information capacity
plotted as a function of their fractional information capacity.
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4.2.3. Quantum Darwinism in a Hazy Environment.

Inaccessibility of the memory of E can have different causes [144,145,153,158]. The
most obvious one is the possibility that the environment starts in a partly mixed state, so
that some of its Hilbert space is already “taken up” by the information that is of no interest
to observers15. It is then tempting to use the available memory of the environmental subsys-
tem, given by the maximal information storage capacity hm less h, the preexisting entropy,
instead of its maximal memory hm = ln dE in Equation (4.33b). When this substitution is
made, the estimated redundancy is:

Rh
δ ≈

�E
�Fδ
≈ �E (hm − h)

HS
, (4.33c)

or;

Rh
δ ≈
(

1− h
hm

)
Rδ . (4.33d)

That is, redundancy in a partly mixed environment, Rh
δ , decreases compared to the redun-

dancy in the pure environment Rδ in proportion to the memory that is still available to
accept the information about the system.

In the manageable case of a single qubit system, HS = ln 2, the substitution of hm − h
for ln dE works [145], although the expression we have used above for, e.g., Rδ has to
be modified, as the derivation of Equation (4.33a) assumes HS � 1. A rather large
environment (hundreds of qubits, with symmetries of the initial state and of the interaction
Hamiltonian exploited to keep the size of the memory down) was used to explore a range
of values of h. This was necessary because the principal effect of a mixed environment is to
lower the slope of the initial part of PIP’s by (1− h/hm), so now it takes more subsystems
of E to get to the “plateau”.

The results for a central spin 1
2 in the environment of spin 1

2 subsystems confirmed that
the redundancy decreased by approximately 1− h/hm (Zwolak, Quan, and Zurek, 2010)
[145]. This change in Rh

δ was due to the change in the slope of the early part of PIP. Equation
(33c,d) became a more accurate approximation when the environment was more mixed,
i.e., when h was, to begin with, closer to hm. Of course, when h = hm, no information
about S can be recovered from the environment, as HF (t) cannot increase when it starts at
a maximum. Nevertheless, as already noted, mixed environments are still very effective
in decohering the system. Thus, even as the classical contribution HF (t)− HF (0) = 0,
disappears, the quantum contribution, HS − HSdE/F , to I(S : F ) remains similar to the
case when E was initially pure.

As we have seen before with c-not’s and qubits, the system decoheres as soon as
a single copy of its state is imprinted with a reasonable accuracy in E , and—when the
environment is initially pure—a few imperfect imprints establish the initial rising part of
the PIP. However, as new subsystems of E become correlated with S , the size of the plateau
increases and its elongation (when plotted as a function of �F ) occurs without any real
change to the early part of the PIP (see inset in Figure 6A). Thus, the number of copies
of the information E has about S can grow long after the system was decohered. This
increase of the number of copies leads to the corresponding increase of the redundancy
of decoherence. Moreover, redundancy of decoherence RδD exceeds the redundancy of
the information available to the observers Rδ, as even mixed environments retain their
undiminished ability to decohere.

15 A related question arises in the situation when—in addition to the “quantum system of interest”—there are
many other systems “of no interest” that can imprint information on the common environment. There is
therefore a danger that the information of interest would be diluted with irrelevant bits, suppressing the
redundancy responsible for objectivity. Zwolak and Zurek (2017) [155] show that mixing of the relevant and
irrelevant bits of information makes little difference to the redundancy of the information of interest.
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4.2.4. Quantum Darwinism and Pointer States

What information is redundantly acquired by E and can be recovered by observers
from its fragments? In systems with discrete observables such as spins one can prove that
it concerns pointer states of the system. The proof was first given in the idealized case of
perfect environmental records, and then extended to the case of imperfect records (Ollivier,
Poulin, and Zurek, 2004 [149]; 2005 [151]).

A natural way to characterize such correlations is to use the mutual information
between an observable σ of S and a measurement e on E : Shannon mutual information
I(σ : e) measures the ability to predict the outcome of measurement of σ on S after
a measurement e. For a given density matrix of S ⊗ E , the measurements results are
characterized by a joint probability distribution

p(σi, ej) = Tr{(σi ⊗ ej)ρ
SE},

where σi and ej are the spectral projectors of observables σ and e. By definition, the mutual
information is the difference between the initially missing information about σ and the
remaining uncertainty about it when e is known. Shannon mutual information is defined
using Shannon entropies of subsystems (e.g., H(σ) = −∑i p(σi) log p(σi)) and the joint
entropy H(σ, e) = −∑i,j p(σi, ej) log p(σi, ej):

I(σ : e) = H(σ) + H(e)− H(σ, e).

The information about observable σ of S that can be optimally extracted from ν
environmental subsystems is

Iν(σ) = max
{e∈Mν}

I(σ : e)

where Mν is the set of all measurements on those ν subsystems. In general, Iν(σ) will
depend on which particular ν subsystems are considered. For simplicity, we will assume
that any typical ν environmental subsystems yield roughly the same information. This may
appear to be a strong assumption, but relaxing it does not affect our conclusions. By setting
ν = �E = N to the total number of subsystems of E , we get the information content of the
entire environment. The condition;

IN(σ) ≈ H(σ)

expresses the completeness prerequisite for objectivity: All (or nearly all) missing information
about σ of S must be in principle obtainable from all of E .

As a consequence of the basis ambiguity, information about many observables σ can
be deduced by a suitable (generally, global) measurement on the entire environment [24,25].
Therefore, completeness, while a prerequisite for objectivity, is not a very selective criterion
(see Figure 7a for evidence). To claim objectivity, it is not sufficient to have a complete
imprint of the candidate property of S in the environment. There must be many copies of
this imprint that can be accessed independently by many observers: information must be
redundant.

To quantify redundancy, we count the number of copies of the information about σ
present in E :

Rδ(σ) =
�E/νδ(σ) = N/νδ(σ).

Above νδ(σ) is the smallest number of typical environmental subsystems that contain
almost all the information about σ (i.e., Iν(σ) ≥ (1− δ)IN(σ)).

The key question now is: What is the structure of the set O of observables that are
completely, IN(σ) ≈ H(σ), and redundantly, Rδ(σ) � 1 with δ � 1, imprinted on the
environment? The answer is provided by the theorem:
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Theorem 4. The set O is characterized by a unique observable Π, called by definition the maxi-

mally refined observable, as the information Iν(σ) about any observable σ in O obtainable from
a fraction of E is equivalent to the information about σ that can be extracted from its correlations
with the maximally refined observable Π:

Iν(σ) = I(σ : Π) (4.34)

for νδ(Π) ≤ m� N.

Proof. Let σ(1) and σ(2) be two observables in O for δ = 0. Since σ(1) and σ(2) can be
inferred from two disjoint fragments of E , they must commute. Similarly, let e(1) (resp.
e(2)) be a measurement acting on a fragment of E that reveals all the information about
σ(1) (resp. σ(2)) while causing minimum disturbance to ρSE . Then, e(1) and e(2) commute,
and can thus be measured simultaneously. This combined measurement gives complete
information about σ(1) and σ(2). Hence, for any pair of observables in O, it is possible to
find a more refined observable which is also in O. The maximally refined observable Π is
then obtained by pairing successively all the observables in O. By construction Π satisfies
equality Iν(σ) = I(σ : Π) for any σ in O.

Theorem 4 can be extended to nearly perfect records for assumptions satisfied by
usual models of decoherence (Ollivier, Poulin, and Zurek, 2005 [151]). The proof is based
on the recognition that only the already familiar pointer observable can have a redundant
and robust imprint on E . This Theorem can be understood as a consequence of the ability
of the pointer states to persist while immersed in the environment. This resilience allows the
information about the pointer observables to proliferate, very much in the spirit of the
“survival of the fittest”.

Note that the above Theorem does not guarantee the existence of a non trivial observ-
able Π: when the system does not properly correlate with E , the set O will only contain the
identity operator.

Two important consequences of this theorem follow: (i ) An observer who probes only
a fraction of the environment is able to find out the state of the system as if he measured
Π on S ; (ii ) Information about any other observable ς of S will be inevitably limited by
the available correlations existing between ς and Π. In essence, our theorem proves the
uniqueness of redundant information, and therefore the selectivity of its proliferation.

We can illustrate this preeminence of the pointer observable in our simple model: a
single central spin 1

2 interacting with a collection of N such spins, Equation (4.31a). As
seen in Figure 7a environment as a whole contains information about any observable of S .
Preferred role of the pointer observable becomes apparent only when one seeks observables
that are recorded redundantly in E . Figure 7b shows that only the pointer observable Π = σz
(and observables that are nearly co-diagonal with it) are recorded redundantly, illustrating
the theorem quoted above. The “ridge of redundancy” is strikingly sharp.

Further confirmation and extension of the theorem quoted above is the relation (de-
rived under the assumption of surplus decoherence; Zwolak and Zurek, 2013 [130]) between
the available information (characterized by the Holevo quantity χ, measure of the capacity
of the quantum information channel for classical information) about an arbitrary observable
ς and the pointer observable Π of the system, see Equation (28), and its consequences,
Equations (29a) and (b).

Comparison of Figure 7a,b also shows that redundancy of σz increases long after the
environment as a whole is strongly entangled with S . This is seen in a steady rise of the
redundancy Rδ with the action. Thus, as anticipated, redundancy can continue to increase
long after the system has decohered.

The origin of the consensus between different observers is the central lesson that
follows from our considerations. In everyday situations, observers have no choice in the
observables of systems of interest they will measure. This is because they rely on the
“second hand” information they obtain from the same environment that is responsible for
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decoherence. In addition, the environment that selects a certain pointer observable will
record redundantly only the information about that observable.

Information about complementary observables is in principle still “out there”, but one
would have to intercept essentially all of the environment (to be more precise, all but its
1− 1

RδD
≥ 1− 1

Rδ
fraction) and measure it in the right way (that is, using an observable

with entangled eigenstates) to have any hope of acquiring that information. By contrast, to
find out about the pointer observables, a small fraction of the environment ∼ 1

Rδ
is enough.
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Figure 7. Selection of the preferred observable in Quantum Darwinism in a simple model of

decoherence (Ollivier, Poulin, and Zurek, 2004 [149]).The system S , a spin- 1
2 particle, interacts

with N = 50 qubits of E through the Hamiltonian H = σz ∑k gkσz
k for a time t. The initial state

of S ⊗ E is 1√
2
(|0〉 + |1〉) ⊗ |0〉E1

⊗ . . . ⊗ |0〉EN
. Couplings are selected randomly with uniform

distribution in the interval (0,1]. All the plotted quantities are a function of the system’s observable
σ(μ) = cos(μ)σz + sin(μ)σx, where μ is the angle between its eigenstates and the pointer states of
S—here the eigenstates of σz. (a) Information acquired by the optimal measurement on the whole
environment, ÎN(σ), as a function of the inferred observable σ(μ) and the average interaction action
〈gkt〉 = a. Nearly all information about every observable of S is accessible in the whole environment
for any observables σ(μ) except when the action a is very small (so that E does not know much
about S). Thus, complete imprinting of an observable of S in E is not sufficient to claim objectivity.
(b) Redundancy of the information about the system as a function of the inferred observable σ(μ)

and the average action 〈gkt〉 = a. It is measured by Rδ=0.1(σ), which counts the number of times
90% of the total information can be “read off” independently by measuring distinct fragments of the
environment. For all values of the action 〈gkt〉 = a, redundant imprinting is sharply peaked around
the pointer observable. Redundancy is a very selective criterion. The number of copies of relevant
information is high only for the observables σ(μ) falling inside the theoretical bound (see Equation
(4.29)) indicated by the dashed line. (c) Information about σ(μ) extracted by an observer restricted
to local random measurements on m environmental subsystems. The interaction action ak = gkt is
randomly chosen in [0, π/4] for each k. Because of redundancy, pointer states—and only pointer
states—can be found out through this far-from-optimal measurement strategy. Information about
any other observable σ(μ) is restricted by the theorem discussed in this subsection (see also Refs.
[130,149,151]) to be equal to the information about it revealed by the pointer observable Π = σz.

As we shall see, redundancies for, e.g., the photon environment are astronomical. It
is therefore no surprise that we rely on the information that can be obtained with little
effort from a small fraction of E . In addition, it is also no surprise that the complementary
information is inaccessible. Therefore (and as is established through a sequence of results in
Girolami et al., 2022 [142] the evidence of quantumness is unavailable from the fragments
of E . Moreover, observers that find out about their Universe in this way will agree about
the outcomes. This is how objective classical reality emerges from a quantum substrate in
our quantum Universe.
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4.2.5. Redundancy vs. Relaxation in the Central Spin Model

We have seen defining characteristics of quantum Darwinism in the central spin model.
Thus; (i) decoherence begets redundancy which; (ii) can continue to increase long after
decoherence saturated entropy of the system at HS . Moreover, (iii) both decoherence and
quantum Darwinism single out the same pointer observable. There are multiple copies of
the pointer observable in the environment, and only the information about the pointer states
is amplified by the decoherence process. This happens at the expense of the information
about the complementary observables (i.e., information about the phases between the
pointer states).

Our model is illustrated in Figure 8. It differs from the central spin models we have
investigated as now the spins of the environment interact and can exchange information.
The effect of the interactions between the environmental subsystems on partial information
plots and on the redundancy is seen in Figure 9. The coupling of the central spin to the
environmental spins is stronger than their couplings to each other. As a result, partial infor-
mation plots quickly assume the form characteristic of quantum Darwinism caused by pure
decoherence, and redundancy rises to values of the order of the size of the environment.

di mij

Figure 8. Central spin model with interacting environment subsystems. Decoherence is no longer
pure: An environment of 16 spins Ei coupled to a single system qubit S with Hamiltonian given by
Equation (4.31b) is the basis of the results presented in this subsection and in Figure 9. As before,
fragment F is a subset of the whole environment E . The couplings di and mij were selected from
normal distributions with zero mean and standard deviations σd = 0.1 and σm = 0.001. Crucially,
the interactions between S and the Ei are much stronger than those within E . That is, σd � σm, so
that information acquisition by the individual subsystems of the environment happens faster that the
exchange of information between them. As a consequence, pure decoherence is initially a reasonable
approximation. Eventually, however, interactions between the spins of the environment scramble the
information so that fragments of E composed of individual spins reveal almost nothing about S .
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Initially, pure decoherence is a reasonable approximation. However, as time goes on,
correlations between spins of the environment gradually build up. Interactions between
the spins of E mean that the state of a fragment of the environment begins to entangle
with—begins to acquire information about—the rest of the environment. As a consequence,
the information individual spins had about the system becomes delocalized as it is shared
with the rest of E . The structure of the states of SE is no longer branching—it is no
longer possible to represent them by Equation (4.17). More general entangled states of the
Hilbert space of SE are explored. Eventually, interactions may take the systems closer to
equilibrium (although we do not expect complete equilibration in our model—the central
spin decoheres, but its pointer states remain unaffected by the environment). Consequently,
over time, PIPs are expected to change character from the steep rise followed by a long
plateau characteristic of pure decoherence (red graph in Figure 5) to the approximate step
function shape (green graph in Figure 5) that is characteristic of a collection of spins in
equilibrium (see Page, 1993 [159]).

All of the models investigated so far were “pure decoherence”—subsystems of the
environment interacted only with the system S via an interaction that left the pointer basis
untouched. This assured validity of Equation (4.20), so that the information gained by the
environment about the pointer states of S remained localized, available from the fragments
of the environment.

The idealization of pure decoherence is often well-motivated. Photon environment,
for example, consists of subsystems (photons) that interact with various systems of interest
but do not interact with one another. There are, however, other environments—such as
air—that contribute to or even dominate decoherence, but consist of interacting subsystems
(air molecules). Thus, while the pointer basis is still untouched by decoherence, information
about it will no longer be preserved in the individual subsystems of the environment—it
will become delocalized, and, hence, impossible to extract from the local fragments of the
environment consisting of its natural subsystems.

To investigate what happens when subsystems of E interact and exchange information
we relax the assumption of pure decoherence and consider a model that adds to the central
spin model of Equation (4.31a) interactions between the environmental spins:

H = σz ∑
i

diσ
z
i + ∑

j,k
mjkσz

j σz
k. (4.31b)

As a consequence, the information about the system of interest is still present in the
correlations with the environment, but it will gradually become encrypted in non-local
states of E that are inaccessible to local observers—i.e., that do not provide information
about S via measurements that access small ( f < 1

2 ) fragments of E consisting of its
subsystems.

The timescale over which pure decoherence is a good approximation depends on the
strength of the couplings. In our case, the coupling between the system and the spins of the
environment is significantly stronger than the couplings between the spins of E . As a result,
states of SE acquire initially an approximately branching structure and have PIP’s that
allow significant redundancy to develop. However, over time, interactions within E take
the system closer to equilibrium, and PIPs change. More detailed discussion of this can be
found in the caption of Figure 9, and, especially, in Riedel, Zurek, and Zwolak, 2012 [153].

Our simple model with weakly interacting environment subsystems illustrates why
environments where the subsystems (photons) are in effect non-interacting are used by
observers to gather information rather than environments (such as air) that may be more
effective in causing decoherence but scramble information acquired in the process because
their subsystems (air molecules) interact with each other.
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Figure 9. Rise and fall of redundancy in the spin universe of Figure 8 (see Riedel, Zurek, and
Zwolak, 2012 [153]). (a) The redundancy Rδ is the number of fragments of E that provide (here, up to
a fractional deficit δ = 0.1) information about the system. The exact redundancy is supplemented
with an estimate based on the interpolated value of I(S : F f ). The vertical dashed lines mark five
instants. (b) The mutual information I(S : F f ) versus fragment size �F , and the entropy HS of the
system at five instants corresponding to different qualitative behavior. (c) The mutual information
I(S : F f ) versus fragment size �F and time t. Thick black lines mark five instants. Low correlation
(t = 0.5) for small times means E “knows” very little about S . Each spin added to F reveals a
bit more about S , resulting in the linear dependence I(S : F f ) on f . Decoherence (t = 2) sets in
near τd ≡ (

√
Nσd)

−1 = 2.5. By then the density matrix of S approaches a mixture of the two
pointer states |↑〉 and |↓〉 singled out by the interaction and the state is approximately branching.
Mutual information is still nearly linear in �F and Rδ ∼ O(1). Mixing within E can be neglected
as t � σ−1

m = 1000. Quantum Darwinism (t = 10) is characterized by I(S : F f ) that rises to the
plateau; the first few spins reveal nearly all classical information: Additional spins just confirm it.
The quantum information (above the plateau) is still present in the global state but accessible only
via an unrealistic global measurement of almost all of SE . After t ∼ σ−1

d = 10, few spins suffice to
determine the state of S no matter how large N is, so Rδ ∼ N. In the absence of the couplings mij

this (approximately pure decoherence) would persist. (For some environments, such as photons, this
is indeed the case.) Relaxation (t = 150) occurs near t ∼ τm ≡ (

√
Nσm)−1 = 250. Mixing within the

environment entangles any given spin’s information about S with the rest of E , reducing usefulness
of the fragments. The mutual information plateau is destroyed, so redundancy plummets. Equilibrium
(t = 500) is reached for t ∼ σ−1

m = 1000, when the actions associated with interaction between spin
pairs in the environment reach order unity. The state ceases to be branching. The mutual information
plot takes the form of random states in the combined Hilbert space of SE . An observer can learn
virtually nothing about the system unless almost half the environment is accessed.
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4.2.6. Quantum Darwinism in Quantum Brownian Motion

Evolution of a single harmonic oscillator (the system) coupled through its coordinate
with a collection of many harmonic oscillators (the environment) is a well known exactly
solvable model (Feynman and Vernon, 1963 [160]; Dekker, 1977 [161]; Caldeira and Leggett,
1983 [162]; Unruh and Zurek, 1989 [163]; Hu, Paz, and Zhang, 1992 [164], Paz, Habib, and
Zurek, 1993 [165]; Tegmark and Wheeler, 2001 [166]; Bacciagaluppi, 2004 [167]).

This is not a pure decoherence model. While the environment oscillators do not
interact, the self-Hamiltonian of S does not commute with the interaction Hamiltonian.
Therefore, when the oscillations are underdamped preferred states selected by their pre-
dictability are Gaussian minimum uncertainty wavepackets (Zurek, Habib, and Paz, 1993
[63]; Tegmark and Shapiro, 1994 [168]; Gallis, 1996 [169]). This is in contrast to spin models
(including the model we have just discussed) where exact and orthogonal pointer states
can be often identified. So, while decoherence in this model is well understood, quantum
Darwinism—where the focus is not on S , but on its relation to a fragment F of E—presents
novel challenges.

Here, we summarize results (Blume-Kohout and Zurek, 2008 [170]; Paz and Roncaglia,
2009 [171]) obtained under the assumption that fragments of the environment are “typical”
subsets of its oscillators—that is, subsets of oscillators with the same spectral density as the
whole E .

The QBM Hamiltonian:

H = HS +
1
2 ∑

ω

(
q2

ω

mω
+ mωω2y2

ω

)
+ xS ∑

ω

Cωyω

describes a collection of the environment oscillators coupled to the harmonic oscillator
system with:

HS = (
p2
S

mS
+ mSΩ2

0x2
S )/2,

and the environmental coordinates yω and qω describe a single band (oscillator) Eω. As

usual, the bath is defined by its spectral density, I(ω) = ∑n δ(ω−ωn)
C2

n
2mnωn

, that quantifies
the coupling between S and each band of E . An ohmic bath with a sharp cutoff Λ: I(ω) =
2mSγ0

π ω for ω ∈ [0 . . . Λ] was adopted: A sharp cutoff (rather than the usual smooth
rolloff) simplifies numerics. Each coupling is a differential element, dC2

ω = 4mSmωγ0
π ω2dω

for ω ∈ [0 . . . Λ]. For numerics, whole range of frequencies [0 . . . Λ] was discretized by
dividing it into into discrete bands of width Δω, which approximates the exact model well
up to a time τrec ∼ 2π

Δω .
The system was initialized in a squeezed coherent state, and E in its ground state.

QBM’s linear dynamics preserve the Gaussian nature of the state, which can be described
by its mean and variance:

�z =

(
〈x〉
〈p〉

)
; Δ =

(
Δx2 Δxp
Δxp Δp2

)
.

Its entropy is a function of a2 =
(

h̄
2

)−2
det(Δ), its squared symplectic area. Thus;

H(a) =
1
2
((a + 1) ln(a + 1)− (a− 1) ln(a− 1))− ln 2 ≈ ln

( e
2

a
)

, (4.35)

where e is Euler’s constant, and the approximation is excellent for a > 2. For multi-mode
states, numerics yield H(ρ) exactly as a sum over Δ’s symplectic eigenvalues (Serafini et
al., 2004) [172]. The theory proposed in Ref. [170] approximates a collection of oscillators
as a single mode with a single a2.

Mutual information illustrated in partial information plots (Figure 10) shows that I(S :
F )—the information about S stored inF—rises rapidly as the fraction of the environment f
included inF increases from zero, then flattens for larger fragments. Most—all but∼ 1 nat—
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of HS is recorded redundantly in E . When S is macroscopic, this non-redundant information
is dwarfed by the total amount of information available from even small fractions of E .
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Figure 10. Partial information plots for quantum Darwinism in quantum Brownian motion (see
Blume-Kohout and Zurek, 2008 [170]). The system S was initialized in an x-squeezed state, which
decoheres as it evolves into a superposition of localized states. Plot (a) shows PIPs for three fully-
decohered (t = 4) states with different squeezing. Small fragments of E provide most of the infor-
mation about S . Squeezing changes the amount of redundant information without changing the
PIP’s shape. The numerics agree with the simple theory, Equation (4.36), discussed in Ref. [170].
Plot (b) tracks one state as decoherence progresses. PIPs’ shape is invariant; time only changes the
redundancy of information.

Calculations simplify in the macroscopic limit where the mass of the system is large
compared to masses of the environment oscillators. This regime (of obvious interest
to the quantum—classical transition) allows for analytic treatment based on the Born-
Oppenheimer approximation: Massive system follows its classical trajectory, largely unaf-
fected by E . The environment will, however, decohere a system that starts in a superposition
of such trajectories. In the process, E that starts in the vacuum will become imprinted with
the information about the location of S .

The basic observation is that the area of the 1− σ contours in phase space determines
entropy. As a result of decoherence, the squared symplectic area corresponding to the state
of the system will increase by δa2

S . This is caused by the entanglement with the environment,
so the entropies and symplectic areas of environment fragments increase as well. When F
contains a randomly selected fraction f of E , ρF ’s squared area is a2

F = 1 + f δa2
S , and that

of ρSF is a2
SF = 1 + (1− f )δa2

S . Applying Equation (4.35) (where δa2
S � 1) yields:

I(S : F ) ≈ HS +
1
2

ln
(

f
1− f

)
. (4.36)
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This “universal” I(S : F ) (Blume-Kohout and Zurek, 2008 [170]; Roncaglia and Paz, 2009
[171]) is valid for significantly delocalized initial states of S (which implies large HS ). It is a
good approximation everywhere except very near f = 0 and f = 1 (where it would predict
singular behavior). It has a classical plateau at HS which rises as decoherence increases
entropy of the system.

In contrast to PIP’s we have seen before (e.g, in the central spin model), adding more
oscillators to the environment does not simply extend the plateau: The shape of I(S : F )
is only a function of f and so it is invariant under enlargement of E . This is because the
couplings of individual environment oscillators are adjusted so that the damping constant
of the system oscillator remains the same. Therefore, increasing the number of oscillators
in the environment does not really increase the number of the copies of the state of the
system in E—in a sense it only improves the accuracy with which the environment with a
continuum distribution of frequencies (e.g., a field) is modeled using discrete means.

When the above equation for I(S : F ) is solved for fδ one arrives at the estimate for
the redundancy:

Rδ ≈ e2δHS ≈ s2δ. (4.37)

The last equality above follows because an s-squeezed state decoheres to a mixed state with
HS ≈ ln s. This simple last formula for Rδ holds where it matters—after decoherence but
before relaxation begins to force the system to spiral down towards its ground state.

As trajectories decay, plateau flattens compared to what Equation (4.36) would predict.
This will initially increase redundancy Rδ above the values attained after decoherence (see
Figure 11). Eventually, as the whole SE equilibrates, the system will spiral down to occupy
a mixture of low-lying number eigenstates, and Rδ will decrease.
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Figure 11. Delocalized states of a decohering oscillator redundantly recorded by the environment

(Blume-Kohout and Zurek, 2008 [170]). Plot (a) shows redundancy Rδ vs. time for three information
deficits δ, when the initial state of the system is a Gaussian squeezed in x by sx = 6.3× 103. Plots
(b–d) show R10%—redundancy of 90% of the available information—vs. initial squeezing (sx or
sp). Dots denote numerics; lines—theory. S has mass mS = 1000, ωS = 4. E comprises oscillators
with ω ∈ [0 . . . 16] and mass m = 1. The frictional coefficient is γ = 1

40 . Redundancy develops
with decoherence: p-squeezed states [plot (c)] decohere almost instantly, while x-squeezed states
[plot (b)] decohere as a π

2 rotation transforms them into p-squeezed states. Redundancy persists
thereafter [plot (d)]; dissipation intrudes by t ∼ O(γ−1), causing R10% to rise above simple theory.
Redundancy increases exponentially—as Rδ ≈ s2δ—with the information deficit [plot (a)]. So, while
Rδ ∼ 10 may seem modest, δ = 0.1 implies very precise knowledge (resolution of around 3 ground-
state widths) of S . This is half an order of magnitude better than a recent results for measuring a
micromechanical oscillator (see e.g. Ref. [173]). At δ ∼ 0.5—resolving ∼ √s different locations within
the wavepacket—redundancy reaches R50% � 103 (maximum numerical resolution of Ref. [170]).
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Quantum Brownian motion model confirms that decoherence leads to quantum Dar-
winism. However, details of quantum Darwinism in QBM setting are different from what
we have becomes accustomed to in the models involving discrete Hilbert spaces of S and
of subsystems of E . Partial information plots with the shape that is independent of the size
of E and a scaling of redundancy with the information deficit δ that is not logarithmic as
before are clear manifestations of such differences.

Buildup of redundancy still takes longer than the initial destruction of quantum coher-
ence. Nevertheless, various time-dependent processes (such as the increase of redundancy
caused by dissipation) remain to be investigated in detail. Moreover, localized states fa-
vored by einselection are redundantly recorded by E . So, quantum Darwinism in QBM
confirms many of the features of decoherence we have anticipated earlier. On the other
hand, we have found an interesting tradeoff between redundancy and information deficit
δ, Equation (4.37). It suggests that, in situations where QBM is applicable, objectivity (as
measured by redundancy) may come at the price of accuracy.

We also note that surplus decoherence we have described before can be found in the
case of QBM. This follows, in effect, from the fact that a2

SF = 1 + (1− f )δa2
S approaches

a2
S = 1 + δa2

S for small f . Consequently, it is evident that HS − HS ,E/F ≈ 0, and the mutual
information I(S : F ) is given by HF . This is not obvious from the simple scale-invariant
Equation (4.37) above.

To sum up, we note that while broadly defined tenets of quantum Darwinism—
multiple records of S in E , buildup of redundancy to large values, etc.—are satisfied
in QBM, there are also interesting differences. Thus, QBM—in contrast to the spin models—
does not have an obvious version in which decoherence is pure (as there is no perfect
pointer observable that commutes with the whole Hamiltonian of SE ). However, when
the mass of S is large and the initial state is delocalized in position, at least early on pure
decoherence is a good (Born-Oppenheimer—like) approximation.

Eventually the collection of oscillators begins to relax, and the information about the
system flows from their individual states to correlations between them. This is because,
even though the oscillators of the environment do not directly interact with each other, they
do interact indirectly via the system oscillator: There is no perfect pointer observable for
our harmonic oscillator S . The obvious consequence of this is the damping suffered by S .
Less obvious is its role in coupling of the environment oscillators: Even though they do
not interact directly (as did spins of the environment in Equation (4.31b)), they exchange
information about one another indirectly, via S , which in time creates entanglements that
make it more difficult to extract information about S from the fragments of E defined by
collections of the (original) oscillators.

4.2.7. Huge Redundancy in Scattered Photons

The two decoherence models discussed above—central spin model and quantum
Brownian motion—are the two standard workhorses of decoherence. They were the early
focus of quantum Darwinism primarily because one could analyze them using many of
the tools developed to study decoherence. We have thus seen quantum Darwinism in
action, and we have already confirmed in these idealized models that the expectations
about the shape of partial information plots resulting from decoherence and about the
buildup of redundancy are satisfied—with variations—in both cases. This is reassuring.
However, while redundancies appeared in both cases, they were modest (Rδ ∼ 10), in part
as a result of the limited size of the environment. Moreover, neither model is an accurate
representation of how we find out about our world.

In our Universe vast majority of data acquired by human observers comes via the
photon environment. A fraction f , usually corresponding to a very small fragment F f of
the photon environment scattered or emitted by the “system of interest” is intercepted by
our eyes. This is how we find out about what we have grown accustomed to regard as
“objective classical reality”.
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It is fair to expect that the photon environment should have significant redundancies—
we use up only a tiny fraction of photon evidence, and others who look at the same
systems generally agree about their states. To investigate quantum Darwinism in (photon)
scattering processes we turn to the model of decoherence discussed by Joos and Zeh (1985)
[174] that was since updated (Gallis and Fleming, 1990 [175]; Hornberger and Sipe, 2003
[176]; Dodd and Halliwell, 2003 [177]; Halliwell, 2007 [178]) and applied by others, for
example to calculate decoherence in the fullerene experiments (Hornberger et al., 2003
[179]; Hackermüller et al., 2004 [180]). The book by Schlosshauer (2007) [32] provides a
good overview.

In contrast to Joos and Zeh (1985) [174] who focused on decoherence caused by the
isotropic black-body radiation we are interested in the information content of the scattered
photons. We shall therefore primarily consider a distant point source that illuminates
an object—a dielectric sphere of radius r—that is initially in a non-local superposition
(see Figure 12), although we shall also discuss the isotropic case as a counterpoint. We
shall assume thermal distribution of energies (and, hence, wavelengths) of the incoming
radiation and (at least in the results we shall focus on below) we will assume that photons
come as a plane wave from a single direction (which approximates illumination by a distant
localized light source such as the Sun or a light bulb). Generalizations to other models of
illumination have been considered by Riedel and Zurek, 2011 [158].

x

a

x
1

x
2

ˆ n 

Figure 12. Scattering photons from a dielectric sphere ‘Schrödinger’s cat’ (Riedel and Zurek, 2010;
2011 [158,181]). This is a realistic case of quantum Darwinism: Scattered photons carry multiple
copies of the information about the location of S : A dielectric sphere of radius r and permittivity ε

is initially in a superposition with separation Δx = |x1 − x2|. This object—our systems S—scatters
plane-wave radiation with thermally distributed photons of wavelength λ propagating in a direction
n̂ that makes an angle θ with the vector �Δx.

The scattering process is responsible for the decoherence of S and for the imprinting
of information about the location of the scatterer S in the photon environment. As the
initial state of S we take a nonlocal “Schrödinger cat” superposition of two locations:

|ψS (�x)〉 = (|�x1〉+ |�x2〉)/
√

2 .

We ignore the self-Hamiltonian of the sphere so that its pointer states are localized in space.
One can justify this approximation by pointing to the large mass of the sphere. Large mass
also enables our other approximation—we shall ignore the momentum imparted to the
sphere by the photons. Note that—under these assumptions—scattering of photons from S
results in pure decoherence.

Scattering takes the initial pure state density matrix ρ0
S = |ψS (�x)〉〈ψS (�x)| into a

mixture with the off-diagonal terms:

|〈�x1|ρS |�x2〉|2 = γN |〈�x1|ρ0
S |�x2〉|2 = Γ|〈�x1|ρ0

S |�x2〉|2 .
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Above, γ is the decoherence factor corresponding to scattering by a single photon. It is
given by:

γ = |Tr(S�x1
ρ0
SS†

�x2
)|2 , (4.38)

where S�xi
is the scattering matrix acting on the photon when the dielectric sphere S is

located at �xi. Scattering by N photons results in the decoherence factor Γ = γN . The
entropy of the decohered system turns out to be:

HS = ln 2−
∞

∑
n=1

Γn

2n(2n− 1)
= ln 2−

√
Γ arctanh

√
Γ− ln

√
1− Γ . (4.39)

To compute the decoherence factor Γ we use the classical cross section of a dielectric
sphere in the dipole approximation (where the wavelength of photons is much larger than
the size of the sphere and the photons are not sufficiently energetic to individually resolve
the superposition). Under these assumptions the decoherence factor Γ due to blackbody
radiation can be obtained explicitly, and has a form Γ = exp(−t/τD) where τD is the
decoherence time. Its inverse, the decoherence rate, is given by:

1
τD

= CΓ(3 + 11 cos2 θ)
Iã6Δx2k5

BT5

c6h̄6 , (4.40)

where CΓ = 161, 280 ζ(9)/π3 ≈ 5210 is a numerical constant, I is the irradiance (that is,
radiative power per unit area) while ã ≡ r[(ε− 1)/(ε− 2)]1/3 is the effective radius of the
sphere that takes into account its permittivity ε, and θ is the angle between the direction of
incoming plane wave n̂ and �Δx (see Figure 12).

The decoherence rate does not increase for arbitrarily large Δx with the square of the
separation, as Equation (4.40) would indicate. Rather, this expression is only valid in the
Δx � λ limit we are considering here. For Δx � λ, the decoherence rate saturates [175];

1
τ̃D

= C̃Γ
Iã6k3

BT3

c4h̄4 , (4.41)

with C̃Γ = 57, 600 ζ(7)/π3 ≈ 1873. In the intermediate region, where Δx ∼ λ, decoherence
time τD has a complicated dependence on both Δx and θ. The results discussed here are
valid for all Δx providing that the correct τD is used.

To obtain the mutual information we use the (pure decoherence) identity I(S : F ) =
(HF − HF (0)) + (HS − HSdE/F ), Equation (4.20). The result is:

I(S : F f ) = ln 2 +
∞

∑
n=1

Γ(1− f )n − Γ f n − Γn

2n(2n− 1)
. (4.42)

Figure 13 shows the plot of this mutual information as a function of the fraction of the
environment f for several times. For large t (small Γ) the sum is dominated by the lowest
power of Γ. Thus, for f < 1

2 we have:

I(S : F f ) = ln 2− 1
2

Γ f . (4.43)

This allows us to estimate redundancy for δ < 0.5 as;

Rδ ≈
1

ln(2δ ln 2)
t
τ D

. (4.44)

As in the case with the central spin (but not with the quantum Brownian motion) redun-
dancy depends only weakly—logarithmically—on the information deficit δ.
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Figure 13. Quantum Darwinism in a photon environment—the origin of the photohalo (Riedel,
and Zurek, 2010; 2011 [158,181]). The quantum mutual information I(S : F f ) vs. fragment size f
at different elapsed times for an object illuminated by a point-source black-body radiation, and by
an isotropic black-body radiation. (a) For point-source illumination individual curves are labeled
by the time t in units of the characteristic time τD, Equation (4.40). For t ≤ τD (red dashed lines),
the information about the system available in the environment is low. The linearity in f means
each piece of the environment contains new, independent information. For t > τD (blue solid
lines), the shape of the partial information plot indicates redundancy; the first few fragments of the
environment give a lot of information, while the additional fragments only confirm what is already
known. Such a photohalo contains many copies—multiple qmemes—of the record of the location
of S . The remaining quantum information (i.e., mutual information above the plateau) is highly
encrypted in the global state, in the sense that it can only be accessed by capturing almost all of E and
measuring SE in the right way. (b) For isotropic illumination the same time-slicing is used as in (a)
but there is greatly decreased mutual information because the directional photon states are “full” and
cannot store more information about the state of the object.

What is even more important, redundancy continues to increase linearly with time at a
rate given by the inverse of the decoherence time τD. This is different than in either central
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spin or quantum Brownian motion models. This difference is due to the nature of these
models: There the subsystems of the environment continued to interact with the decohered
system, so that the information they acquired about S sloshed back and forth between S
and correlations with E . As a result, a steady state was reached, and redundancy saturated
at modest values. In the case of photons the transfer of information is unidirectional—they
scatter and go off to infinity (or fall into the eye of the observer). Even a tiny speck of
dust can decohere quickly in a photon environment at very modest cosmic microwave
background temperatures as was noted by Joos and Zeh, 1985 [174].

Redundancy of illuminated objects can quickly become enormous [158,181]. For
instance, a 1μm speck of dust in a superposition of Δx ∼ 1μm on the surface of Earth
illuminated by sunlight (T = 5250◦K) would produce Rδ ∼ 108 records of its state—its
location—in just 1 microsecond. As a consequence, huge redundancies that grow linearly
with time are inevitable.

By contrast with the case of the point source (or, more generally, with the case where
illumination comes from more than one direction (Riedel, and Zurek, 2011) [158]), isotropic
illumination by black body radiation (Figure 13b) does not result in the buildup of redun-
dancy. This is understandable, as a maximum entropy of blackbody radiation that fills in
all the space near the system has no more room to store the information about the location
of S—its initial entropy HF (0) is already at a maximum. As a result, HF − HF (0) = 0, and
the classical, locally accessible contribution to mutual information disappears. This is in
spite of the fact that quantum decoherence caused by blackbody radiation is very effective.

Rapid increase and large values of redundancy signify objectivity—many (∼ 108

observers after only 1 microsecond!) could in principle obtain the same information and
will agree about the state of the systems. Thus, quantum Darwinism resulting from the
photon environment is very effective, and accounts for the emergence of the “objective
classical reality” in our quantum Universe.

The flip side of the huge redundancies is irreversibility—the difficulty of undoing
redundant decoherence. Restoring the state of our (modest) ersatz Schrödinger cat to the
preexisting superposition would require control and manipulation all of the fragments
of the environment. In our example this means ∼ 1014 fragments that, after just one
second, independently “know” the location of S . Recovery of phase coherence—reversal
of decoherence—requires intercepting all of E , including the very last fraction that has a
record of S and that corresponds to the“quantum rise” (at f → 1) in the plots of the mutual
information. Moreover, such manipulations of ES would involve global observables.

Measurement is de facto irreversible not just because observer in possession of the
record of its outcome cannot reverse evolution that led to the wavepacket collapse (as
discussed in Section 2), and not because “observers choose to ignore the environment”, but
because they cannot get hold of and control all of ∼1014 (or more) fragments of E with the
record of the outcome—and that would be a precondition for the attempted reversal. This
is especially obvious with photons: As soon as a minute fraction (∼10−14 of the photons
that scattered) escape within a second the irreversible “reduction of the state vector” is a
fait accompli. Moreover, escaped photons are gone for good—reversibility of the dynamics
of this process is trumped by relativistic causality.

4.3. Experimental Tests of Quantum Darwinism

Experimental study of quantum Darwinism faces the problem familiar already from
the tests of decoherence: Both decoherence and quantum Darwinism are so efficient that
in everyday life their consequences are taken for granted and even in the laboratory it is
difficult to find situations where the effect of the environment can be adjusted at will and
quantified.

In the study of decoherence this problem was bypassed by using carefully tuned
microsystems with controllable coupling to the environment (Brune et al., 1996 [182];
Hackermüller et al., 2004 [180]; Haroche and Raimond, 2006 [183]). Similar strategy was
adopted in the experimental studies of quantum Darwinism, although the branching states
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that contain information about S imprinted on E have to contend with decoherence of
the composite SE coupled to the more distant degrees of freedom (that cause additional
decoherence of SE as a whole): As E with the record of the pointer states of S grows,
the differences between the growing branches seeded by the pointer states increase, and
become more susceptible to decoherence.

The strategy of finding mesoscopic systems where the process that is key to quantum
Darwinism—proliferation of multiple copies of information about S—can be controlled
and studied has nevertheless led to several experiments. Thus, the groups of Mauro
Paternostro (Ciampini et al., 2018) [184] and Jian-Wei Pan (2019) [185] carried out what
amounts to logical gates to imprint information about a system initiated in a superposition
of pointer states on a collection of photons. The goal was confirmation of the key idea—that
a small fraction of E suffices to gain almost all information about S , and that enlarging that
fraction confirms what was already found out. Results are consistent with this expectation.
Similar strategy (and similarly positive results) was obtained in an emulation of quantum
Darwinism on an IBM 5-qubit quantum computer (Chisholm et al., 2021) [186].

The group of Fedor Jelezko (Unden et al., 2019) [187] used nitrogen vacancy (NV)
center as a system, relying on its natural interaction with four surrounding C13 nuclei in
the diamond, as illustrated in Figure 14. The density matrix of SE was reconstructed using
quantum tomography. The resulting partial information plots demonstrate that the gain
of information upon the measurement of the first fragment of E is largest. As anticipated,
information gains from the additional fragments are show diminishing returns.

Figure 14. The emergence of redundancy for an NV center decohered by its environment (after
Unden et al., 2019 [187]). (a) The measurement protocol starts with the initialization sequence and
follows with a free decoherence-inducing evolution, U, for a duration of t. After initial polarization,
two π

2 -pulses transform the state into a product of |+〉 states which then evolve under the direct
HF interaction between the NV center (the system S) and nuclear spins (the environment E ). The
tomography sequence follows. (b) Holevo information versus fraction size for a few different times.
For small times, there are no correlations between S and E . However, as decoherence proceeds,
information is transferred into E resulting in formation of a classical plateau. The plateau signifies
the appearance of redundant information. When the data is not normalized to the initial degree of
polarization (black), only the initial rise of information is seen. (c) Holevo information, χ(S : F ),
versus the environment fragment size �F and free evolution time t. For small �F one can see the
initial rise in information with time followed by oscillations. This is due to information flowing into
the fragment of the environment and then back into the system (i.e., environment spins will first
gain information and then transfer it back to S). For larger fractions, however, one sees just a rise
and a plateau with time. This is due to different interaction strengths with the environment spins,
which favors one way information flow. The solid curves in (b,c) show the result of simulations with
and without imperfect initial polarization. The dynamics in simulation are governed by the actual
Hamiltonian. The semi-transparent red lines in (b) and the plane in (c) indicate an information deficit
of 1/e, i.e., I = (1− 1/e)HS . Errors are smaller than the data points. (See Unden et al., 2019 [187], for
further details.)
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The results of all of these experiments are consistent with what was expected, with one
exception: If SE as a whole was isolated from the other environments, there should have
been a corresponding “uptick” in mutual information as �F → �E . There was no convincing
evidence of that signature of the overall purity. This is hardly surprising: As noted
earlier, in addition to deliberate decoherence resulting in quantum Darwinism, the system-
environment composite interacts with other degrees of freedom. Phase coherence between
the branches corresponding to the amplified pointer states of SE is then suppressed by that
spurious decoherence.

4.4. Summary: Environment as an Amplification Channel

Decoherence has made it clear that quantum states are far more fragile than their
classical counterparts. A state that is stable (and, therefore, can aspire to classicality) is
selected—einselected—with the environment having decisive say in the matter. However,
even this dramatic change of view (that limits usefulness of the idealization of “isolated
systems”—mainstay of classical physics—in explaining how our quantum Universe works)
turns out to underestimate the role of the environment.

Quantum Darwinism demonstrates that preferred states are not only selected for
their stability (ability to survive the “hostile environment”) but are communicated by
the very same environment that also serves as a communication channel. Therefore, the
environment acts both as a censor (for some states) and as an advertising agent that
disseminates many copies of the information about the pointer states while suppressing
complementary information about their superpositions.

Regarding the environment as a communication channel is more than a figure of
speech: A quantum communication channel can be regarded (see, e.g., Wilde, 2013 [188];
Preskill, 2020 [189]) as a correlated state of an input and an output. Quantum channel used
to transmit classical information can be represented by a state:

ρSF = TrE/F ρSE �∑
k

pk|πk〉〈πk|ρFk ,

where |πk〉 are effectively classical (i.e., orthogonal) input states—messages that are to be
communicated. They are encoded in the output density matrices ρFk that are the records of
|πk〉, and that are to be eventually measured. This was our Equation (4.26).

In the idealized situation when both S and E start pure, the initial state of the whole is
also pure:

ρSE = |ΨSE 〉〈ΨSE |
where (see Equation (4.17));

|ΨSE 〉 = ∑
k

eiφk
√

pk|πk〉
∣∣∣ε(1)k

〉∣∣∣ε(2)k

〉
. . .
∣∣∣ε(l)k

〉
. . .

Tracing over a part of the environment yields a state of the form of ρSF above, where ρFk
represent states of the fragments correlated with the effectively classical pointer states |πk〉.
Moreover, “roots” of the branches |πk〉〈πk| that appear in ρSF are largely independent
of what part of the environment is traced over for most of the range of the possible sizes
of the the E/F : This is an excellent approximation for fδ < f < 1− fδ, that is, all along
the plateau of the partial information plots. Thus, the same preferred branches of SF are
singled out regardless of what part of the environment is detected, and what part is out of
reach at least as long as E/F suffices to decohere the rest.

This transformaton of the communicated message from quantum to classical is implied
by one more feature of ρSE that can be (see Equation (4.30)) approximated as:

ρSE �∑
k

pk|πk〉〈πk|
Rδ⊗
l

ρ
(l)
Fk

,
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when the off-diagonal terms of ρSE (obviously still present in |ΨSE 〉〈ΨSE |) are out of reach,
as would be the case for an observer who cannot acquire all of SE and measure it in the
correct basis. Thus, Equation (4.30) (reproduced above) provides a justification of the
existence of branches with many (Rδ) copies of the same message, suggesting a natural
extrapolation “by induction” of the objective existence of the “root” |πk〉 of the branch16.

Independence of the communicated message from E/F , the remainder of the envi-
ronment that is traced over, is key: All the fragments of the environment know about the
same observable of the system. Thus, omitting some part of the environment is perfectly
justified—up to the information of the order of the information deficit δ it does not alter
what is known about the system of interest.

Indeed, it is usually an excellent approximation to assert that, if we were to look at a
macroscopic S—if we intercepted even a very small fraction of E , f � fδ, just a few of the
photons that bounced off of S—the information we would get would be consistent with
S occupying a single as yet unknown pointer state. Our “looking” is usually insufficient
to identify such a single state, but if we continued with more precise measurements, we
would eventually conclude based on all the data gathered from E (and confirmed by direct
measurement of S , if desired) that whatever pure state we inferred from the incomplete
partial information was in the end gradually revealed by the data gathered along the way.

In other words, in many situations our acquisition of information will correspond to
the initial rising part of the partial information plot. Our confidence about the existence of
a definite state at the end of the information acquisition process is based on cases when
the plateau is reached, or even simply on the fact that the additional, higher resolution
information is consistent with the information acquired earlier.

The step from the epistemic (“I have evidence of |π17〉”.) to ontic (“The system is in
the state |π17〉”.) is then an extrapolation justified by the nature of ρSE : Observers who
detected evidence consistent with |π17〉 will continue to detect data consistent with |π17〉
when they intercept additional fragments of E . So, while the other branches may be in
principle present, observers will perceive only data consistent with the branch to which
they got attached by the very first measurement. Other observers that have independently
“looked at” S will agree.17

Objective existence of classical reality turns out to be an enormously simplifying,
exceedingly accurate, and, therefore, very useful approximation. Thus, when agents’
success depends on acting in response to perceived “objective reality”, they can do that
with confidence based on the indirect data obtained from E .

There is a sense in which our strategy explores and vindicates the artificial division
of the Universe between quantum and classical introduced by Heisenberg—what John
Bell (1990) [193] called a “shifty split”—in measurements. “Shifty” in the description of
the “split” was not meant to be a compliment. The split happened somewhere along the
von Neumann chain that connected the quantum system with the observer. It divided a
quantum part of the chain (where superpositions were allowed) from the classical part
(where a single actuality existed). What quantum Darwinism shows is that “shifty” can be
regarded as a statement of invariance, and, thus, upgraded from a statement of contempt
to a recognition of a symmetry.

Decoherence introduced the environment into the picture of quantum measurement.
The original von Neumann’s chain has fanned out: Parts of the chain separate from the
links that connect S via the apparatus A with the observer, and go sideways, into E . They
disseminate the same information—Rδ copies of it—as the chain connecting S with the
observer splits into sub-chains. Indeed, there may be—and often are—other observers
benefiting from the information communicated by these sub-chains.

16 More formal arguments that justify regarding fragments of the environment as channels that deliver preselected
information about the pointer states have been put forward by Brandão, Piani, and Horodecki (2015) [190] and
by Qi and Ranard (2021) [191]; see also Knott et al. (2018) [192].

17 That is, observer who records “17” will only encounter others whose records are consistent with “branch 17”.
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Quantum Darwinism recognizes and quantifies this fanning out of the von Neumann
chain. Shifty split could be placed anywhere along the plateau of the partial information
plot. The information about S that can be extracted from the chain is invariant under the
shift of that split. In addition, every branch of the chain is firmly attached to the effectively
classical pointer state singled out by decoherence.

5. Quantum Darwinism and Objective Existence: Photohalos and Extantons

We reviewed research aimed at understanding how the classical world we perceive
emerges from the counterintuitive laws of quantum mechanics. It is time to take stock. Do
we now understand why we perceive our undeniably quantum Universe as classical?

Quantum Darwinism holds the key to this last question. Deducing discreteness
that sets the stage for the wavepacket collapse from repeatability and unitarity reveals
quantum origin of quantum jumps, defines “events”, and justifies the emphasis on the
Hermitian nature of observables, but this is a derivation of one of the quantum textbook
axioms. The origin of Born’s rule in the symmetries of entanglement matters in interpreting
quantum probabilities, but—as important as axiom (v) is for experimental predictions—its
derivation from the core quantum postulates (o)–(iii) does not directly account for the
familiar everyday reality.

Quantum Darwinism, by contrast, explains why our world appears classical, and why
XIX century physics (physics still relevant for our everyday routine) seemed at the time like
the whole story. It shows how the information is channeled from the “objects of interest”
to us, observers, leading to consensus about what exists—to the idealization of objective
classical reality.

Our everyday world comprises “systems of interest” endowed with the rest mass—the
focus of XIX century physics—and environments that often play the role of communication
channels. The quantumness of the massive “systems of interest” is suppressed by deco-
herence that is continually uploading qmemes of their states into the environments that
broadcast that information. Thus, every object of interest is ensconced in an expanding halo
of qmemes—information-carrying fragments of E . We perceive our world by intercepting
fragments of these information-laden halos. We extract data about the systems of interest
but tend to ignore the role of the halos—the means of its transmission—in the emergence
of the familiar classical reality.

5.1. Anatomy of an Extanton

The combination of the macroscopic, massive core with the information—bearing halo
defines an extanton (as in “extant”). Extantons are responsible for how we perceive our
Universe. The tandem—the macroscopic decohered system along with its information-
laden halo—fulfills Bell’s desideratum for “beables” (Bell, 1975) [40]18. As long as an
observer relies on the halo of photons (or, possibly, other decohering environments) for the
information about S , only the pointer states of the extanton core can be found out.

Extantons exist as beables should: The state of the environment is of course perturbed
by agent’s measurements (e.g., photons are absorbed by our eyes). However, redundancy
means that this does not alter the information about the core still available from the rest of
the halo in many redundant (Rδ � 1) copies.

The essence of the extanton—the only attribute classical physics cares about—is the
state of its core. Information about it is available in multiple copies, and, hence, virtually
unaffected by the perturbations of the halo. Indeed, as the environment continues to
monitor S , qmemes of its pointer state in E multiply, and the halo continues to expand
while the pointer states stay put (or evolve as a classical system would).

Extantons are not “elementary”, but neither are atoms of even elementary particles
such as protons or mesons (which are made out of quarks), not to mention planets or stars.

18 We should not presume that Bell (who held strong opinions on interpretational questions [41]) would have
approved of extantons as model for ‘entities that be’—“beables”. We shall therefore call the composite entity
consisting of the macroscopic object enveloped in and heralded by its information-carrying halo an extanton.
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Yet protons, mesons, atoms, molecules, planets, stars, etc., are all useful in representing and
accounting for various phenomena in our Universe.

Extantons account for the classical world of our everyday experience. Quantum
Darwinism explains how they come about. We can reduce extantons to their constituents,
but—as other higher-level entities such as composite elementary particles, atoms, molecules,
viruses, stars—extantons enable an approximate, but simple and useful description of the
classical realm, of the familiar world emerging from within the quantum substrate.

Part of that simplification that led to the Newtonian view of the world is our habit of
ignoring halos, carriers of the information, and focusing on the extanton cores. These cores
are the “objects of interest”. Many are subject to Newtonian dynamics. It was convenient
to ignore the means by which the information about the cores is delivered, and just focus
on the physics of the cores.

Inseparable bond of the core with the halo is responsible for what we perceive. How-
ever, conditioned by Newtonian physics we tend to ignore the presence and the role of the
halos, and just use the data they deliver to find out about the cores. In the end, only these
cores count as elements of our everyday reality. Yet, it is the halos that bear responsibility for
the suppression of quantum superpositions and for our perception of the familiar—robust
and objective—classical world.

The difficulty with the quantum-classical correspondence arises when the role of the
halo is overlooked and the extanton core is treated as if it were isolated, and, therefore,
subject to unitary evolution. Core is indeed quantum (as is everything else in our Universe)
but it is by no means isolated. Therefore, one cannot expect the core of an extanton to
follow a unitary quantum evolution. Nevertheless, whenever Newtonian dynamics is a
good approximation)its classical evolution can be approximately reversible.

5.1.1. Extantons and “The Classical”

No one has ever worried about interpretation of classical physics. This is because
classical states were thought to be real—to exist independently of what was known about
them. There was no need to be concerned about the effect of information acquisition. Even
though measurement could perturb a system, that perturbation could always be made as
small as required.

The main reason for the interpretational discomfort with quantum theory is our faith
in the underlying objective reality. It is based on our everyday experience that leads us to
believe the world we inhabit exists independently of the information we (or other agents)
have.

We owe this confidence in objective classical reality to the fact that we are immersed
in the extanton halos and inundated with the information about their cores. As a result of
this overload with “free” data we have grown up believing that we can examine systems
and determine their states without perturbing them—classical measurement would just
update the record (change the state of the apparatus or of the observer’s memory) without
‘backreaction’. In the classical setting information about a system is obtained, but its state
or its evolution is untouched.

One might call this a myth of immaculate perception. It asserts a unidirectional informa-
tion flow (hence, flow of influence, from the measured system to the observer) that reveals
the state of the system but leaves it unaffected. This seems to defy the spirit of Newton’s
principle that action elicits reaction.

Quantum Darwinism accounts for the origin of this myth. All macroscopic objects
telegraph their pointer states via their decohering environments. They are enveloped by
information halos—by the environment with multiple records of their decoherence-resistant
states. Our everyday world does not consist of isolated systems. Rather it is defined by
the extantons consisting of a macroscopic object enveloped in and heralded by its halo,
imprinted on the environment.

There is a great variety of extantons. They all consist of the core and the halo that
“knows” the state of the core, and may be persuaded to share that information with ob-
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servers. Planets are extanton cores and so are the grains of photographic emulsion. Any
object one can see is likely an extanton core, its state communicated to us by photons—by
its photohalo. Some extantons (like planets) follow approximately reversible dynamics.
Others (like grains of photographic emulsion or Brownian particles) are heavily damped or
embedded in an immobilizing medium competing with the photohalo in monitoring of the
core (and, hence, in decohering it). Every apparatus pointer is an extanton core.

Observers intercept fractions of the halo to gain information about the core. Direct
measurement of the core is in principle also possible, but only measurements of the pointer
observable would lead to predictable results: Other outcomes—superpositions of pointer
states—are quickly invalidated by decoherence. Thus, except for laboratory settings (where
decoherence can be kept at bay by a near-perfect isolation) the only observables with
predictive value are the pointer observables readily available from the halo.

Photohalo is the main channel through which observers find out the state of the core.
The information available from the photohalo is usually limited to the data that are in effect
macroscopic (therefore, easily imprinted on the halo, such as the location of the dielectric
sphere discussed earlier).

5.1.2. Photohalos, Photoextantons, and Information Detached from Existence

Photons play a preeminent role as information carriers. Every object we know is
bathed in a radiation environment. Each is surrounded by an information halo, its pho-
tons disseminating qmemes with the speed of light. We eavesdrop on these photohalos,
intercepting small fractions that nevertheless reveal the state of the core.

Photoextantons are the family of extantons that advertise the state of their core via their
photohalos. One can consider extantons where photohalo is the only relevant environment.
There are at least two good reasons for this. To begin with, our eyesight is responsible for
most of the information we obtain, so it is of interest to consider photoextantons. Perhaps
more importantly, there is a sense in which photoextantons come close to the ideal—one
might say Platonic ideal—of the separation of existence and information detached from
existence.

Information (in the form of the photohalo) has—apart from the dramatic consequences
of decoherence—only a negligible effect on the evolution of the cores. Photohalo detaches
from the core and runs off seemingly without any dynamical consequences while the core
can evolve in approximate accord with Newton’s laws. Questions such as “Does the moon
exist when no one’s looking?” are motivated by the illusion that one can apply quantum
theory to the isolated cores of extantons and recover classical reality.

Quantum states are epiontic. Quantum physics has eliminated separation of existence
and information. Nevertheless, extanton structure restores this separation (with suitable
caveats): The core exists (it persists in a pointer state). And the information about it is
continually detached and propagates as the photohalo.

Everyday practice of quantum theory has inherited from classical physics the habit of
dealing with isolated systems. Yet, we can never encounter isolated macroscopic extanton
cores. Trying to understand cores of extantons as if they were isolated is the cause of the
“measurement problem”. Decoherence and einselection were the first steps towards its
resolution, towards the understanding why our Universe looks classical to us. Quantum
Darwinism provides the complete answer, and extantons are its embodiment.

Properties of systems that reside in the extanton cores and give rise to the qmemes
in E are untouched by the measurements on the halo, yet they reveal the state of the core.
This is guaranteed by the theorems we have already discussed that also imply (depending
on specific assumptions) uniqueness or near uniqueness of the states that can be repeatedly
imprinted on the halo, and, therefore, deduced from the environment fragments: The
optimal strategy for the agent is to find out what the halo redundantly advertises—that
is, pointer states of the extanton core—and then use that information to deduce other
observables of interest.
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5.1.3. Photohalos and the Quantum Origins of Irreversibility

Information in classical, Newtonian physics was immaterial—it was about physics, but
it was not a part of physics. Its acquisition did not influence states or the reversible dynamics
of classical systems. Trajectories in phase space were unaffected by the information transfer.
In particular, classical dynamics involved in the measurement process could be reversed
even when the outcome of the measurement was recorded. By contrast (and as we have
seen in Section 2) copying of a quantum measurement outcome precludes its reversal.

How could an effectively classical realm of our fundamentally quantum Universe
follow so respectfully laws that are at odds with the epiontic nature of quantum states?
What detaches information about the states from these states so that they can follow classical
reversible dynamics, oblivious to what is known about them?

Platonic ideal of the separation of existence and the detached information about what
exists would be fulfilled if the information in the photohalo would have no effect on
the energy or momentum of the core, but would still decohere it efficiently enough to
assure effective classicality of its state. Photohalos exert no (easily) noticeable influence on
trajectories of the pointer states of the core. However, cores can interact indirectly with
other cores (e.g., via gravitational forces) or scatter elastically (billiard balls) or inelastically.
Consequences of such interactions on the motion or the state of the core or on its properties
(e.g., merger of the cores in inelastic scattering) will be reflected in the photohalo.

When core is sufficiently massive, emission or scattering of photons has negligible
effect on its momentum (although photohalo will still decohere its quantum state very
efficiently). How heavy the core should be to make such an approximation accurate
depends on the energy of the emitted or scattered photons. Planets are clearly sufficiently
massive, and so are billiard balls or even dust grains [21,23,174]. Depending on detailed
criteria, one might even classify fullerenes decohered by radiation they emit [180] as
photoextantons.

Irreversibility associated with the wavepacket collapse is a natural consequence of the
photohalo. As soon as a minute fraction of the photohalo escapes, the ‘reduction of the
state vector’ becomes irreversible, since the escaped photons are gone for good, And, as we
have seen in Section 2 (and unlike in the classical realm) presence of even a single record
of the measurement outcome—of the pointer state—anywhere in the Universe precludes
reversal of the evolution that would bring back superpositions. Thus, the “in principle”
reversibility of the equations responsible for inscribing, e.g., 1014 copies of the location of
the dielectric sphere on the sunlight per second we have discussed earlier is trumped by
relativistic causality: Reversal becomes impossible in principle as soon as even one such
copy runs off to infinity with the speed of light, never to be turned back19.

The information about the classical states (of the cores) becomes detached: Separation
of the states of the cores from the information about them is how extantons account for the
emergence of the objective classical reality. This mechanism is also the uniquely quantum
origin of irreversibility in our Universe.

Photohalo may not be the only environment. However, in our Universe interactions
depend on distances. Therefore, localized pointer states imprinted on the photohalo are left
intact also by the other environments that may be contributing to decoherence but—like
air—are not as useful as witnesses.

5.2. Quantum Darwinism and the Existential Interpretation

States in classical physics were “real”: Their objective existence was established
operationally—they could be found out by an initially ignorant observer without
getting perturbed in the measurement process. Hence, they existed independently of
what was known about them.

19 One can deduce Boltzmann’s H-theorem and the Kolmogorov-Sinai entropy increase rate by appealing to such
considerations (Zurek and Paz, 1994 [66]; 1995 [21]; Zurek, 1998 [23]), but this subject as well as envariant origin
of thermodynamics that emerges along with Born’s rule due to the coupling of systems to their environments
(Deffner and Zurek, 2016 [194]; Zurek, 2018 [195]) are beyond the scope of this review.
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Information was, by contrast, “not real”. This was suggested by the immunity of
classical states to measurements, and by the fact that, in Newtonian dynamics, information
about an evolving system was of no consequence for its evolution. Information was what
the observer knew subjectively, a mere shadow of the real state, irrelevant for physics.

This dismissive view of information ran into problems when the classical Universe
of Newton confronted thermodynamics. Clash of these two paradigms led to Maxwell’s
demon, and is echoed in the discussions of the origins of the arrow of time.

The specter of information was and still is haunting physics. The seemingly unphysical
record state was beginning to play a role reserved for the real state!

Quantum states are epiontic. They combine information and existence and (like
photons or electrons that can be wave-like or particle-like) they can reveal one or the other
aspect of their nature depending on circumstances.

We have just seen how, in the quantum setting, in extantons, existence and information
about existence intertwine. The state known to observers is defined and made objective by
what is known about it—by the information observers can access. “It from bit” comes to
mind (Wheeler, 1990) [196].

The main new ingredient is the dramatic upgrade of the role of the environment. It
has information—multiple records of S—and is willing to reveal it. It acquires information
about the system while causing decoherence and einselection, but—and this is the upgrade—
it acts as a communication channel.

In classical Newtonian settings information might have been dismissed as unphysical
as it had no significance for dynamics. But information is physical (Landauer, 1991) [197].
Moreover, there is no information without representation—information must reside somewhere
(e.g., in the photohalos). And the presence and availability of such evidence (objective
because there are plenty of records of the pointer state) has its legal consequences.

The role of E in quantum Darwinism is not that of an innocent bystander, who simply
reports what has happened. Rather, the environment is an accomplice in the “crime” of
selecting and transforming fragile epiontic quantum states into robust, objectively existing
classical states. Objective existence has its price: Environment—induced decoherence
invalidates quantum principle of superposition, leading to einselection—to censoring the
Hilbert space. Information transfer associated with decoherence selects preferred pointer
states, and banishes their superpositions.

Moreover, testimony offered by the environment is biased—it depends on how
(through what observable) E monitors S . Fragments of the environment—qmemes carried
by the extanton halo—can reveal information only about the very same pointer states E
has helped einselect.

Operational criterion for objective existence is the ability to find out a state without
disturbing it. According to this operational definition, pointer states exist in more or less the
same way their classical counterparts did: They can be found out without getting perturbed
by anyone who examines one of the multiple copies of the record of S “on display” in the
environment.

5.3. From Quantum Core Postulates to Objective Classical Reality

In search for the relation between quantum formalism and the real world we have
weaved together several ideas that are very quantum to arrive at the existential interpretation.
Its essence is the operational definition of objective existence of physical states: To exist, a
state must, at the very least, persist or evolve predictably in spite of the immersion of the system in
its environment. Predictability is the key to einselection, but persistence is only a necessary
condition.

Objective existence requires more: It should be possible to find out a state without perturbing
it—without threatening its existence. When that last desideratum is met, many observers will
be able to reach consensus, a well—motivated practical criterion of objective existence.

Let us briefly recapitulate how objective existence arises in the quantum setting: We
started with axioms (i) and (ii) that sum up mathematics of quantum theory: They impose
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the quantum principle of superposition, and demand unitarity, but make no connection
with the “real world”. Addition of predictability (via the repeatability postulate (iii), the
only uncontroversial measurement axiom), and recognition that our Universe consists of
systems (axiom (o)) leads to preferred pointer states. This is a new insight into the quantum
origin of quantum discreteness. Predictability is the “root cause” of the wavepacket collapse
and quantum jumps. It also justifies Hermitian nature of quantum observables and explains
breaking of the unitary symmetry, the crux of the collapse axiom (iv).

Our next task was to understand the origin of probabilities and Born’s rule, axiom (v). We
have done this without appealing to decoherence (as this would have courted circularity
in the derivation). Nevertheless, decoherence—inspired view is reflected in the envariant
approach: To assign probabilities to pointer states we first had to show how to get decoher-
ence without using tools of decoherence such as reduced density matrices and demonstrate
that relative phases between outcomes do not matter.

Envariance provides the answer, but—strictly speaking—only for Schmidt states.
We take this to mean that usual rules of the probability calculus will strictly hold for
pointer states only after their superposition has been thoroughly decohered. Pointer states—
Schmidt states coincidence is expected to be very good indeed: Probabilities one has in
mind ultimately refer to pointer states of measuring or recording devices. These are usually
macroscopic, so their interaction with the environment will quickly align Schmidt basis
with pointer states. Born’s rule (with all the consequences for the frequencies of events)
follows.

Probabilities derived from envariance are objective: They reflect an objective—and
experimentally testable—symmetry of the global state (usually involving the measured
system S , the apparatus A, and its environment E ). Before interacting with A or its E
observer does not know the outcome, but will know the set of pointer states—the menu of
possibilities. This ignorance reflects objective symmetries of the global state of SAE that
lead to Born’s rule.

Last question was the origin of objective existence in the quantum world: How can we
find states of systems we encounter in our everyday experience without redefining them
by our measurements?

We started by noting that in contrast to fragile arbitrary superpositions in the Hilbert
space of the system, pointer states are robust.

Crucially, in the real world observers find out pointer states by letting natural selection
take its course: Pointer states are the “robust species”, adapted to their environments.
They survive intact through such “environmental monitoring”. More importantly, multiple
records about S are deposited in E . They record pointer states, which are the “fittest”—they
can survive the process of copying and so the information about them can multiply.

There is an extent to which “it had to be so”: In order to make one more copy one
needs to preserve the original. However, there is a more subtle part of this relation between
decoherence, einselection, and quantum Darwinism. Hamiltonians of interaction that allow
for copying of certain observables necessarily leave them unperturbed. This conspiracy was
noticed early: It is the basis of the commutation criterion for pointer observables (Zurek,
1981; 1982) [24,25]: When HSE is a function of some observable Λ of the system, it will also
necessarily commute with it, [HSE , Λ] = 0.

5.4. Extantons and the Existential Interpretation

Existential interpretation of quantum theory assigns “relatively objective existence”
[6,7,36,198]—key to effective classicality—to widely broadcast quantum states. Objective
existence is relative to the redundant records about what persists and (in that sense) exists—
evidence of the pointer states imprinted on the environment.

Existential interpretation is obviously consistent with the relative states interpretation:
Redundancy of the records disseminated throughout the environment suggests a natural
definition of branches that are classical in the sense that an observer can find out a branch
with indirect measurements and stay on it, rather than “cut off the branch he is sitting
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on” with a direct measurement. This is more than einselection, and much more than
decoherence, although the key ingredient—environment—is still key, and the key criterion
is “survival of the fittest”— immunity of the pointer states to monitoring by E reflected
also in the predictability sieve.

The role of E is, however, upgraded from a passive “quantum information dump”
to a communication channel. Information deposited in E in the process of decoherence
is not lost. Rather, it is stored there, in multiple copies, often—but not always—for all to
see. The emphasis on information theoretic significance of quantum states cuts both ways:
Environment—as—a—witness paradigm supplies operational definition of objective exis-
tence, and shows why and how pointer states can be found out without getting disrupted.
However, it also shows that objective existence is not an intrinsic attribute of quantum
states, but that it arises along with—and as a result of—information transfer from S to E .

Extantons combine the source of information (extanton core) with the means of its
transmission (halo, often consisting of photons). Extanton is an extant composite entity
with the object of interest in its core that is decohering and imprinting qmemes on the
information-laden halo, part of the environment that pointer states of the core. Information
about them is disseminated by the halos throughout the Universe.

Photohalos are especially efficient in such “advertising”. Fragments of the halo inter-
cepted by the observers inform them about the state of its core. Extanton cores persist as
classical states would—independent of what is known about them. While they are not fun-
damental, they are fundamentally important for our perception of the quantum Universe
we inhabit as a classical world. Extantons fulfill John Bell’s desiderata for “beables”.

5.5. Decoherence and Information Processing

Decoherence affects record keeping and information processing hardware (and, hence,
information retention and processing abilities) of observers. Therefore, it is relevant for our
consciousness, as agents’ consciousness presumably reflects states and processes of their
neural networks. As was already noted some time ago by Tegmark (2000) [65], individual
neurons decohere on a timescale very short compared to, e.g., the “clock time” on which the
human brain operates or other relevant timescales. Moreover, even if somehow one could
initiate our information processing hardware in a superposition of its pointer states (which
would open up a possibility of being conscious of superpositions), it would decohere almost
instantly. The same argument applies to the present day classical computers. Thus, even if
information that is explicitly quantum (that is, involves superpositions or entanglement)
was inscribed in computer memory, it would decohere and (at best) become classical. (More
likely, it would become random nonsense.)

It is a separate and intriguing question whether a robot equipped with a quantum
computer could “do better” and perceive quantumness we are bound to miss. We note,
however, that the relevance of this question for the subject at hand—i.e., why does our
quantum Universe appear to us as a classical world devoid of quantum weirdness—is at
best marginal. After all, as already noted, rapid decoherence in the neural networks of our
brains precludes quantum information processing.

Moreover, if such a robot relied (as we do) on the fragments of the environment for
the information about the system of interest, it could access only the same information
we can access. This information is redundant—hence, classical (see Girolami et al., 2022
[142])—and quantum information processing capabilities would not help; only pointer
states can be accessed through this communication channel.

Existential interpretation—as defined originally (e.g., Zurek, 1993 [6])—relied pri-
marily on decoherence. Decoherence of systems immersed in their environments leads to
einselection: Only preferred pointer states of a system are stable, so only they can persist.
Moreover, when both systems of interest and means of perception and information storage
are subject to decoherence, only the correlations of the pointer states of the measured
systems with the corresponding pointer states of agent’s memory that store the outcomes
are stable—only such einselected correlations can persist.
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Decoherence, one might say, “strikes twice”: It selects preferred states of the systems,
thus defining what can persist, hence, exist. It also limits correlations that can persist, so
that the observer’s memory or the apparatus pointer will only preserve correlations with
the einselected states of the measured system when they are recorded in the einselected
memory states.

This is really the already familiar discussion of the quantum measurement problem
with one additional twist: Not just the apparatus, but also the systems of everyday interest
to observers are subject of decoherence. Thus, the post-measurement correlations (when
investigated using discord) must now be “classical-classical” using terminology of Piani,
Horodecki, Horodecki, 2008 [135], while in quantum measurements only the apparatus
side was guaranteed to be einselected (hence, certifiably classical).

5.6. Quantum Darwinism and “Life as We Know It”

Quantum Darwinism has a Darwinian name, but how Darwinian is it really? This is a
vague question about nomenclature, and we shall pass it by. A related and more pointed
question is: Does quantum Darwinism have any significance for the evolution of living
organisms and for their survival? There are then two even more focused questions one
can pose: Are the processes of imprinting information and passing it on (that are central to
quantum Darwinism) relevant for natural evolution? Moreover, do living organisms take
advantage of the proliferation of information about pointer states?

We note at the outset that natural selection and Darwinian evolution require multiple
redundant records (e.g., as DNA). Redundant records imply (as we have seen already in
Section 2) preferred set of states—preferred einselected classical basis. Therefore, natural
selection and Darwinian evolution take place within a classical post-decoherence realm.

Darwinian evolution depends on the (nearly perfect) preservation of information and
its propagation. DNA is disseminated by various means, but DNA molecules are thor-
oughly decohered carriers of information about an even more decohered parent organism.

The goals and the nature of natural evolution are somewhat different but the transfer
of actionable information (see Section 2, Ref. [43]) is the essence of both the “original” and
quantum Darwinism. Quantumness in a DNA “blueprint” is long gone, suppressed by
decoherence, but the correlation between the pointer state and individual fragment F of E
is also classical (as quantum discord is suppressed by surplus decoherence).

The key difference with quantum Darwinism appears to be the presence of the feed-
back in Darwinian evolution: It depends on the ability of the DNA to reproduce a copy
of their progenitor so it can in turn produce more DNA. Evolutionary success therefore
is judged not by redundancy in amplifying information in a single episode but through
multiple generations of the organisms and their DNA memes. Iteration through multiple
generations allows for variation and for natural selection. Fitness is still evaluated based
on the ability to amplify, but in an iterative process.

The copies of DNA are imperfect—there are mutations. They are not deliberate—error
correction guards against them–but they still happen. That imperfection in combination
with the feedback is what allows for gradual change of the DNA and for the adaptation of
the organisms driven by the natural selection and survival of the fittest.

By contrast, amplification and dissemination of quantum information appear to be
enough to attain the goal of quantum Darwinism: They suffice to account for the emergence
of objective classical reality. The ultimate fate of qmeme carriers such as photons is—at first
sight—unimportant, and so, one might think, is the fate of the information: Once the state
of the system or an event are made “objective”, they are an element of reality, and that is it.

Or is it? After all, following their detection photons (and other carriers of information
accessible through other senses that also deliver data about the Universe) are no longer
needed. Nevertheless, there is the next generation of records—in the apparatus, in the
retina, or in the brain of the observer. Such information repositories inherit the memes—the
essence of the information detected by the senses.
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That leads to further consequences: Agents (living organisms) react to data. Their
actions (hence, the state of the part of the Universe affected by them) depend on what
they have perceived. In the evolutionary context such actions are taken to optimize their
chances of survival. Hence, evolutionary success in the original Darwinian sense depends
on the ability to acquire and process information about extantons that is obtained through
quantum Darwinian processes that starts with decoherence and proliferation of qmemes.

Redundancy facilitates accessibility and explains the objective nature of events, and,
hence, emergence of the objective classical reality. Consequences of such events influence
multiple generations of their records and have implications for their recipients: After all,
actions taken by the living organisms are based on perceptions—on what was recorded.
Knowledge of events that take place is essential for survival. This is feedback. It does
not necessarily require conscious decisions (e.g., sunflowers following the sun are taking
advantage of such feedback), but it allows, and indeed, calls for, adaptation. Feedback is
also what allows for learning from experience. Thus, while natural selection and Darwinism
can be analyzed without any reference to quantum goings on, it does involve steps that
depend on decoherence and proliferation of information.

Seeing Is Believing

Our senses did not evolve to test and verify quantum theory. Rather, they evolved
through natural selection where survival of the fittest played a decisive role. When there
is nothing to be gained from prediction, there is no evolutionary reason for perception.
Only classical states that pass through the predictability sieve and deposit redundant easily
accessible records in their environment are robust and easy to access.

Quantum Darwinian requirement of redundancy appears to be built into our senses,
and, in particular, into our eyesight: The wiring of the nerves that pass on the signals from
the rods in the eye—cells that detect light when illumination is marginal, and that appear
sensitive to individual photons (Nam et al., 2014) [199]—tends to dismiss cases when fewer
than ∼7 neighboring rods fire simultaneously (Rieke and Baylor, 1998) [200]. Thus, while
there is evidence that even individual photons can be (occasionally and unreliably) detected
by humans (Tinsley et al., 2016) [201], redundancy (more than one photon) is needed to
pass the signal onto the brain.

This makes evolutionary sense—rods can misfire, so such built-in veto threshold
suppresses false alarms. Frogs and toads have apparently lower veto thresholds, possibly
because they are cold-blooded, so they may not need to contend with as much noise, as
thermal excitation of rods appears to be the main source of “false positives”.

Quantum Darwinism relies on repeatability. As observers perceive outcomes of mea-
surements indirectly—e.g., by looking at the pointer of the apparatus or at the photographic
plate that was used in a double-slit experiment—they will depend, for their perceptions,
on redundant copies of photons that are scattered from (or absorbed by) the apparatus
pointer or the blackened grains of photographic emulsion. Thus, repeatability is not just a
convenient assumption of a theorist: This hallmark of quantum Darwinism is built into our
senses. And—as we have seen in Section 2—the discreteness of the possible measurement
outcomes—possible perceptions —follows from the distinguishability of the preferred
states that can be redundantly recorded in the environment [42,43].

What we are conscious of is then based on redundant evidence. Quantum Darwinist
update to the existential interpretation is to demand that states exist providing that one
can acquire redundant evidence about them indirectly, from the environment. This of
course presumes stability in spite of decoherence (so there is no conflict with the existential
interpretation that was originally formulated primarily on the basis of decoherence [6,36])
but the threshold for the state to objectively exist is nevertheless raised.

5.7. Bohr, Everett, and Wheeler

This paper has largely avoided issues of interpretation, focusing instead on conse-
quences of quantum theory that are “interpretation independent”, but may constrain
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interpretational options. We have been led by quantum formalism to our conclusions,
but they are largely beyond interpretational disputes. Our “existential interpretation” is
in that sense not an interpretation—it simply points out the consequences of quantum
formalism and some additional rudimentary assumptions. It recognizes that quantum
states are epiontic: Like photons or electrons that can act as waves or particles, quantum
states can exhibit epistemic or ontic side of their nature, depending on circumstances. In
contrast to Bohr (who regarded them as purely epistemic) of Everett (who thought the
universal state vector was ontic) they can perform either as robust elements of reality or as
information carriers. These two roles are complementary: both are essential for extantons.

It is nevertheless useful to see how the two best known interpretations of quantum
theory—Bohr’s “Copenhagen Interpretation” (CI) and Everett’s “Relative State Interpre-
tation” (RSI) fit within the constraints that we have derived above by acknowledging the
paramount role of the environment. To anticipate the conclusion, we quote John Archibald
Wheeler (1957) [12], who—comparing CI with RSI—wrote: “(1) The conceptual scheme of
“relative state” quantum mechanics is completely different from the conceptual scheme of the conven-
tional “external observation” form of quantum mechanics and (2) The conclusions from the new
treatment correspond completely in familiar cases to the conclusions from the usual analysis”.

Bohr insisted on preexistence of the classical domain of the Universe to render out-
comes of quantum measurements firm and objective. Quantum Darwinism accomplishes
that goal: Decoherence takes away quantumness of the system, but a system that is not
quantum need not be immediately classical: Objective nature of events and, above all, of
extantons arises as a result of redundancy. Consensus about what happened and what
exists is reached only in presence of large redundancy. Large redundancy yields a very
good approximation of “the classical”, like finite many-body systems that have a critical
point marking a phase transition which is, strictly speaking, precisely defined only in the
infinite size limit. Indeed, Quantum Darwinism might be regarded as a purely quantum im-
plementation of the “irreversible act of amplification” that was such an important element
of CI.

Physical significance of a quantum state in CI was purely epistemic (Bohr, 1928 [8];
Peres, 1993 [202]; Fuchs and Peres, 2000 [203]; Fuchs and Schack, 2013 [204]): Quantum
states were only carriers of information—they correlated outcomes of measurements. Only
the classical part of the Universe existed in the sense we are used to.

In the account we have given here there are really several different sorts of states.
There are pure states—vectors in the Hilbert space. However, there are also objectively
unknown states defined by the “Facts 1–3” of Section 3. They describe a subsystem and
derive from the pure state of the whole using envariance, the symmetries of entanglement.
And there are states defined through the spectral decomposition of a quantum operator.
Last not least, there are decoherence-resistant pointer states that retain correlations and
allow for prediction based on indirect measurements, as they are best known to and widely
advertised by the environment.

In contrast to CI that split the Universe into only two domains—quantum and
classical—we have seen that classicality is a matter of degree, and a matter of a crite-
rion. For example, objectivity (which is in a sense the strongest criterion) is attained only
in the limit of large redundancy. It is clear why this is a good approximation in the case
of macroscopic systems. However, it is also clear that there are intermediate stages on the
way from quantum to classical, and that a system can be no longer quantum but be still far
away from classical objective existence.

There are two key ideas in Everett’s writings. The first one is to let quantum theory
dictate its own interpretation. We took this “let quantum be quantum” point very seri-
ously. The second message (that often dominates in popular accounts) is the Many Worlds
mythology. In contrast “let quantum be quantum” it is less clear what it means, so—in the
opinion of this author—there is less reason to take it at face value.

It is encouraging for the relative states point of view that the long - standing problem
of the origin of probabilities has an elegant solution that is very much “relative state” in
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the spirit. We have relied on symmetries of entangled states. This allowed us to derive
objective probabilities for individual events. We note that this is the first such objective
derivation of probabilities not just in the quantum setting, but also in the history of the
concept of probability.

Envariant derivation of Born’s rule is based on entanglement (which is at the heart of
the relative states approach). We have not followed either proposals that appeal directly
to invariant measures on the Hilbert space [10,11], or attempts to derive Born’s rule from
frequencies by counting many worlds branches (Everett, 1957 [11]; DeWitt, 1970 [14], 1971
[15]; Graham 1973 [72], Geroch, 1984 [73]): As noted by DeWitt (1971) [15] and Kent (1990)
[38], Everett’s appeal to invariance of Hilbert space measures makes no contact with physics,
and makes less physical sense than the mathematically rigorous proof of Gleason (1957)
[84]. In addition, frequentist derivations are circular—in addition to counting branches
they implicitly use Born’s rule to dismiss “maverick universes”.

5.8. Closing Remarks

The emergence of the classical world from within our quantum Universe is a difficult
problem. The traditional (and still occasionally encountered) expectation—that it will be
somehow resolved by a single new idea—did not pan out. Rather, several interdependent
new insights were needed to account for quantum jumps, for the appearance of the collapse,
for the preferred pointer states, for probabilities, and for the perception of the objective
reality—for all the familiar ingredients of ‘the classical’.

Our strategy was to avoid purely interpretational issues and to focus instead on
technical questions. They can often be answered in a definitive manner. In this way,
we have gained new insights into selection of preferred pointer states that go beyond
decoherence, found out how probabilities arise from entanglement, and discovered how
objectivity follows from redundancy.

All of that fits well with the relative states point of view and with a similar although
less Everettian approach of e.g. Rovelli [205]. There are also questions that are related
to the technical developments we have discussed but are, at present, less definite—less
technical—in nature. We signal some of them here.

The first point concerns the nature of quantum states, and its implications for the
interpretation. One might regard states as purely epistemic (as did Bohr) or attribute to
them “existence”. Technical results described above suggest that truth lies somewhere
between these two extremes, and these two aspects are complementary in the sense of Bohr.
It is therefore doubtful whether one is forced to attribute “reality” to all of the branches of
the universal state vector. Indeed, such a view combines a very quantum idea of a state in
the Hilbert space with a very classical literal ontic interpretation of that concept.

These two views of the universal state vector are incompatible. As we have empha-
sized, an unknown quantum state cannot be found out. It can acquire objective existence
only by “advertising itself” in the environment20. This is obviously impossible for the
universal state vector as the Universe has no environment.

The insistence on the absolute existence of the universal state vector as an indispens-
able prerequisite in interpreting quantum theory brings to mind the insistence on the
absolute time and space. They seemed indispensable since Newton, yet both became rela-
tive and observer-dependent in special relativity. The absolute universal state vector may
be—like the Newtonian absolute space and time, or for that matter, like isolated systems of
classical physics—an idealization that is untenable in the quantum realm.

As noted in Section 2.6, observations reset the state of the Universe—they re-adjust
initial conditions relevant for the future of the observer who has the record of their outcome.

20 The theorem of Pusey, Barrett, and Rudolph (2012) [206] offers an interesting perspective on the existence of
quantum states. An intriguing observation by Frauchiger and Renner (2018) [207] raises the “Wigner Friend”
question of whether it is possible to employ quantum theory to model complex systems that include agents
who are themselves described using quantum theory. The concerns raised in that paper are allayed in presence
of a decohering environment [208,209].
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The rest of the state vector becomes unreachable. Thus, the relative state reading of Everett
rests on a safer foundation than the “Many Worlds” alternative, which is—as Wheeler (1957)
[12] pointed out—compatible with the consequences of Bohr’s views. There is nothing in
the relative state interpretation that would elevate all the branches—especially the ones
that “did not happen” to the observer—to the same ontological status as the one that is
consistent with the observer’s perceptions.

Objective existence can be acquired (via quantum Darwinism) only by a relatively
small fraction of all degrees of freedom within the quantum Universe: The rest is needed to
“keep records”. Extantons (with a classical core and a vast information carrying halo) are a
good illustration. Clearly, there is only a limited (if large) memory space available for this at
any time. This limitation on the total memory available means that not all quantum states
that exist or quantum events that happen now “really happen” in the sense of the existential
interpretation: Only a small fraction of what occurs will be still available from the records
in the future. So the finite memory capacity of the Universe implies indefiniteness of the
present and impermanence of the past.

To sum it up, one can extend John Wheeler’s dictum “the past exists only insofar as
it is recorded in the present”. This is one of the topics that could have been discussed in
this review, but was not. Fortunately, Ref. [210] provides an introduction to the quantum
Darwinian view of the emergence of objective past in our Universe.

Consensus can be reached about objective histories, a more selective set than histories
that are just consistent. This may help settle the so-called class selection problem—that is,
selecting candidates for physically relevant histories from among the set of all consistent
histories—which is one of the central unresolved issues of the consistent histories interpre-
tation of quantum physics (see Griffiths, 1984 [118]; 2002 [119]; Gell-Mann and Hartle, 1990
[120]; 1993 [121]; 2012 [211]; Omnès, 1992 [122]; Griffiths and Omnès, 1999 [123]; Halliwell,
1999 [212] for a selection of points of view on this subject).

As long as we are discussing subjects that are related, but beyond the scope of this
review, we should mention the so-called “strong quantum Darwinism” and “spectrum
broadcast structures”. They share with quantum Darwinism the main idea—that the
objectively existing states are reproduced in many copies and can be independently accessed
without a disturbance. They differ in the details of its implementation (e.g., by invoking
different measures of what and how much the environment fragments know about the
system). Fortunately, there are papers by Horodecki, Korbicz, and Horodecki (2015) [213],
Le and Olaya-Castro (2018; 2020) [214,215], and there is a recent review by Korbicz (2021)
[216]. These references discuss ‘strong quantum Darwinism” and “spectrum broadcast
structures” and provide useful entries into the relevant literature.

Some of the quantum information theoretic tools used to implement criteria for objec-
tive existence have also been ‘beyond the scope’. In particular, quantum Chernoff bound
has been successfully used in models [146], and we expect it to be useful in the future.
Fortunately, a recent paper by Zwolak (2022) [141] discusses how quantum Chernoff bound
can be used to analyze quantum Darwinism (e.g., in the c-maybe model [131]).

These results confirm that there is no need for a unique best quantum information-
theoretic tool to study quantum Darwinism. We have already seen that Shannon and von
Neumann mutual entropy, and various half-way quantities including Holevo χ (as well as
Chernoff bound) lead to useful estimates of redundancy.

In presence of sufficiently large redundancy the precise number of records in the
environment does not matter: As long as redundancy is large, emergence of the consensus—
hence, objective classical reality—will be confirmed by perceptions of observers.

All of our conclusions followed from the core quantum postulates (o)–(iii) and the
insight that quantum states are epiontic. These two aspects of their nature are complemen-
tary (like the wave and particle traits of photons and electrons). They both play a role in the
emergence of objective classical reality with information and existence seemingly separated
– the state of affairs we are accustomed to in our everyday experience.
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In the field known for divergent views and lively discussions it is too early to expect
consensus on which of the mysteries of the quantum-classical correspondence have been
explained, but deducing inevitability of the discreteness and of quantum jumps, a simple
and physically transparent derivation of Born’s rule, and—above all—accounting for the
emergence of objective existence from the fragile quantum states mark a significant progress.
Moreover, there are no obvious obstacles in pursuing the program outlined here to provide
an even fuller account of the interrelation of the epistemic and ontic aspects of quantum
states, or to incorporate evolving quantum states—thus exploring emergence of objective
histories—within the framework of quantum Darwinism.
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Abstract: We investigate the implications of quantum Darwinism in a composite quantum system
with interacting constituents exhibiting a decoherence-free subspace. We consider a two-qubit system
coupled to an N-qubit environment via a dephasing interaction. For excitation preserving interactions
between the system qubits, an analytical expression for the dynamics is obtained. It demonstrates that
part of the system Hilbert space redundantly proliferates its information to the environment, while
the remaining subspace is decoupled and preserves clear non-classical signatures. For measurements
performed on the system, we establish that a non-zero quantum discord is shared between the
composite system and the environment, thus violating the conditions of strong Darwinism. However,
due to the asymmetry of quantum discord, the information shared with the environment is completely
classical for measurements performed on the environment. Our results imply a dichotomy between
objectivity and classicality that emerges when considering composite systems.

Keywords: quantum Darwinism; decoherence; open quantum systems

1. Introduction

The theory of open quantum systems provides frameworks to describe how an envi-
ronment destroys quantum superpositions. The environment is an active player in the loss
of quantumness and emergence of classicality. In particular, quantum Darwinism [1–3]
and spectrum broadcast structures [4,5] establish mathematically rigorous approaches
to quantitatively assess the mechanisms by which classically objective, accessible states
emerge. The former employs an entropic approach, where classical objectivity follows
from the redundant encoding of copies of the system’s pointer states (preferred basis states
immune to spoiling by system–environment coupling) across fragments of the environment.
Objectivity becomes possible only if the information content of the system is redundantly
encoded throughout the environment, such that the mutual information shared between
the system and arbitrary fractions of the environment is the same and equal to the system
entropy. Quantitatively, this implies that the mutual information, given as

I(ρS:E f ) = S(ρS) + S(ρE f )− S(ρS:E f ), (1)

where S(ρ) = −tr[ρ log ρ] is the von Neumann entropy, takes the value I(ρS:E f ) = S(ρS)

independently of the size of the environmental fraction E f for f < 1, and attains the
maximum value of 2S(ρS) only when one has access to the whole environment, i.e., f =1.

Entropy 2021, 23, 995. https://doi.org/10.3390/e23080995 https://www.mdpi.com/journal/entropy101
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Spectrum broadcast structures approach the problem by rather examining the geometric
structure of the state, establishing strict requirements that it must fulfill. Nevertheless, both
employ the same notion of objectivity as defined in Ref. [6]:

“A system state is objective if it is (1) simultaneously accessible to many observers (2)
who can all determine the state independently without perturbing it and (3) all arrive at
the same result [3,4,7]."

Recently, the close relationship between quantum Darwinism and spectrum broadcast-
ing structures was established, demonstrating that the latter follows when more stringent
conditions, giving rise to the so-called strong quantum Darwinism, are imposed on the
former [6,8–10].

Establishing whether a given state can be viewed as classically objective has proven to
be a difficult task. While any measurement is objective for a classical system, for two or
more observers to agree on their measurement results in the quantum case, the basis that
they measure must form orthogonal vector sets [11]. Recent studies have shown that the
emergence of a redundancy plateau in the mutual information, the characteristic signal
of quantum Darwinism, may not imply classical objectivity [4,8,12]. Several critical analy-
ses of quantum Darwinism have demonstrated that, while a generic feature of quantum
dynamics [13], it is nevertheless sensitive to seemingly small changes in the microscopic
description [14,15], and non-Markovian effects can suppress the emergence of the phe-
nomenon, although the relation between non-Markovianity and quantum Darwinism is yet
to be fully understood [16–21]. Going beyond the single system particle, the proliferation
of system information in spin registers interacting with spin [22] and boson [23] environ-
ments have shown to present different characteristics. In addition, while not necessary for
decoherence, system–environment entanglement is required for objectivity as defined by
quantum Darwinism [24]. Experimental tests of this framework in platforms consisting of
photonic systems [25–27] and nitrogen-vacancy centers [28] have recently been reported.

This work presents a detailed analysis of redundant information encoding, classical
objectivity, and quantum Darwinism for a composite system. We consider two interacting
qubits that are coupled to a dephasing environment, as shown in Figure 1. We show that
clear Darwinistic signatures are present when the mutual interaction between the two
systems is excitation preserving. However, while the composite system establishes precisely
the strong correlations necessary for the redundant proliferation of the relevant information,
(in this case the system’s total spin), the system establishes a decoherence-free subspace for
the dynamics, which is blind to the environmental effects and allows the system to maintain
highly non-classical features. We carefully assess whether the redundant information is
classical or not by studying the asymmetric quantum discord [29], and demonstrating
that the classicality of the mutual information is relative to the observer’s perspective on
measuring the system or the environment. For measurements on the system, the state has
a significant non-zero quantum discord. Therefore, it violates the conditions set out for
objectivity, according to the strong quantum Darwinism criteria [6]. On the other hand, for
measurements on the environment side, which are arguably more in the original spirit of
quantum Darwinism, the accessible information is completely classical. Our results suggest
that the conditions for the objectivity of a system state, as shared by many observers, have
to be distinguished from its classicality, understood as the absence of quantum correlations,
for the case in which the system has a composite structure. This point turns out to be
particularly subtle, as the lack of classicality may not be perceived by an external observer,
due to the asymmetry of quantum discord.

The remainder of the manuscript is organized as follows. In Section 2, we introduce
details of the composite system model in which we investigate quantum Darwinism. We
continue with the behavior of coherences and correlations among the constituents of our
model throughout the dynamics, and discuss them in relation to the emergence of Darwin-
ism and objectivity in Section 3. In Section 4, we put forward some considerations on the
relation between the phenomenology observed in the case here at hand and the formalism
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of strong quantum Darwinism, pointing at the asymmetry of quantum discord and its
implications for the ascertaining of classicality. In Section 5, we draw our conclusions.

j

1 2HS1S2

HSiEj

Figure 1. Schematics of the considered model. A composite system that is made up of two interacting
qubits, which are also coupled to a fragmented environment. For a excitation preserving interaction
between the system qubits, i.e., Jx = Jy in Equation (2) and pure dephasing interaction between the
system qubits and the environment, the interaction Hamiltonians commute, leading to Equation (4).

2. Composite System Model

We begin by introducing the dynamical model that we consider throughout the paper.
Our focus is on exploring how signatures of redundant encoding and objectivity manifest
when the system itself is a complex entity with internal interactions among its components.
To this end, our system consists of two qubits, S1 and S2, interacting via the following:

HS1S2 = ∑
j=x,y,z

Jjσ
j
S1
⊗ σ

j
S2

. (2)

The composite system interacts with a bath of spins {Ek} via a pure dephasing
interaction HSiEk = JSEσz

Si
⊗ σz

Ek
with i = 1, 2 and k = 1, 2, . . . , N. A single interaction

between any two qubits in the model is realized by the application of the unitary operator
U = e−iHt to the state of the system, where H = HS1S2 (H = HSiEk ) for the interactions
between S1-S2 (Si-Ek). We set the initial state of the system and environmental qubits to be
a factorized state of the following form:

|Ψ0〉 = |φ〉S1
⊗ |φ〉S2

N⊗
k=1

|Φ〉k, (3)

where |φ〉Sj
= cos θj|0〉Sj

+ sin θj|1〉Sj
(j = 1, 2), and |Φ〉k = |+〉k = (|0〉k + |1〉k)/

√
2, with

{|0〉, |1〉} being the eigenvectors of σz for any of the subsystems involved.
In order to make the model analytically tractable, we enforce the number of interac-

tions with the environment to be uniformly distributed, i.e., both system qubits interact
with each environmental qubit in an identical manner, cf. Figure 1. This condition is
important since, as demonstrated in Ref. [15], allowing for a bias in the interactions be-
tween the system and particular environmental constituents results in a deviation from a
Darwinistic behavior that would otherwise be present in the model. Furthermore, by taking
the interaction between the system qubits as excitation preserving (i.e., for Jx = Jy = J) the
system–system and combined system–environment interaction Hamiltonians commute,
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i.e.,
[
HS1S2 ,

(
HS1Ek +HS2Ek

)]
=0. This implies that the ordering of interactions does not

matter. Note that when this condition does not hold, the dynamics can still be well sim-
ulated by the collisional approach [15,30–32]; however, as discussed in Ref. [15], other
system–environment interaction terms often lead to a loss in redundant encoding. This
simplification allows us to work with the continuous-time t, always measured in inverse
units of the coupling strength J, rather than employing the sequential collisional approach
of Ref. [15]. This leads to an analytical expression for the dynamics of the whole S-E state
after time t, which we write as follows:

|Ψ〉 = e−iNJztα|00〉S1S2

N⊗
k=1

1√
2

(
e−i2JSEt|0〉k + ei2JSEt|1〉k

)
+eiNJzt[β cos(Jt)− iγ sin(Jt)]|01〉S1S2

N⊗
k=1

1√
2
(|0〉k + |1〉k)

+eiNJzt[γ cos(Jt)− iβ sin(Jt)]|10〉S1S2

N⊗
k=1

1√
2
(|0〉k + |1〉k)

+e−iNJztδ|11〉S1S2

N⊗
k=1

1√
2

(
ei2JSEt|0〉k + e−i2JSEt|1〉k

)
(4)

with α = cos θ1 cos θ2, β = cos θ1 sin θ2, γ = sin θ1 cos θ2, δ = sin θ1 sin θ2. Immediately we
see some tell-tale signatures of Darwinism appearing: |00〉 and |11〉 states imprint the
same type of phase on the environmental qubits as shown in Ref. [15]. We see that in the
single excitation subspace of S, while the mutual interaction only exchanges populations,
the environmental qubits are not affected. In what follows, we demonstrate that these
features conspire to complicate the decision on whether a classically objective state has been
achieved or not: the state in Equation (4) exhibits clear signatures of redundant encoding
in the environment while allowing the system to maintain highly non-classical features
within a subspace that the environment is, in effect, “blind” to.

3. Quantum Darwinism and Objectivity

Quantitatively, quantum Darwinism is signaled by a plateau in the mutual informa-
tion shared between the system and a fraction of the environment at the entropy of the
system’s state plotted against the fraction size. This behavior is indicative of a redundant
encoding of the system information throughout the environment such that, regardless
of what fragment of the environment is queried, an observer only ever has access to the
same information. While there can be a “minimum fragment" size necessary to reach the
redundancy plateau [3], we focus on the extreme case where it is sufficient to query a single
environmental qubit in order to obtain all the accessible information. This amounts to
tracking the mutual information I(ρS1S2:Ek ) between the composite two-qubit system and
a single environmental qubit together with the entropy of the former S(ρS1S2), such that
I(ρS1S2:Ek )= S(ρS1S2) indicates we are witnessing a classically objective state, according
to quantum Darwinism. Unless stated otherwise, we fix the mutual interaction between
the qubits to be HS1S2 = J(σx ⊗ σx + σy ⊗ σy) and the system–environment coupling is
JSE = 0.1J to consider conditions of weak system–environment coupling. The system
qubits are assumed to be initially prepared in identical states with θ1 = θ2 = π/6. This
choice is only dictated by the convenience of the illustration of our results and, aside from
some minor quantitative differences, qualitatively similar results hold for any choice or
combination of J and Jz, including non-interacting system qubits, i.e., J= Jz =0, and also
for different initial system states. Finally, we note that, as we assume uniform coupling to
all environmental units, it is immaterial which is chosen in the evaluation of I(ρS1S2:Ek ).

Figure 2a shows the mutual information, I(ρS1S2:Ek ) and the composite system entropy
S(ρS1S2:Ek ) for environments consisting of N=6 (solid) and N=250 qubits (dashed). We
immediately see that only at t=π/4 do we find I(ρS1S2:Ek ) = S(ρS1S2). For N = 250, the
system entropy quickly saturates to a maximum value, which is dependent on the chosen
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initial states, and remains so for most of the dynamics with the notable exception of t=π/4,
where it rapidly drops. A qualitatively identical behavior is exhibited by the coherence
present in the two-qubit system state, C = ∑i �=j |ρ

i,j
S1S2
|, shown in Figure 2b. While each

system qubit quickly becomes diagonal, remarkably, the composite system maintains a
minimum value of coherence, indicating that it retains some genuine non-classicality, with
the magnitude of the coherence being dependent on the particular choice of initial states
for the systems.

(a) (b) (c) (d)
I I

Figure 2. Both system qubits are prepared in a symmetric initial state with θS1 = θS2 =π/6 with the interaction parameters JSE =1,
J=10, and we consider environments of size N=6 (solid curves) and N=250 (dashed curves). (a) Dynamics of mutual information
between the composite system and a single environmental qubit, I(ρS1S2:Ek ), (darker, black) and the entropy of the composite system,
S(ρS1S2 ) (lighter, red). (b) Coherence present in the composite system state, |ρ1,2

S1S2
| (lighter, blue) and coherences in the state of a single

environmental qubit |ρ1,2
Ek
| (darker, black). (c) Quantum discord shared between the two system qubits, D→(ρS1S2 ) (lighter, orange)

and quantum discord between one of the system qubits and a single environmental constituent D→(ρS1Ek ) (darker, green). In panels
(a–c) the faint vertical line at t = π/4 denotes the time at which we have I(ρS1S2:Ek ) = S(ρS1S2 ), i.e., the emergence of Darwinism.
(d) I(ρS1S2:E f )/S(ρS1S2 ) vs. the size of the environment fraction f (upper, solid) and I(ρS1:E f )//S(ρS1 ) (lower, dashed) at two instants
of time, t=π/4 where perfect redundant encoding is observed (lighter, red) and t=π/4− 0.1 (darker, blue).

The mutual information shared between the system qubits and an environment, shown
in Figure 2a (darker, black curves), varies more gradually and is inversely related with
the behavior of the environmental qubit’s coherence, |ρ1,2

Ek
|, shown in Figure 2b (darker,

black curve). The point at which I(ρS1S2:Ek ) = S(ρS1S2) corresponds to the minimum
in the environment coherence establishing that in order for signatures of objectivity to
emerge a mutual dephasing is necessary [15]. Nevertheless, Figure 2b is remarkable,
as it indicates that we do not require all constituents to become fully classical, i.e., the
coherence does not necessarily vanish. In Figure 2d, the solid lines show the mutual
information between the composite system and fractions of the environment at t=π/4
and t = (π/4− 0.1) for a N = 6 qubit environment. When t = (π/4− 0.1), there are
no clear indications of Darwinistic behavior, while at t = π/4, we clearly observe the
characteristic plateau, indicating that the system information is redundantly encoded into
the environmental degrees of freedom. From these results, we see that the presence of
a redundancy plateau does not necessarily imply a complete loss of all non-classicality
within a complex composite system.

We can examine these features more quantitatively by directly computing the reduced
and the total states of the system for t = π/4. The density matrix for S1S2 is X-shaped,
which in turn enforces the reduced states to be diagonal as follows:

ρS1S2 =

⎛⎜⎜⎝
α2 0 0 αδ
0 β2 βγ 0
0 βγ γ2 0

αδ 0 0 δ2

⎞⎟⎟⎠,

ρS1 =

(
α2 + β2 0

0 γ2 + δ2

)
, ρS2 =

(
α2 + γ2 0

0 β2 + δ2

)
.
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Therefore, the non-zero coherence we see in Figure 2 when the Darwinistic plateau
emerges can be analytically determined to be ∑i>j |ρ

i,j
S1S2
|= |αδ|+ |βγ|. The coherence con-

tained in a single environmental qubit |ρ1,2
Ek
| is dependent on the initial states of the system

qubits but independent with regards to the overall size of the environment, N. In particular,
when t=π/4, we find |ρ1,2

Ek
| = (β2 + γ2 − α2 − δ2)/2, indicating that the environmental

qubits themselves will fully decohere only when either θ1 or θ2=π/4, while for all other
values of initial states some non-classicality remains within the environmental constituents.

Since the composite system maintains non-zero coherence, even when a redundancy
plateau is observed, it is relevant to examine any non-classical correlations present in the
overall state, cfr. Figure 2c, where we show the quantum discord [33,34] between two
system qubits D→(ρS1S2) and quantum discord between one of the system particles and a
single environment D→(ρS1Ek ). Mathematically, quantum discord between two parties is
defined as [33,34]

D→(ρAB) = I(ρAB)− J→(ρAB). (5)

Here, J→(ρAB) = S(ρB)− min
{ΠA

k }
∑k pkS(ρB

k ) is called the Holevo information, where

{ΠA
k } represents the set of all possible measurement operators that can be performed on sub-

system A, and ρB
k = (ΠA

k ⊗ I)ρAB(ΠA
k ⊗ I)/pk are the post-measurement states of B after

obtaining the outcome k with probability pk = tr[(ΠA
k ⊗ I)ρAB]. In other words, J→(ρAB)

measures the amount of information that one can obtain about subsystem B by performing
measurements on subsystem A. The non-zero coherence present in the S1S2 state mean
that there are genuine quantum correlations in the form of the discord shared between the
system qubits and, despite exhibiting a sharp decrease near the point where the character-
istic plateau emerges, they remain non-zero throughout the dynamics. Thus, it is natural to
question whether we can consider the state as truly objective when the relevant system
information has clearly proliferated into the environment. Examining the correlations
established between a given system qubit and one environmental constituent, D→(ρS1Ek ),
we find the quantum discord vanishes when the redundancy plateau is observed, imply-
ing that, at least at the level of a single system constituent, only classical information is
accessible. We thus have a situation in which, due to the presence of a decoherence-free
subspace to which the environmental degrees of freedom is blind, the overall composite
system maintains non-classical features, and therefore, is arguably not objective, despite
the redundant encoding and proliferation of the system information. Such a situation is
reminiscent of settings where solely focusing on the mutual information can provide a false
flag for classical objectivity [8]. Therefore, in the following section, we turn our attention to
tighter conditions for objectivity given by strong quantum Darwinism [6,8], or equivalently
spectrum broadcast structures [4,5].

Before moving on, we believe it is also meaningful to explore whether Darwinistic
signatures are exhibited when considering how much information the environment can
access about the individual system constituents, i.e., whether in addition to checking
I(ρS1S2:E f ) = S(ρS1S2) for various fragment sizes, we also test whether I(ρSi :E f ) = S(ρSi ).
We note, however, already that the latter quantity is upper bounded by the former, i.e.,
I(ρS1S2:E f ) ≥ I(ρS1:E f ) for all E f and at all times since discarding a system never increases
the mutual information, due to the strong subadditivity of von Neumann entropy [35].

Figure 2d shows I(ρS1S2:E f ) (solid) and I(ρS1:E f ) (dashed) against the fraction size of
the environment f for t=π/4 (red) and t=(π/4− 0.1) (blue). Focusing on t=π/4, it is
clear that the composite system exhibits the characteristic redundancy plateau with the
mutual information exactly equaling the composite system entropy. While we observe
a similar plateau for the mutual information between a reduced system state and envi-
ronment fractions, in this case, it is below the entropy of the considered system particle.
Therefore, the redundantly encoded information regarding the single system qubit does
not contain the full information about the qubit itself, and this is due to the fact that some of
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the information—specifically, that which is tied up in the non-classical correlations shared
between the two system qubits—is not classically accessible to the environment.

The discrepancy between I(ρS1S2:E f ) and I(ρS1:E f ), which is related to the gap between
the two curves in Figure 2d, can be quantitatively determined by directly computing their
difference ΔI = I(ρS1S2:E f )− I(ρS1:E f ) and finding the following (see Appendix A):

ΔI = I(ρS2:E )− I(ρS2:E f
), (6)

where E f is the complement of E f . Note that this result is completely independent of the
nature of the dynamics and valid for arbitrary fractions at any given instant, only relying
on the assumption of a pure initial state. Furthermore, another useful insight regarding
this mutual information gap can be provided by exploiting the Koashi–Winter relation [36],
which helps us to bound the discrepancy as follows:

0 ≤ ΔI ≤ S(ρS1S2) + D←(ρS1S2:E f ). (7)

Considering the fraction to be the whole environment, i.e., E f is an empty set, the
expressions above reduce to the following simple form ΔI = I(ρS2:E ), which corresponds
to the gap at the end of the curves. Equations (6) and (7) demonstrate that the non-
classical correlations present in the composite system prevent the environment from gaining
complete and unambiguous information regarding the state of an individual subsystem
(see Appendix A for more details).

4. Strong Quantum Darwinism

The previous section demonstrates that, despite observing the signature plateau
for redundant encoding, the constituents of the model still carry certain signatures of
quantumness, namely non-zero coherences and discord of the composite system state.
This naturally leads us to question of whether one can argue that the system state is truly
classically objective or not. While it is clear that there is a proliferation and redundant
encoding of system information within the environment, the fact that the system itself
persists in displaying non-classical features implies that there might be a subtle distinction
between the proliferation of relevant system information and genuine classical objectivity
of a quantum state, with the former being a necessary but not sufficient requirement for the
latter. Such a critical analysis of the conditions for classical objectivity is formalized within
the framework of spectrum broadcast structures and strong quantum Darwinism [4,8,12].
In particular, the strong Darwinism condition [6,9] amounts to determining whether or not
the mutual information shared between the system and an environment fraction is purely
composed of classical information as quantified by the Holevo information. Equivalently,
this condition can be stated as whether or not the system has a vanishing discord with that
environment fraction. While stated originally based on measurements performed solely on
the system, this condition was shown to be a necessary and sufficient condition for classical
objectivity [6]. However, it is known that quantum discord is an asymmetric quantity,
dependent on precisely which subsystem is measured and, therefore, allows for curious
situations where non-classical correlations can be shared in one direction but not the
other, so-called quantum-classical states. Therefore, even though the framework of strong
Darwinism established in Ref. [6] is well motivated, we argue that, while objectivity is a
property based on information that can be accessed by measurements on the environment
only, classicality is a more subtle issue, and due to the asymmetry of quantum discord, a
system state, though assessed as classically objective from the environment or a fraction of
it, can retain quantum correlations [37].

The calculation of quantum discord is involved, even for two-qubit states [29]; in fact,
it can be shown to be a NP-complete problem [38]. However, for our purposes, it suffices
simply to check whether or not there exists discord without computing its numerical value.
Thus, we focus on the correlation properties shared between the composite system and a
single environment, taking into account the asymmetric nature of the discord. We employ
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a nullity condition, which provides a necessary and sufficient condition to witness whether
the state, ρS1S2:Ek , has zero discord [39–41]. An arbitrary state ρAB has a vanishing quantum
discord with measurements on A or B if and only if one can find an orthonormal basis
{|n〉} or {|m〉} in the Hilbert space of A or B, such that the total state can be written in a
block-diagonal form in this basis. Mathematically, it is possible to express this condition
as follows:

D→(ρA:B) = 0 ⇐⇒ ρAB = ∑
n

pn|n〉〈n| ⊗ ρB
n , (8)

D←(ρA:B) = 0 ⇐⇒ ρAB = ∑
m

qmρA
m ⊗ |m〉〈m|. (9)

Note that in our case, we make the identification A→ S1S2 and B→ E1. In Appendix B,
we explicitly calculate a necessary and sufficient condition for the nullity of quantum dis-
cord introduced in [40,41], separately considering both cases of measurements performed
on the system and the environment side. When the mutual information plateau is observed
while D→(ρS1S2:E1) is non-zero, for measurements performed in the environmental qubit,
the discord D←(ρS1S2:E1) vanishes. Thus, we have a quantum–classical state implying
that, as far as measurements are only performed on the environment, all the accessible
information is completely classical in nature. As already discussed, this result implies
an important subtlety regarding the connection between quantum Darwinism and the
emergence of objectivity or classicality in composite quantum systems. While, locally, both
system qubits are completely decohered, the composite state of the system is still coherent
and shares some non-classical correlations with the environment. It is, thus, non-classical
from the perspective of the system. However, from the perspective of the environment,
the system is both objective, as the accessible information about the composite system is
redundantly encoded throughout its degrees of freedom, and classical in that quantum
discord for the measurement performed on the environment is equal to zero.

5. Conclusions

We have examined the emergence of quantum Darwinism for a composite system
consisting of two qubits interacting with a N-partite bath. For an excitation-preserving
interaction between the system qubits, we established that the system information is faith-
fully, redundantly encoded throughout the environment; therefore, we see the emergence
of clear Darwinistic signatures. Nevertheless, a decoherence-free subspace permits the
system to create and maintain significant non-classical features in the form of quantum
discord. Employing the framework of strong quantum Darwinism, which insists that in
addition to a mutual information plateau, the discord between the system and an environ-
ment fragment must vanish, we have shown that whether or not this state is interpreted as
objective and classical depends on how the discord is evaluated. Following the framework
of Ref. [6], for measurements on the system, the sizable non-zero coherence present in
the decoherence-free subspace implies that this state is definitively not objective. How-
ever, as quantum Darwinism posits that classicality and objectivity are dictated by what
information can be learned by measuring the environment, and due to the asymmetric
nature of the quantum discord when measurements are made on the environment, we
find that the discord is vanishing and therefore conclude a classically objective state. To
better understand this point, we demonstrated that redundant encoding at the level of the
composite system does not imply the same for the individual constituents. Specifically,
when non-classical correlations are established between the system qubits, there is still a
redundant proliferation of some of the system information into the environment; however,
the correlations between the two system qubits prevent all of the system’s information
from being redundantly shared with the environment.
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Appendix A. Derivations of Equations (6) and (7)

Appendix A.1. Direct Approach

Using the definition of mutual information, one has I(ρS1S2:E f ) = S(ρS1S2) + S(ρE f )−
S(ρS1S2E f ) and I(ρS1:E f ) = S(ρS1) + S(ρE f ) − S(ρS1E f ), from which ΔI = I(ρS1S2:E f ) −
I(ρS1:E f ) can be calculated as the following:

ΔI =
[
S(ρS1E f )− S(ρS1)

]
−
[
S(ρS1S2E f )− S(ρS1S2)

]
(A1)

=
[
S(ρS2E f

)− S(ρE f
)
]
−
[
S(ρS2E )− S(ρE )

]
.

In passing to the second line, we assume that the total S1S2E system starts from a pure
state and E f denotes the part of the environment that is not included in the fraction E f , i.e.,
E f is the complement of E f . We continue by adding and subtracting S(ρS2) to the right
hand side of the above equation and rearranging to obtain the following:

ΔI =
[
S(ρS2) + S(ρE )− S(ρS2E )

]
−
[
S(ρS2) + S(ρE f

)− S(ρS2E f
)
]

(A2)

ΔI =I(ρS2:E )− I(ρS2:E f
).

We note that this result is completely independent of the nature of the dynamics and
valid for arbitrary fractions at any given instant. Considering the fraction to be the whole
environment, i.e., E f is an empty set, the second term in the above equation vanishes and
reduces to the following simple form:

ΔI = I(ρS2:E ), (A3)

which corresponds to the gap at the end of the curves.

Appendix A.2. Koashi–Winter Relation

Given an arbitrary tripartite quantum system ρABC, the Koashi–Winter (KW) relation [36]
states the following inequality:

Ef (ρAB) ≤ S(ρA)− J←(ρAC), (A4)

with equality attained if ρABC is pure and Ef (·) denotes the entanglement of formation.
Here, we will try to exploit this inequality to present bounds on the mutual information
shared between the different fractions of the system and environment.

In addition to our usual assumption of a pure S1S2E state, we also introduce a pure
auxiliary unit A that serves only as a mathematical tool to ensure that our set up fits within
the framework of the KW relation. Identifying A→ S1S2, B→ A and C → E f , and noting
that by definition Ef (ρS1S2A) = 0, we have the following:
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J←(ρS1S2:E f ) ≤ S(ρS1S2) (A5)

I(ρS1S2:E f ) ≤ S(ρS1S2) + D←(ρS1S2:E f )

which provides an upper bound on the information that we can obtain on the total system
by probing a fraction of the environment.

We now use the KW relation to bound the mutual information between a single
system qubit and fractions of the environment. To that end, we shift our labeling to
A → S1, B → S2 and C → E f again with the assumption that S1, S2 and the whole
environment E is in a pure state. The KW relation gives the following:

Ef (ρS1S2) ≤ S(ρS1)− J←(ρS1E f ). (A6)

Adding I(ρS1:E f ) to both sides we get

Ef (ρS1S2) + I(ρS1:E f ) ≤ S(ρS1) + D←(ρS1E f ) (A7)

I(ρS1:E f ) ≤ S(ρS1) + D←(ρS1E f )− Ef (ρS1S2).

Comparing Equations (A5) and (A7) can help us to understand the discrepancy
between the mutual information curves presented in Figure 2d. Naturally, we have both
I(ρS1S2:E f ) and I(ρS1:E f ) greater than zero, and moreover, we know that discarding a
subsystem never increases the mutual information, thus I(ρS1S2:E f ) ≥ I(ρS1:E f ). Together,
this allows us to restrict the gap between the curves as the following:

0 ≤ ΔI ≤ S(ρS1S2) + D←(ρS1S2:E f ). (A8)

Finally, let us also specifically look at the gap at the end of the curves in Figure 2d, i.e.,
E f = E , where we can use the equality in the KW relations given in Equations (A5) and (A7),
and obtain a more precise expression. A pure S1S2E state implies that I(ρS1S2:E ) =
2S(ρS1S2), and we have the following:

ΔI = 2S(ρS1S2)− S(ρS1)− D←(ρS1E ) + Ef (ρS1S2) (A9)

= 2S(ρS1S2)− S(ρS1)− S(ρE ) + S(ρS1E )

= S(ρS2) + S(ρE )− S(ρS2E )

= I(ρS2:E ).

In passing from the first to the second line we resort to the basic definition of
I(ρS1:E ). Note that this is exactly the same result we obtain in Equation (A3) using the
direct approach.

Appendix B. Testing the Strong Quantum Darwinism Criteria

We would like to assess whether the mutual information between the system particles
and a single environment state I(ρS1S2:E1) is purely classical. To that end, we need to check
whether the state ρS1S2E1 has a vanishing quantum discord or not, for which we have two
options to consider: measurements performed on the system or environment side. The
former is the condition of strong Darwinism introduced in [6] and the latter is an alternative
constraint recently put forward in Ref. [37].

Here, we present the explicit calculation of the nullity condition for quantum discord
introduced in [40,41] considering both measurement scenarios mentioned in the paragraph
above. An arbitrary state ρAB has a vanishing quantum discord with measurements on
A or B if and only if one can find an orthonormal basis {|n〉} or {|m〉} in the Hilbert
space of A or B such that the total state can be written in block-diagonal form in this basis.
Mathematically, it is possible express this condition as follows:
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D→(ρA:B) = 0 ⇐⇒ ρAB = ∑
n

pn|n〉〈n| ⊗ ρB
n , (A10)

D←(ρA:B) = 0 ⇐⇒ ρAB = ∑
m

qmρA
m ⊗ |m〉〈m|. (A11)

Note that in our case, we make the identification A→ S1S2 and B→ E1.
Let us start with checking the former condition. We pick an arbitrary orthogonal basis

in the Hilbert space of the environmental qubit as {|ei〉} and express the state at hand
as follows:

ρS1S2E1 = ∑
i,j

ρS1S2
ij ⊗

∣∣∣eE
i

〉〈
eE

j

∣∣∣, (A12)

In order for the state in Equation (A12) to be written as the one given in Equation (A11),
all ρ

S1S2
ij ’s must be simultaneously diagonalizable and, if it exists, the basis in which they

are diagonal is then {|n〉}. It was shown in [40,41] that mathematically, this implies the
following: D→(ρS1S2:E1) = 0 if and only if one has

[
ρS1S2

ij , ρS1S2
i′ j′

]
= 0. Similarly, this

condition can be stated as ρS1S2
ij ’s must be normal matrices such that

[
ρS1S2

ij ,
(

ρS1S2
ij

)†
]
= 0,

and also commute with each other [40,41].
Using our analytics, we can write the general form of ρS1S2E1 at the instant we observe

Darwinism, i.e., JSEt = π/4, as follows:

ρS1S2E1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a −a 0 0 0 0 b −b
−a a 0 0 0 0 −b b
0 0 c c d d 0 0
0 0 c c d d 0 0
0 0 d∗ d∗ e e 0 0
0 0 d∗ d∗ e e 0 0
b∗ −b∗ 0 0 0 0 f − f
−b∗ b∗ 0 0 0 0 − f f

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A13)

where a = α2/2, b = (−1)Nαδ/2, c =
[

β2 cos2
(

Jπ
2

)
+ γ2 sin2

(
Jπ
2

)]
/2, d =

[2βγ + i(β− γ)β + γ) sin(Jπ)]/4, e =
[
γ2 cos2

(
Jπ
2

)
+ β2 sin2

(
Jπ
2

)]
/2 and f = δ2/2. Re-

call that parameters α= cos θ1 cos θ2, β= cos θ1 sin θ2, γ= sin θ1 cos θ2, δ= sin θ1 sin θ2 are
dependent on the initial states of the system qubits. The dimensions of our the system
particles and the environmental qubit are dS1S2 =4 and dE1 =2, respectively, which means
that the set {|ei〉} is composed of two elements and we have 4 ρS1S2

ij matrices that are 4× 4
in size. Horizontal and vertical lines dividing the density matrix in Equation (A13) in fact
denote these 4 matrices. Explicitly, we have the following:

ρ11
S1S2

=

⎛⎜⎜⎝
a −a 0 0
−a a 0 0
0 0 c c
0 0 c c

⎞⎟⎟⎠, ρ12
S1S2

=

⎛⎜⎜⎝
0 0 b −b
0 0 −b b
d d 0 0
d d 0 0

⎞⎟⎟⎠,

ρ21
S1S2

=

⎛⎜⎜⎝
0 0 d∗ d∗

0 0 d∗ d∗

b∗ −b∗ 0 0
−b∗ b∗ 0 0

⎞⎟⎟⎠, ρ22
S1S2

=

⎛⎜⎜⎝
e e 0 0
e e 0 0
0 0 f − f
0 0 − f f

⎞⎟⎟⎠.

The diagonal matrices are clearly normal matrices, i.e., they satisfy
[

ρii
S1S2

,
(

ρii
S1S2

)†
]
= 0.

However, the off-diagonal ones are not normal in general. In fact, using the parameters we
use in our simulations (setting S1-S2 interaction J = 10), they do not commute indepen-
dently of the initial state of the system. As a result, it is not possible to write ρS1S2E1 in the
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form given in Equation (A11), and thus D→(ρS1S2:E1) > 0 implying that the condition for
strong Darwinism, as defined in [6], is not satisfied.

Considering the alternative approach of checking the condition of vanishing discord
with measurements on the environment side, D←(ρS1S2:E1) > 0, similar to the previous
case, we start by expressing our total state in an arbitrary orthogonal basis in the Hilbert
space of the system qubits {sk} as the following:

ρS1S2E1 = ∑
k,l

∣∣∣sS
k

〉〈
sS

l

∣∣∣⊗ ρkl
E1

. (A14)

Recalling that dS1S2 = 4, it is possible to identify the set {sk} consists of four elements
and we have 16 ρkl

E1
matrices which are 2× 2 in size, denoted by the horizontal and the

vertical lines below:

ρS1S2E1 =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

a −a 0 0 0 0 b −b
−a a 0 0 0 0 −b b
0 0 c c d d 0 0
0 0 c c d d 0 0
0 0 d∗ d∗ e e 0 0
0 0 d∗ d∗ e e 0 0
b∗ −b∗ 0 0 0 0 f − f
−b∗ b∗ 0 0 0 0 − f f

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A15)

Following [40,41] again, checking the nullity condition amounts to checking whether
the commutators satisfy the condition

[
ρkl

E1
, ρk′ l′

E1

]
= 0. It is possible to show that these

commutators indeed vanish, which implies that from the point of view put forward in
Ref. [37], all mutual information we have between the system qubits and environment
fractions at the instant we observe the plateau is classical, and therefore objective.
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Abstract: In this work, we derive Born’s rule from the pilot-wave theory of de Broglie and Bohm.
Based on a toy model involving a particle coupled to an environment made of “qubits” (i.e., Bohmian
pointers), we show that entanglement together with deterministic chaos leads to a fast relaxation from
any statistical distribution ρ(x) of finding a particle at point x to the Born probability law |Ψ(x)|2.
Our model is discussed in the context of Boltzmann’s kinetic theory, and we demonstrate a kind of H
theorem for the relaxation to the quantum equilibrium regime.

Keywords: quantum probability; pilot-wave mechanics; entanglement; deterministic chaos

1. Introduction and Motivations

The work of Wojciech H. Zurek is universally recognized for its central importance
in the field of quantum foundations; in particular, concerning decoherence and the un-
derstanding of the elusive border between the quantum and classical realms [1]. Zurek
emphasized the role of pointer states and environment-induced superselection rules (ein-
selections). In recent years, part of his work has gone beyond mere decoherence and
averaging focused on quantum Darwinism and envariance. The main goal of quantum
Darwinism is to emphasize the role of multiple copies of information records contained in
the local quantum environment. Envariance aims is to justify the existence and form of
quantum probabilities; i.e., deriving Born’s rule from specific quantum symmetries based
on entanglement [2]. In recent important reviews of his work, Zurek stressed the impor-
tance of some of these concepts for discussing the measurement problem in relation with
various interpretations of quantum mechanics [3,4]. Recent works showed, for instance,
the importance of such envariance to the establishment of Born’s rule in the many-world
and many-mind contexts [5,6]. While in his presentations, Zurek generally advocated a
neutral position perhaps located between the Copenhagen and Everett interpretations, we
believe his work on entanglement and decoherence could have a positive impact on other
interpretations, such as the de Broglie–Bohm theory. We know that Zurek has always been
careful concerning Bohmian mechanics (see for example his remarks in [7] p. 209) perhaps
because of the strong ontological price one has to pay in order to assume a nonlocal quan-
tum potential and surrealistic trajectories (present even if we include decoherence [3,8]).
Moreover, the aim of this work is to discuss the pivotal role that quantum entanglement
with an environment of “Bohmian pointers” could play in order to justify Born’s rule in
the context of such a Bohmian interpretation. The goal is thus to suggest interesting and
positive implications that decoherence could have on ontologies different from Everettian
or consistent histories approaches. In this work, we were strongly inspired and motivated
by the success of envariance for justifying quantum probabilities. Moreover, as mentioned
above, Zurek’s envariance emphasizing the role of entanglement is more “interpretation in-
dependent”. Therefore, for comparison, we also include in the conclusion a short summary
of Zurek’s proof for the Born rule and compare the result with ours.

The de Broglie–Bohm quantum theory (BBQT) introduced by de Broglie in 1927 [9–11]
and further discussed by Bohm in 1952 [12,13], is now generally accepted as a satisfactory
interpretation of quantum mechanics, at least for problems dealing with non-relativistic
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systems [14–16]. Within this regime, BBQT is a clean, deterministic formulation of quantum
mechanics preserving the classical concepts of point-like particles moving continuously
in space-time. This formulation is said to be empirically equivalent to the orthodox de-
scription axiomatized by the Copenhagen school, meaning that BBQT is able to justify
and reproduce the probabilistic predictions made by the standard quantum measurement
theory. More specifically, this implies recovering the famous Born rule, which connects
the probability

Pα = |Ψα|2 (1)

of observing an outcome α (associated with the quantum observable Â) to the amplitude
Ψα in the quantum state expansion |Ψ〉 = ∑α Ψα|α〉 (i.e., |α〉 is an eigenstate of Â for the
observable eigenvalue α).

This issue has been a recurrent subject of controversies since the early formulation
of BBQT (see for example Pauli’s objection in [17,18]). It mainly arises because BBQT is a
deterministic mechanics and therefore, like for classical statistical mechanics, probabilities
in BBQT can only be introduced in relation with ignorance and uncertainty regarding
the initial conditions of the particle motions. Moreover, after more than one and a half
centuries of developments since the times of Maxwell and Boltzmann, it is well recognized
that the physical and rigorous mathematical foundation of statistical mechanics is still
debatable [19]. BBQT, which in some sense generalizes and extends Newtonian mechanics,
clearly inherits these difficulties, constituting strong obstacles for defining a clean basis of
its statistical formulation. This fact strongly contrasts with standard quantum mechanics,
for which randomness has been axiomatized as genuine and inevitable from the beginning.

Over the years, several responses have been proposed by different proponents of
BBQT to justify Born’s rule (for recent reviews, see [20–22]). Here, we would like to focus
on the oldest approach, which goes back to the work of David Bohm on deterministic and
molecular chaos. Indeed, in 1951–1952, Bohm already emphasized the fundamental role
of the disorder and chaotic motion of particles for justifying Born’s rule [12,13]. In his
early work, Bohm stressed that the complexity of the de Broglie–Bohm dynamics during
interaction processes, such as quantum measurements, should drive the system to quantum
equilibrium. In other words, during interactions with an environment such as a measure-
ment apparatus, any initial probability distribution ρ(X) �= |Ψ(X)|2 for N particles in the
configuration space (here X = [x1, ..., xM] ∈ R3M is a vector in the N-particles configuration
space) should evolve in time to reach the quantum equilibrium limit ρ(X) → |Ψ(X)|2
corresponding to Born’s rule. In this approach, the relaxation process would be induced by
both the high sensitivity to changes in the initial conditions of the particle motions (one
typical signature of deterministic chaos) and by the molecular thermal chaos resulting
from the macroscopic nature of the interacting environment (i.e., with ∼ 1023 degrees of
freedom). Furthermore, in this strategy, Born’s rule ρ(X) = |Ψ(X)|2 should appear as an
attractor similar to the microcanonical and canonical ensemble in thermodynamics. In
1953, Bohm developed an example model [23] (see [24] for a recent investigation of this
idea) where a quantum system randomly submitted to several collisions with external
particles constituting a bath was driven to quantum equilibrium ρ(X) = |Ψ(X)|2. In
particular, during his analysis, Bohm sketched a quantum version of the famous Boltzmann
H-theorem to prove the irreversible tendency to reach Born’s rule (for other clues that
Bohm was already strongly fascinated by deterministic chaos in the 1950s, see [25] and the
original 1951 manuscript written by Bohm in 1951 [26] and rediscovered recently).

However, in later works, especially in the work conducted with Vigier [27] and then
subsequently Hiley [14], Bohm modified the original de Broglie–Bohm dynamics by in-
troducing stochastic and fluctuating elements associated with a subquantum medium
forcing the relaxation towards quantum equilibrium ρ(X)→ |Ψ(X)|2. In this context, we
mention that very important works have been done in recent years concerning “Stochastic
Bohmian mechanics” based on the Schrödinger–Langevin framework, the Kostin equa-
tion and involving nonlinearities [28–30]. While this second semi-stochastic approach
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was motivated by general philosophical considerations [31], proponents of BBQT have
felt divided concerning the need for such a modification of the original framework. In
particular, starting in the 1990s, Valentini has developed an approach assuming the strict
validity of BBQT as an underlying deterministic framework and introduced mixing and
coarse-graining à la Tolman–Gibbs in the configuration space in order to derive a Bohmian
“subquantum” version of the H-theorem [32,33]. However, we stress that the Tolman–Gibbs
derivation [34] and therefore Valentini’s deduction can be criticized on many grounds
(see for example [21] for a discussion). For instance, Prigogine already pointed out that
the Tolman–Gibbs “proof” is a priori time-symmetric and cannot therefore be used to
derive a relaxation. Furthermore, what the theorems show is that if we define a coarse-
grained entropy S[ρ]t, we have necessarily (i.e., from the concavity of the entropy function)
S[ρ]t ≥ S[ρ]t = S[ρ]t=0 ≡ S[ρ]t=0 (the second equality S[ρ]t = S[ρ]t=0 comes from unitarity
and Liouville’s theorem, and the third one S[ρ]t=0 ≡ S[ρ]t=0 is an initial condition where
the fine-grained and coarse-grained distributions are identical). However, this result cannot
be used to directly prove the relation S[ρ]t+δ ≥ S[ρ]t for δ ≥ 0. In other words [21], one
cannot show that the entropy is a monotonously growing function ultimately reaching
quantum equilibrium (i.e., corresponding to the maximum of the entropy function [32]).
Importantly, in his work on the “subquantum heat-death” (i.e., illustrated with many
numerical calculations [35,36] often connected with cosmological studies [37,38]), Valentini
and coworkers stressed the central role of deterministic chaos in the mixing processes,
and this indeed leads to an increase of the entropy function in the examples considered.
Moreover, deterministic chaos in BBQT is a research topic in itself (for a recent review,
see [39,40]) and many authors (including Bohm [14] and Valentini [35,36]) have stressed
the role of nodal-lines associated with phase-singularities of the wave-function for steering
deterministic chaos in the BBQT [41–43]. However, it has also been pointed out [39,44] that
this chaos is not generic enough to force the quantum relaxation ρ(X) = |Ψ(X)|2 for any
arbitrary initial conditions ρ(X) �= |Ψ(X)|2 (a reversibility objection à la Kelvin–Loschmidt
is already sufficient to see the impossibility of such an hypothetical deduction [21,45]).
Therefore, this analysis ultimately shows that the H-theorem can only makes sense if we
complete it with a discussion of the notion of typicality [45–47].

In the present work, we emphasize the role of an additional ingredient that (to-
gether with chaos and coarse graining) helps and steers the quantum dynamical relaxation
ρ(X)→ |Ψ(X)|2: quantum entanglement with the environment. The idea that quantum
correlations must play a central role in BBQT for justifying Born’s rule is not new of course.
Bohm already emphasized the role of entanglement in his work [13,14,23]. It has been
shown that entanglement could lead to Born’s rule using ergodicity [48]. Moreover, in
recent studies motivated by the Vigier–Bohm analysis, we developed a Fokker–Planck [22]
and Langevin-like [49] description of relaxation to quantum equilibrium ρ(X) = |Ψ(X)|2
by coupling a small system S to a thermal bath or reservoir T inducing a Brownian motion
on S. We showed that, under reasonable assumptions, we can justify a version of the
H-theorem where quantum equilibrium appears as a natural attractor. Furthermore, at the
end of [22], we sketched an even simpler strategy based on mixing together with entangle-
ment and involving deterministic chaotic iterative maps. After the development of such
an idea, it came to our attention that a similar strategy has been already developed in an
elegant work by Philbin [50], and therefore we did not include too much detail concerning
our model in [22]. Here, we present the missing part and provide a more complete and
quantitative description of our scenario, which is presented as an illustration of a more
general scheme. More precisely, we (i) analyze the chaotic character of the specific de
Broglie–Bohm dynamics associated with our toy model, (ii) build a Boltzmann diffusion
equation for the probability distribution and finally (iii) derive a simple H-theorem from
which Born’s rule turns out to be an attractor. We emphasize that our work, like the one of
Philbin, suggests interesting future developments for justifying Born’s rule and recovering
standard quantum mechanics within BBQT.

117



Entropy 2021, 23, 1371

2. The Status of Born’s Rule in the de Broglie–Bohm Theory

We start with the wave-function ψ(x, t) = R(x, t)eiS(x,t)/h̄ obeying Schrödinger’s
equation

ih̄
∂

∂t
ψ(x, t) =

−h̄2∇2

2m
ψ(x, t) + V(x, t)ψ(x, t) (2)

for a single nonrelativistic particle with mass m in the external potentials V(x, t) (we limit
the analysis to a single particle, but the situation is actually generic). BBQT leads to the
first-order “guidance” law of motion

d
dt

xψ(t) = vψ(xψ(t), t) (3)

where vψ(x, t) = 1
m∇S(x, t) defines an Eulerian velocity field and xψ(t) is a de Broglie–

Bohm particle trajectory. Furthermore, from Equation (2), we obtain the conservation rule:

− ∂

∂t
R2(x, t) = ∇ · [R2(x, t)vψ(x, t)] (4)

where we recognize R2(x, t) = |ψ(x, t)|2 as the distribution which is usually interpreted as
Born’s probability density. Now, in the abstract probability theory, we assign to every point
x a density ρ(x, t) corresponding to a fictitious conservative fluid obeying the constraint

− ∂

∂t
ρ(x, t) = ∇ · [ρ(x, t)vψ(x, t)]. (5)

Comparing with Equation (4), we deduce that the normalized distribution f (x, t) = ρ(x,t)
R2(x,t)

satisfies the equation

[
∂

∂t
+ vψ(x, t) ·∇] f (x, t) :=

d
dt

f (x, t) = 0. (6)

This actually means [23] that f is an integral of motion along any trajectory xψ(t). In particu-
lar, if f (x, tin) = 1 at a given time tin and for any point x, this holds true at any time t. There-
fore, Born’s rule being valid at a given time will be preserved at any other time [11,12,23].
It is also important to see that the relation d

dt f (xψ(t), t) = 0 plays the same role in BBQT
for motions in the configuration space as Liouville’s theorem d

dt η(q(t), p(t), t) = 0 in clas-
sical statistical mechanics (where η(q, p, t) is the probability density in phase space q, p).
Therefore, with respect to the measure dΓ = |ψ(x, t)|2d3x (which is preserved in time
along trajectories since d

dt dΓt = 0), the condition f = 1 is equivalent to the postulate of
equiprobability used in standard statistical mechanics for the microcanonical ensemble.
Clearly, we see that the inherent difficulties existing in classical statistical mechanics to
justify the microcanonical ensemble are transposed in BBQT to justify Born’s rule; i.e.,
f = 1.

At that stage, the definition of the probability ρ(x, t)d3x of finding a particle in the
infinitesimal volume d3x is rather formal and corresponds to a Bayesian–Laplacian inter-
pretation where probabilities are introduced as a kind of measure of chance. Moreover, in
BBQT, the actual and measurable density of particles must be defined using a “collective”
or ensemble of N-independent systems prepared in similar quantum states ψ(xi, t) with
i = 1, . . . , N. However, the concept of independency in quantum mechanics imposes
the whole statistical ensemble with N particles to be described by the total factorized
wave-function:

ΨN(x1, ..., xN , t) =
i=N

∏
i=1

ψ(xi, t) (7)
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as a solution of the equation

ih̄
∂

∂t
ΨN = [

i=N

∑
i=1

−h̄2∇2
i

2m
+ V(xi, t)]ΨN . (8)

For this quantum state ΨN, BBQT allows us to build the velocity fields d
dt x

ψ
i (t) = vψ(x

ψ
i (t), t),

where x
ψ
i (t) := x

ΨN
i (t) define the de Broglie–Bohm paths for the uncorrelated particles

(i.e., guided by the individual and independent wave functions ψ(xi, t) and Eulerian flows
v

ΨN
i (x1, . . . , xN , t) = vψ(xi, t)). Within this framework, the actual density of particles P(r, t)

at point r is given by

P(r, t) =
1
N

k=N

∑
k=1

δ3(r− x
ψ
k (t)) (9)

which clearly obeys the conservation rule

− ∂

∂t
P(x, t) = ∇ · [P(x, t)vψ(x, t)]. (10)

Comparing with Equation (6), we see that if ρ(x, t) = f (x, t)|ψ(x, t)|2 plays the role of an
abstract Laplacian probability, P(r, t) instead represents the frequentist statistical proba-
bility. Both concepts are connected by the weak law of large numbers (WLLN), which is
demonstrated in the limit N → +∞ and leads to the equality ρ(x, t) = P(r, t); i.e.,

f (r, t)|ψ(r, t)|2 =≡ lim
N→+∞

1
N

k=N

∑
k=1

δ3(r− x
ψ
k (t)) (11)

where the equality must be understood in the sense of a “limit in probability” based on
typicality and not as the more usual “point-wise limit”. We stress that the application of
the WLLN already relies on the Laplacian notion of measure of chance since by definition
in a multinomial Bernoulli process, the abstract probability density ρN(x1, . . . , xN , t) =

∏i=N
i=1 ρ(xi, t) is used for weighting an infinitesimal volume of the N-particle configuration

space dτN := ∏i=N
i=1 d3xi. It can be shown that in the limit N → +∞ with the use of this

measure ρNdτN , almost all possible configurations x
ψ
1 (t), . . . , x

ψ
N(t) obey the generalized

Born’s rule P(r, t) = ρ(x, t) = f (x, t)|ψ(x, t)|2 (the fluctuation varying as 1√
N

). It is in that
sense that Equation (11) is said to be typical, where typical means valid for “overwhelm-
ingly many” cases; i.e., almost all states in the whole configuration space weighted by
ρNdτN . The application of the law of large numbers to BBQT is well known and well
established [33,46,47] but has been the subject of intense controversies [45,46,51,52]. Issues
concern (1) the interpretation of ρN as a probability density—i.e., in relation with the
notion of typicality—and (2) the choice of f = 1 as natural and guided by the notion of
equivariance [53]. To paraphrase David Wallace, the only thing the law of large numbers
proves is that relative frequency tends to weight ... with high weight [54]. However, there
is a certain circularity in the reasoning that at least shows that the axiomatic nature of the
probability calculus allows us to identify an abstract probability such as ρd3x to a frequency
of occurrence such as Pd3x. However, the WLLN alone is unable to guide us in selecting a
good measure for weighting typical configurations (the condition on equivariance [53] is
only a convenient mathematical recipe based on elegant symmetries, not a physical conse-
quence of a fundamental principle). Therefore, the value of the f function is unconstrained
by the typicality reasoning without already assuming the result [51]. In other words, it is
impossible to deduce Born’s rule directly from the WLLN.

However, it must be perfectly clear that our aim here is not to criticize the concept
of typicality. Typicality, associated with the names of physicists such as Boltzmann or
mathematicians such as Cournot and Borel, is, we think, at the core of any rigorous for-
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mulation of objective probability [55]. Our goal in the next section is to understand how
natural and how stable the Born rule f = 1 is. For this purpose, our method is to con-
sider entanglement between an environment of pointers, already in quantum equilibrium,
and a not yet equilibrated system driven by chaotic Bohmian dynamics to the quantum
equilibrium regime.

3. A Deterministic and Chaotic Model for Recovering Born’s Rule within the de
Broglie–Bohm Quantum Theory

3.1. The Basic Dynamics

As a consequence of the previous discussion, we now propose a simple toy model
where the condition f = 1 appears as an attractor; i.e, ft → 1 during a mixing process.
We consider a single electron wave-packet impinging on a beam-splitter. To simplify the
discussion, we consider an incident wave-train with one spatial dimension x characterized
by the wave-function

ψ0(x, t) � Φ0(x− vxt)ei(kx x−ωkt) (12)

where we have the dispersion relation Ek := h̄ωk =
h̄2k2

x
2m and the (negative) group velocity

components vx = h̄kx
m < 0 with kx = −|kx|. Furthermore, for mathematical consistency,

we impose Φ0 � const. = C in the spatial support region, where the wave-packet is not
vanishing and the typical wavelength λ = 2π/|kx| � L, where L is a typical wave-packet
spatial extension. If we assume Born’s rule, |C|2 must be identified with a probability
density, and by normalization this implies C = 1/

√
L (this point will be relevant only in

Section 3). The beam-splitter is a rectangular potential barrier or well V(x) = V0 with V0 a
constant in the region |x| < ε/2� L and V(x) = 0 otherwise. During the interaction with
the beam-splitter, the whole wave-function approximately reads

ψ(x, t) � ψ0(x, t) + Rkψ1(x, t)

if x > ε/2

ψ(x, t) � Φ0(−vxt)[Akeiqx x + Bke−iqx x]e−iωkt

if |x| < ε/2

ψ(x, t) � Tkψ0(x, t)

if x < −ε/2 (13)

where ψ1(x, t) = Φ0(x + vxt)e−ikx xe−iωkt = ψ0(−x, t) and Rk (reflection amplitude),
Tk(transmission amplitude) and Ak, Bk are Fabry–Perot coefficients computed in the limit
where the wave-packet is infinitely spatially extended. We have

Tk =
4qxkx

(qx + kx)2
1

ei(qx−kx)ε − (qx−kx)2

(qx+kx)2 e−i(kx+qx)ε

Rk = iTk
k2

x − q2
x

2qxkx
sin (qxε)

Ak = Rk[
qx + kx

2qx
e−i(qx−kx)ε/2 +

qx − kx

2qx
e−i(qx+kx)ε/2]

Bk = Rk[
qx − kx

2qx
ei(qx+kx)ε/2 +

qx + kx

2qx
ei(qx−kx)ε/2]

(14)

where qx is given by the dispersion relation Ek := h̄ωk =
h̄2q2

x
2m +V0, i.e., q2

x− k2
x = −2mV0/h̄.

As an illustration, we choose ε = 1
2

λ
2π and qx � 2.5kx (i.e., V0 < 0) which leads to

Tk � 1√
2

ei0.267π and Rk = iTk corresponding to a balanced 50/50 beam-splitter.
We consider the problem from the point of view of the scattering matrix theory. First,
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for negative time tin < 0 (with |tin| � L/|vx|), the incident wave-packet ψ0(x, tin) given
by Equation (12), which is coming from the x > 0 region with a negative group velocity,
is transformed for large positive times t f > 0 (with |t f | � L/|vx|) into the two non
overlapping wave-packets:

ψ(x, t f ) � Rkψ1(x, t f ) if x > 0

ψ(x, t f ) � Tkψ0(x, t f ) if x < 0 . (15)

Since the wave packets are non-overlapping we write:

ψ(x, t f ) � Rkψ1(x, t f ) + Tkψ0(x, t f ). (16)

Of course, the situation is symmetric: if an incident wave-packet ψ1(x, tin) comes from
the x < 0 region with a positive group velocity for tin < 0, we will finally obtain, i.e., for
t f > 0,

ψ(x, t f ) � Tkψ1(x, t f ) + Rkψ0(x, t f ). (17)

The general case can thus be treated by superposition: an arbitrary initial state ψ(x, tin) =
a+ψ0(x, tin) + a−ψ1(x, tin) for negative times tin (with |tin| � L/|vx|) will evolve into

ψ(x, t f ) � (a+Rk + a−Tk)ψ1(x, t f )

+(a+Tk + a−Rk)ψ0(x, t f ) (18)

for positive times t f (with |t f | � L/|vx|). Writing a′+ = a+Rk + a−Tk and a′− = a+Tk +
a−Rk as the different mode amplitudes, we define a 2 × 2 unitary transformation(

a′+
a′−

)
=

(
Rk Tk
Tk Rk

)(
a+
a−

)
=

ei0.267π

√
2

(
i 1
1 i

)(
a+
a−

)
. (19)

Moreover, consider now the point of view of BBQT. Following this theory, the dynam-
ics of the material point are obtained by the integration of the guidance equation

d
dt

xψ(t) = vψ(xψ(t), t) =
h̄
m

Im[
∂

∂x
ψ(x, t)|x=xψ(t)] (20)

that can easily be computed numerically. We illustrate in Figure 1 the interaction with
the 50/50 beam-splitter characterized by Equation (19) of a rectangular wave-packet (i.e.,
Φ0(x) = C if |x| < L/2, where L is the width of the wave-packet) incident from the x > 0
region (i.e., a+ = 1, a− = 0). As a remarkable feature, we can see the Wiener fringes [11]
existing in the vicinity of the beam-splitter and that strongly alter the de Broglie–Bohm
trajectories. What is also immediately visible is that the de Broglie–Bohm trajectories xψ(t)
never cross each other. This is a general property of the first-order dynamics [14,15], which
play a central role in our analysis.

An interesting feature of this example concerns the density of “probability” |ψ(x, t)|2.
Indeed, consider a time tin in the remote past before the wave-packet from the positive
region (i.e., like in Figure 1) interacts with the potential well. At that time, the center of
the wave-packet is located at xin = vxtin > 0. However, since trajectories cannot cross
each other, we know that the ensemble γ+(tin) of all possible particle positions at time
tin—i.e., xψ(tin) ∈ [xin − L

2 , xin +
L
2 ]—is divided into two parts. In the first part, γ

(+)
+ (tin)—

i.e., xψ(tin) ∈ [xin + H, xin + L
2 ] with |H| < L

2 —all particles evolve in the future (i.e., at
time t f ) into the ψ1(x, t f ) reflected wave-packet (corresponding to the support γ+(t f ),

i.e., xψ(t f ) ∈ [x f − L
2 , x f − L

2 ] with x f = −vxt f > 0). In the second part γ
(−)
+ (tin)—i.e.,
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xψ(tin) ∈ [xin − L
2 , xin + H]—all the particles necessarily end their journey in the ψ0(x, t f )

transmitted wave-packet (corresponding to the support γ−(t f ), i.e., xψ(t f ) ∈ [−x f −
L
2 ,−x f − L

2 ]). Now, remember that from the de Broglie–Bohm–Liouville theorem, the
measure dΓ(x, t) = |ψ(x, t)|2dx is preserved in time; i.e., d

dt dΓt = 0. Therefore, the measure

Γ+(t f ) =
∫

γ+

|ψ(x, t)|2dx = LC2/2 (21)

associated with the reflected wave necessarily equals the measure associated with the
segment γ

(+)
+ (tin); i.e.,

Γ(+)
+ (tin) = (L/2− H)C2 = Γ+(t f ). (22)

This leads to H = 0, which in turn means that γ
(+)
+ (tin) corresponds to xψ(tin) ∈ [xin, xin +

L
2 ] and γ

(−)
+ (tin) to xψ(tin) ∈ [xin − L

2 , xin]. This result is actually general and holds for
any symmetric wave-packet Φ0(x) = Φ0(−x) if we can neglect the overlap between
Φ0(x− vxt f ) and Φ0(x + vxt f )).

Figure 1. (a) Scattering of a 1D wave-packet impinging on a 50/50 beam-splitter (BS). The colormap
shows Re[Ψ(x, t)] in the t, x plane. The color (red and yellow) lines are de Broglie–Bohm trajectories
associated with this wave-function (red and yellow trajectories are ending in two different wave-
packets. The dotted white lines are crosscuts, as discussed in the main text. (b) A similar situation
when a wave-packet impinges on the other input gate.

Moreover, for the rectangular wave-packet, we deduce from the de Broglie–Bohm–
Liouville theorem d

dt dΓt = 0 that any infinitesimal-length element δxψ(tin) surrounding a
point xψ(tin) in γ+(tin) evolves to the infinitesimal length δxψ(t f ) = 2δxψ(tin) surrounding
the point xψ(t f ) located in γ±(t f ). This property can be used to define a simple mapping
between the initial coordinates xψ(tin) ∈ γ+(tin) and the final outcome xψ(t f ) ∈ γ+(t f ) ∪
γ−(t f ). It is simpler to introduce the normalized variables:

y(tin) =
xψ(tin)− xin

2L
+

3
4
∈ [

1
2

, 1] if xψ(tin) ∈ γ+(tin)

y(t f ) =
xψ(t f )− x f

2L
+

3
4
∈ [

1
2

, 1] if xψ(t f ) ∈ γ+(t f ) (23)

y(t f ) =
xψ(t f ) + x f

2L
+

1
4
∈ [0,

1
2
] if xψ(t f ) ∈ γ−(t f ) .
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The mapping between the two new ensembles (which we will continue to name γ+(tin)
and γ+(t f ) ∪ γ−(t f )) is thus simply written as

y(t f ) = 2y(tin)− 1. (24)

The result of this mapping is illustrated using the x coordinates in Figure 2a or the y
coordinates in Figure 2b. In particular, it is visible that the correspondence y(t f ) =

F(y(tin)) is not always univocally defined. This occurs at xψ(tin) = xin (i.e., y(tin) =
3
4 ),

which evolves either as xψ(t f ) = x f − L/2 ∈ γ+(t f ) or xψ(t f ) = −x f + L/2 ∈ γ−(t f )

corresponding to the single value y(t f ) = 1
2 . Physically, as shown in Figure 2a, this

means that a point located at the center of the wave-packet ψ0(x, tin) is unable to decide
whether it should move into the reflected or transmitted wave-packets: this is a point of
instability. This apparently violates the univocity of the de Broglie–Bohm dynamics in
Equation (20), which imposes that at a given point—i.e., xψ(tin) = xin—one and only one
trajectory is defined. However, we stress that this pathology is actually a consequence
of the oversimplification of our model consisting in assuming an idealized rectangular
wave packet Φ0(x) = C if |x| < L/2 with abrupt boundaries at |x| = L/2. In a real
experiment with a Gaussian wave-packet, the point xψ(tin) = xin would be mapped at the
internal periphery of the two wave-packets constituting ψ(x, t f ) (this would correspond
to the points xψ(t f ) = ±ε/2 ∼ 0 where the beam splitter is located). In this regime, our
assumption of a finite support for Φ0(x) is no longer acceptable.

Figure 2. (a) Transformation from the initial γ±(tin) x-space to the final γ±(tou) x-space for the two
situations shown in Figure 1a,b, respectively (depicted as blue lines and red lines, respectively).
(b) The same transformation using the y coordinate instead of the x coordinate (as explained in the
main text).

The previous analysis was limited to the case of the wave-packet ψ0(x, tin) coming
from the x > 0 region. However, in the symmetric case of a wave-packet ψ1(x, tin) coming
from the x < 0 region (i.e., a+ = 0, a− = 1), the situation is very similar (as shown in
Figure 2), with the only differences being that the γ+(tin) space is changed into γ−(tin), i.e.,
xψ(tin) ∈ [−xin − L

2 ,−xin +
L
2 ] and the roles of γ+(t f ) and γ−(t f ) (the previous definitions

are let unchanged) are now permuted (i.e., γ+(t f ) is now associated with the transmitted
wave-packet and γ−(t f ) with the reflected one). From the point of view of BBQT, the
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trajectories of Figure 1b are obtained by a mirror symmetry x → −x from Figure 1a. The
new mapping xψ(tin)→ xψ(t f ) is now well described by the variable transformation:

y(tin) =
xψ(tin) + xin

2L
+

1
4
∈ [0,

1
2
] if xψ(tin) ∈ γ−(tin)

y(t f ) =
xψ(t f )− x f

2L
+

3
4
∈ [

1
2

, 1] if xψ(t f ) ∈ γ+(t f ) (25)

y(t f ) =
xψ(t f ) + x f

2L
+

1
4
∈ [0,

1
2
] if xψ(t f ) ∈ γ−(t f ) .

which lets the definition of y(t f ) unchanged with respect to Equation (24). The mapping
between the two ensembles γ−(tin) and γ+(t f ) ∪ γ−(t f ) is now written as

y(t f ) = 2y(tin) (26)

which is very similar to Equation (24).

3.2. Entanglement and Bernoulli’s Shift

If we regroup Equations (24) and (26) together with Equations (24) and (26), we are
tempted to recognize the well known Bernoulli map:

y(t f ) = 2y(tin) mod(1), (27)

which actually means

y(t f ) = 2y(tin)− 1 if y(tin) >
1
2

y(t f ) = 2y(tin) if y(tin) <
1
2 (28)

for y(t f ) and y(tin) ∈ [0, 1]. This would physically correspond to a mapping γ+(tin) ∪
γ−(tin)→ γ+(t f ) ∪ γ−(t f ). In classical physics, such a mapping would be unproblematic
since the two dynamics given by Equations (24) and (26) could be superposed without
interference. However, in quantum mechanics, and specially in BBQT, the dynamics is
contextually guided by the whole wave-function ψ(x, t) and a general superposition of
states ψ(x, tin) = a+ψ0(x, tin) + a−ψ1(x, tin) evolves at t f to the state ψ(x, tin) given by
Equation (18). Consider for example with Equation (19) the unitary evolution

ψ0(x, tin) + iψ1(x, tin)√
2

→ iei0.267πψ1(x, t f ). (29)

From the point of view of BBQT (as illustrated in Figure 3), we have a mapping
γ+(tin) ∪ γ−(tin) → γ+(t f ) which has nothing to do with either Equations (24) and (26)
or even Equation (27). More precisely, the mapping associated with Equation (29) reads

y(t f ) =
y(tin)

2
+

1
2

(30)

Therefore, the high contextuality of the BBQT leads (in agreement with wave–particle
duality) to new features induced by the coherence of the different branches of the input
wave-function.

In order to make sense of the Bernoulli shift in Equation (27) in a simple way, we
modify the properties of our beam-splitter by adding phase plates in the input and output
channels. From here on, we consider instead of Equation (19) the unitary relation(

a′+
a′−

)
=

1√
2

(
1 1
1 −1

)(
a+
a−

)
. (31)
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Furthermore, in order to break the coherence between the two input waves ψ0(x, tin)
and ψ1(x, tin), we introduce entanglement with an external pointer qubit before entering
the beam splitter. The pointer must represent unambiguous “which-path” information
concerning the moving particle in the context of BBQT. We represent the initial state of
the pointer by a wave-function ϕ1

in(Z1) associated with the coordinate Z1 of the pointer
(we assume

∫
dZ1|ϕ1

in(Z1)|2 = 1). The interaction leading to entanglement works in the
following way: starting with an arbitrary state such as Aψ0(x, t0) + Bψ1(x, t0) at time t0
and a fixed initial pointer state ϕ1

in(Z1), we obtain

(Aψ0(x, t0) + Bψ1(x, t0)ϕ1
in(Z1)→ Aψ0(x, t0)ϕ1

↑(Z1) + Bψ1(x, t0)ϕ1
↓(Z1). (32)

Here, we assume
∫

dZ1|ϕ1
↑(Z1)|2 =

∫
dZ1|ϕ1

↓(Z1)|2 = 1 and
∫

dZ1 ϕ1
↑(Z1)(ϕ1

↓(Z1))
∗ = 0.

Additionally, in order to simplify the analysis, we suppose the pointer–particle interaction
to be quasi-instantaneous and act only at time t � t0. Moreover, in BBQT, the positions of
the particle and pointer play a fundamental, ontic role. In order to have genuine Bohmian
which-path information, we thus require that the two pointer wave-functions are well
localized and are not overlapping; i.e., ϕ1

↓(Z1)ϕ1
↑(Z1) = 0 ∀Z1.

Figure 3. Same as in Figure 1 but for a symmetric superposition of the two wave-functions impinging
from the two input gates of BS. The superposition principle forces the resulting wave-packet to end
its journey in the exit gate γ+(t f ). The pilot-wave dynamics are strongly impacted by the linearity of
the superposition (compare with Figure 1).

We now consider the following sequences of processes, which are sketched in Figure 4.
First, we prepare a non-entangled quantum system in the initial state ψ0(x, t′0)ϕin(Z) with
t′0 � t0. Before interacting with the qubit, the particle wave-packet interacts with a first
beam-splitter BS0, as in the previous subsection. Using Equations (31) and (32), this leads to

ψ0(x, t′0)ϕ1
in(Z1)→

ψ1(x, t0) + ψ0(x, t0)√
2

ϕ1
in(Z1)→

ψ1(x, t0)ϕ1
↑(Z1) + ψ0(x, t0)ϕ1

↓(Z1)√
2

. (33)

In order to use a probabilistic interpretation—i.e., Born’s rule—we impose the normal-
ization C = 1/

√
L associated with the wave-packet Φ0 (see Equation (12)). Second, as

shown in Figure 4, the two wave-packets are moving in free space and interact with
two mirrors which reflect the beams into the direction of a second beam-splitter BS1,
where they cross (BS1 is the time translation of the same beam-splitter, but we continue
to use this notation for simplicity). The main effect of the mirrors is to reverse the di-
rection of propagation of ψ0(x, t0) and ψ1(x, t0)—i.e., ψ0(x, t0)→ −ψ1(x, t′1 +

2D
vx
)eiχ and

ψ1(x, t0)→ −ψ0(x, t′1 +
2D
vx
)eiχ—with t′1 a time after the interaction and χ = 2D

vx
(ωk− kxvx)
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a phase shift depending on the distance D between BS0 and any of the two mirrors
(− 2D

vx
> 0 is the travel time taken by the center of the wave-packet for moving from BS0 to

BS1). At a time t′1 before crossing BS1, the quantum state reads

−eiχ
ψ0(x, t′1 +

2D
vx
)ϕ1
↑(Z1) + ψ1(x, t′1 +

2D
vx
)ϕ1
↓(Z1)√

2
. (34)

At a time t1 � − 2D+L
vx

after the interaction with BS1 the quantum state reads (omitting the
irrelevant phase factor)

ψ0(x, t′1 +
2D
vx
)ϕ1
↑(Z1) + ψ1(x, t′1 +

2D
vx
)ϕ1
↓(Z1)√

2

→
ψ1(x, t1 +

2D
vx
)ϕ1
→(Z1) + ψ0(x, t1 +

2D
vx
)ϕ1
←(Z1)√

2
(35)

where ϕ1
→ =

ϕ1
↑+ϕ1

↓√
2

and ϕ1
← =

ϕ1
↑−ϕ1

↓√
2

are two orthogonal eigenstates. Now, if we

write this quantum state during the interaction with BS1 as Ψ(x, Z, t) = ψ↑(x, t)ϕ1
↑(Z1) +

ψ↓(x, t)ϕ1
↓(Z1) we can define the Bohmian particle velocity d

dt xΨ(t) = v(x, Z, t) as:

d
dt

xΨ(t) =
v↑(x, t)|ψ↑(x, t)ϕ1

↑(Z1)|2 + v↓(x, t)|ψ↓(x, t)ϕ1
↓(Z1)|2

|ψ↑(x, t)ϕ1
↑(Z1)|2 + |ψ↓(x, t)ϕ1

↓(Z1)|2
(36)

where we introduced the two velocities v↑/↓(x, t) = 1
m ∂xS↑/↓(x, t) associated with the two

wave-functions ψ↑/↓(x, t). Equation (36) relies on the “which-path” constraint ϕ1
↓(Z1)ϕ1

↑(Z1) =
0 and therefore we have here two different dynamics depending on the pointer position Z1.
If Z1 lies in the support of ϕ1

↑(Z1), we have the dynamics d
dt xΨ(t) = v↑(x, t) corresponding

to Figure 1a, whereas if Z1 lies in the support of ϕ1
↓(Z1), we have the dynamics d

dt xΨ(t) =
v↓(x, t) corresponding to Figure 1b.

Figure 4. Drawing of the iterative procedure for entangling an initial wave-packet with “Bohmian”
pointers providing unambiguous which-path information on the pilot-wave particle motion (as ex-
plained in the main text). The various pointers interacting at time t0, t1 . . . are sketched as qubit states.

The previous procedure for generating decohered Bohmian paths can be repeated
iteratively at the times t2, t3, . . . after interaction with the beam-splitter BS2, BS3 . . . (see
Figure 4). For this purpose, we consider at time t1 entanglement with a an additional
pointer initially in the state ϕ2

in(Z), and we assume the transformation

ψ1(x, t1 +
2D
vx
)ϕ1
→(Z1) + ψ0(x, t1 +

2D
vx
)ϕ1
←(Z1)√

2
ϕ2

in(Z2)

→
ψ1(x, t1 +

2D
vx
)ϕ1
→(Z1)ϕ2

↑(Z2) + ψ0(x, t1 +
2D
vx
)ϕ1
←(Z1)ϕ2

↓(Z2)√
2

. (37)
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The wave-packets propagate into the interferometer, and between times t′2 and t2, we ob-
tain

ψ0(x, t′2 +
4D
vx
)ϕ1
→(Z1)ϕ2

↑(Z2) + ψ1(x, t′2 +
4D
vx
)ϕ1
←(Z1)ϕ2

↓(Z2)√
2

→
ψ1(x, t2 +

4D
vx
)ϕ12
→(Z1, Z2) + ψ0(x, t2 +

4D
vx
)ϕ12
←(Z1, Z2)√

2
(38)

with the orthonormal states ϕ12
→ = 1√

2
(ϕ1
→ϕ2
↑ + ϕ1

←ϕ2
↓) and ϕ12

←(Z1, Z2) = 1√
2
(ϕ1
→ϕ2
↑ −

ϕ1
←ϕ2
↓).
This can be generalized at any time tn after interaction with BSn:

ψ0(x, t′n +
2nD
vx

)ϕ1,...,n−1
→ (Z1, . . . , Zn−1)ϕn

↑(Zn) + ψ1(x, t′n +
2nD
vx

)ϕ1,...,n−1
← (Z1, . . . , Zn−1)ϕn

↓(Zn)√
2

→
ψ1(x, tn +

2nD
vx

)ϕ1,...,n
→ (Z1, . . . , Zn) + ψ0(x, tn +

2nD
vx

)ϕ1,...,n
← (Z1, . . . , Zn)√

2
, (39)

with the orthonormal states ϕ1,...,n
→/← = 1√

2
(ϕ1,...,n−1
→ ϕn

↑ ± ϕ1,...,n−1
← ϕn

↓). Like for the interaction

at BS1 (between t′1 and t1), we can define a Bohmian dynamical evolution similar to
Equation (36) but based on the wave-function

Ψ(x, Z1, . . . , Zn, t) = ψ↑(x, t)ϕ1...,n−1
→ (Z1, . . . , Zn−1)ϕn

↑(Zn)

+ψ↓(x, t)ϕ1,...,n−1
← (Z1, . . . , Zn−1)ϕ2

↓(Zn). (40)

We obtain the velocity

d
dt

xΨ(t) =
v↑(x, t)|ψ↑(x, t)ϕ1,...,n−1

→ (Z1, ..., Zn−1)ϕn
↑(Zn)|2

|ψ↑(x, t)ϕ1,...,n−1→ (Z1, ..., Zn−1)ϕn
↑(Zn)|2 + |ψ↓(x, t)ϕ1,...,n−1← (Z1, ..., Zn−1)ϕ2

↓(Zn)|2

+
v↓(x, t)|ψ↓(x, t)ϕ1,...,n−1

← (Z1, ..., Zn−1)ϕ2
↓(Zn)|2

|ψ↑(x, t)ϕ1,...,n−1→ (Z1, ..., Zn−1)ϕn
↑(Zn)|2 + |ψ↓(x, t)ϕ1,...,n−1← (Z1, ..., Zn−1)ϕ2

↓(Zn)|2
(41)

which like Equation (36) reduces to one of the two dynamics (i) d
dt xΨ(t) = v↑(x, t) if Zn lies

in the support of ϕn
↑(Zn) (i.e., corresponding to Figure 1a) or (ii) d

dt xΨ(t) = v↓(x, t) if Zn lies
in the support of ϕn

↓(Zn) (i.e., corresponding to Figure 1b). The full history of the particle
in the interferometer depends on the positions Z1, ..., Zn taken by the various Bohmian
pointers. In turn, this deterministic iterative process allows us to define a Bernoulli map
for the evolution.

3.3. Mixing, Chaos and Relaxation to Quantum Equilibrium

The Bernoulli map is clearly defined from Equations (27) and (28) after introducing
the variable y(t) replacing x(t). Between t′n and tn, this reads

y(tn) = 2y(t′n) mod(1). (42)

Moreover, the y(t′n) coordinate at time t′n is obviously equal to y(tn−1) at time tn−1 (see
Figure 4), and therefore we have the map

y(tn) = 2y(tn−1) mod(1). (43)

This iterative Bernoulli map yn = F(yn−1) is one of the simplest chaotic maps discussed
in the literature [56,57]. In particular, its chaotic nature has been already studied in the
context of BBQT [58,59] (for different purposes than those considered here), and an attempt
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to use it for deriving Born’s rule has been worked out [60] (without the entanglement used
here and in [22,50]).

The chaotic nature of the map is easy to obtain; consider for example Figure 5.

Figure 5. (a) Bernoulli map yn = F(yn−1) in the y, y′ plane where the function y′ = F(y) acts
iteratively. The red and green lines are acting as mirrors during the process. The black and blue
trajectories correspond to different initial coordinates y0 = 0.22 and y0 = 0.23. (b) The same Bernoulli
map is shown as a function y = y(n) of the iteration steps n = 0, 1, . . . . The two chaotic trajectories
shown in red and blue correspond to y0 = 0.22 and y0 = 0.220001, respectively (see main text).

In Figure 5a, we show a standard representation of the iterative function yn = F(yn−1)
for two paths initially starting at y0 = 0.22 and y0 = 0.23, and after a few iterations, the
coordinates are apparently diverging in an unpredictable way. This is even more clear
in the representation of Figure 5b, where two trajectories y(tn) := yn are shown with
y0 = 0.22 and y0 = 0.220001. Again, the motions become chaotic after a few iterations, and
the trajectories are strongly diverging. Mathematically, any number y in the interval [0, 1] is
represented in binary notation as 0.u1u2...un..., i.e., y = u1

2 + u2
4 + ...+ un

2n + ... where un = 0

or 1. The Bernoulli transformation y′ = F(y) with y′ = u′1
2 +

u′2
4 + ... + u′n

2n + ... corresponds
to the shift u′n = un−1; i.e., to the binary number 0.u2u3...un−1.... Iteratively, this generates
chaos since if the nth term in y = u1

2 + u2
4 + ... + un

2n + ... is known with an uncertainty
δyi =

1
2n after n iterations, this uncertainty will grow to δy f = 1/2. For example, if n = 133

and δyi = 2−133 � 10−40, we have after only 40 iterations completely lost any predictability
in the dynamics (note that rational numbers are periodical in the binary representation
and therefore the sequence will reappear periodically for rational numbers representing a
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null measure in the segment [0, 1]). It can be shown that this feature leads to randomness
in close analogy with ideal probabilistic coin tossing [61]. Therefore, any uncertainty
will ultimately lead to chaos. The Lyapunov divergence of this Bernoulli map is readily
obtained by considering as in Figure 5 two trajectories y(A)

n and y(B)
n = y(A)

n + δyn differing
by a infinitesimal number such that

δyn = 2δyn−1 = 2nδy0 = en ln 2δy0 (44)

where the positive Lyapunov exponent ln 2 characterizes the chaotic dynamics. If we
introduce the time delay δt = −2D/vx > 0 and define the evolution time as tn = nδt, we
can rewrite the exponential divergence in Equation (44) as e+t/τ where τ = δt

ln 2 defines a
Lyapunov time.

Most importantly, the Bernoulli shift allows us to define a mixing property for the
probability distribution ρ(y). More precisely, we can consider at any time tn the probabil-
ity density ρ(x, tn) =

∫
...
∫

ρ(x, Z1, ..., Zn, tn)dZ1...dZn, where according to BBQT we have
ρ(x, Z1, ..., Zn, tn) = f (x, Z1, ..., Zn, tn)|Ψ(x, Z1, ...Zn, tn)|2. In this framework, ρ(x, tn) is a
coarse-grained probability involving a form of classical ignorance. In the following, we suppose
that the pointers are all in quantum equilibrium, and we have f (x, Z1, ..., Zn, tn) := f (x, tn)
and ρ(x, tn)dx = f (x, tn)dΓ(x, tn) with dΓ(x, tn) = dx

∫
...
∫
|Ψ(x, Z1, ...Zn, tn)|2dZ1...dZn.

For the present purpose, a key result of deterministic maps such as yn = F(yn−1)
is the Perron–Frobenius theorem [56,57] allowing us to introduce the operator ÛPF; i.e.,
μ(y, tn+1) = ÛPFμ(y, tn) with the definition ρ(x, t)dx = μ(y, t)dy. For this, we use the
property for a trajectory

δ(y− yn+1) = δ(y− F(yn)) =
∫ 1

0
dYδ(y− F(Y))δ(Y− yn) (45)

and the fact that any density μ(w, tn) reads

∫ 1

0
dy(tn)μ(y(tn), tn)δ(w− y(tn)) =

∫ 1

0
dy(t0)μ(y(t0), t0)δ(w− y(tn)) (46)

(where we used Liouville’s theorem dy(tn)μ(y(tn), tn) = dy(t0)μ(y(t0), t0)). Therefore,
from Equation (45), we obtain

μ(y, tn+1) = ÛPFμ(y, tn) =
∫ 1

0
dYδ(y− F(Y))μ(Y, tn) (47)

which for the Bernoulli map means

μ(y, tn+1) = ÛPFμ(y, tn) =
1
2

[
μ(

y
2

, tn) + μ(
y + 1

2
, tn)

]
. (48)

Moreover, for the present wave-function defined in term of the wave-packet Φ0(x) which
is constant in amplitude in its support, we can also write

f̃ (y, tn+1) = ÛPF f̃ (y, tn) =
1
2

[
f̃ (

y
2

, tn) + f̃ (
y + 1

2
, tn)

]
(49)

with f (x, t) = f̃ (y, t) using the transformation x → y (see Equations (24) and (26)) by

definition and where
∫

γ+(tn)∪γ−(tn)
dx |C|

2

2 f (x, tn) =
∫ 1

0 dy f̃ (y, tn) = 1 involving the nor-

malization C = 1/
√

L. This iterative Perron–Frobenius relation admits Bernoulli poly-
nomial eigenstates defined by 1

2n Bn(y) = ÛPFBn(y) with B0(y) = 1, B1(y) = y − 1/2,
B2(y) = y2 − y + 1/6, . . . [56].

It can be shown [56] that the Bm(y) polynomials form a basis for the probability func-
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tion f̃ (y, t), and therefore we write f̃ (y, t0) = ∑m=+∞
m=0 AmBm(y), which we obtain after n

iterations of the ÛPF−operator:

f̃ (y, tn) =
m=+∞

∑
m=0

Ame−n·m ln 2Bm(y). (50)

In this formula, we have [56,62]

Am =
∫ 1

0
dy f̃ (y, t0)B̃m(y) (51)

where B̃0(y) = 1 and B̃m(y) = limε→0+
(−1)m−1

m!
dm−1

dym−1 [δ(y− 1 + ε)− δ(y− ε)] for m ≥ 1.

This leads to A0 =
∫ 1

0 f̃ (y, t0)dy and Am = limε→0+
1

m!
dm−1

dym−1 [ f̃ (1 − ε, t0) − f̃ (0 + ε, t0)].
Equation (50) is important as it shows that in the limit n → +∞, we necessarily have
f̃ (y, tn)→ A0B0(y) = A0. Moreover, from the properties of the Bernoulli polynomials and
the normalization of the probability density, we necessarily have

∫ 1
0 f̃ (y, t)dy = A0 = 1

(with
∫ 1

0 dyBm(y) = δ0,m). Therefore, we deduce

lim
n→+∞

f̃ (y, tn) = lim
n→+∞

f (x, tn) = 1. (52)

This result says that quantum equilibrium, and therefore Born’s rule, is a statistical
attractor in BBQT. Importantly, Equation (50) shows that each term in the sum is character-
ized by an exponential decay e−mtn/τ , which is a signature of stability (negative Lyapunov
exponent) whereas the trajectories (as we have shown in Equation (44)) have a positive
Lyapunov exponent associated with dynamical instability and chaos. These two pictures
are thus clearly complementary. This was already emphasized long ago by Prigogine in a
different context [62,63]. As an illustration, we show in Figure 6 the transformation of an ar-
bitrary (normalized) density f̃ (y, t0): after only three applications of the Perron–Frobenius
operator, the density is indistinguishable from the quantum equilibrium f̃ = f = 1, which
acts as a very efficient attractor.

Figure 6. Evolution of f̃ (y, tn) := f̃n(y) as a function of y for a few n values (using the Perron–
Frobenius operator Equation (49)). The initial distribution f̃0(y) (blue curve) was chosen to be
arbitrarily irregular. After a few iterations n ≥ 2, the function f̃n(y) cannot be distinguished from the
line f̃ = f = 1 associated with quantum equilibrium (i.e., Born’s rule).

We emphasize that the iterative process sketched in Figure 4 and associated with
states such as Equations (39) and (40) ultimately involves the two branches ψ0(x, tn) and
ψ1(x, tn) entangled with an environment of Bohmian pointers characterized by ϕ1,...,n

→/← =
1√
2
(ϕ1,...,n−1
→ ϕn

↑ ± ϕ1,...,n−1
← ϕn

↓). Moreover, because of the orthogonality of these pointer
states, the two branches ψ0(x, tn) and ψ1(x, tn) cannot interfere: they are decohered. Still,
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in each of the two final wave-packets ψ0(x, tN) and ψ1(x, tN) (after a large number of
iterations N), we have f (x, tN) � 1 with a high accuracy. Therefore, supposing that we
now make a pinhole to select one of these two branches, we have prepared a quantum
system satisfying Born’s rule ρ(x, t) � |ψ(x, t)|2. Fundamentally, this means that if an
entangled system such as the system we discussed is post-selected by a filtering procedure,
we can define subsystems for which Born’s rule is true and where quantum coherence is
maintained (this is the case with our two wave-functions ψ1 and ψ0 taken separately). For
example, the wave-function ψ0(x, t) can be collimated and sent into an interferometer in
order to observe wave–particle duality. All systems following this guiding wave belong to
a statistical ensemble of particles obeying Born’s rule f � 1. Therefore, all the predictions
of standard quantum mechanics are reproduced with these systems.

Although the present model is rudimentary, it allows us to obtain precious information
on relaxation to quantum equilibrium. Indeed, observe that in the continuous time approxi-
mation, we have f̃ (y, t) � 1+ A1e−t/τ B1(y), which is a solution of the differential equation

∂ f̃ (y, t)
∂t

= − f̃ (y, t)− 1
τ

(53)

This suggests a collision term in a Boltzmann-like equation and therefore an extension of
our model by writing

d f (x, t)
dt

:= ∂t f (x, t) + vψ(x, t)∂x f (x, t) = − f (x, t)− 1
τ

(54)

or equivalently with ρ(x, t) = f (x, t)|ψ(x, t)|2 and ∂t|ψ(x, t)|2 + ∂x(vψ(x, t)|ψ(x, t)|2) = 0:

∂tρ(x, t) + ∂x(vψ(x, t)ρ(x, t)) = −ρ(x, t)− |ψ(x, t)|2
τ

. (55)

With such dynamics (with an effective broken time symmetry), it is useful to introduce the
Valentini entropy [32]:

St := −
∫

f (x, t) ln ( f (x, t))dΓ(x, t) (56)

with dΓ(x, t) = |ψ(x, t)|2. From the previous equation, we deduce

d
dt

St = −
∫ d ft

dt
(1 + ln ft)dΓt =

∫
( ft − 1)

τ
(1 + ln ft)dΓt =

∫
( ft − 1)

τ
ln ftdΓt. (57)

This kinetic equation leads to a quantum version of the Boltzmann H-theorem, as can
be shown easily: first, we have by definition a ln b + a

b − a ≥ 0 (with a, b > 0) leading to

( f − 1) ln f + f−1
f − f − 1 ≥ 0 if f − 1 > 0; i.e., we obtain ( f − 1) ln f ≥ ( f−1)2

f if f − 1 > 0.

Moreover, ln f ≤ f − 1, and thus if f − 1 < 0, we have ( f − 1) ln f ≥ ( f − 1)2. Now,
separating the full Γ− space into two parts Γ+ and Γ− where f − 1 ≥ 0 and 1− f ≥ 0,
respectively, we have

d
dt

St =
∫

( ft − 1)
τ

ln ftdΓt ≥
∫

Γ+

( ft − 1)2

ftτ
dΓt +

∫
Γ−

( ft − 1)2

τ
dΓt ≥ 0. (58)

Therefore, Valentini’s entropy St cannot decrease, and the equality d
dt St = 0 occurs iff f = 1

corresponding to the quantum equilibrium. This defines an H-theorem for BBQT.

4. Conclusions and Perspectives

The proposal discussed in this work is certainly schematic but it leads to several inter-
esting conclusions. First, since the dynamics maps used here are deterministic and chaotic,
this shows that randomness is unavoidable in BBQT. As stressed by Prigogine [62,63], we
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have two complementary descriptions: one with trajectories that can be associated with the
evolution map yn+1 = F(yn) and the second with a probability density; i.e., as given by the
Perron–Frobenius transformation f̃ (y, tn+1) = ÛPF f̃ (y, tn). The two pictures are of course
not independent since for a single trajectory we have δ(y− yn+1) = ÛPFδ(y− yn) (i.e.,
f̃ (y, tn) = δ(y− yn) = f (x, tn) =

2
|C|2 δ(x− xn) = 2Lδ(x− xn)). Moreover, for a trajectory,

the probability distribution is singular and the convergence to equilibrium is infinitely slow
(this is connected to the fact that the coefficients Am in Equation (51) are given by an integral
which is badly defined for the singular Dirac distribution f̃ (y, t0) = δ(y− y0)). Therefore,
the infinite precision required to compute such a chaotic path (due to the exponentially
growing deviation errors with time) leads all practical computations to the strong random-
ness previously mentioned. To quote Ford [61], “a chaotic orbit is random and incalculable;
its information content is both infinite and incompressible”. Subsequently, because of the
extreme sensitivity in the initial conditions associated with the predictability horizon and
the positive Lyapunov exponent, the use of probability distributions in BBQT seems (at
least in our model) unavoidable if we follow Prigogine’s reasoning. Indeed, Prigogine
dynamic instability (and thus deterministic chaos) leads to probability. The necessarily
finite precision δy0 used to determine the position of a particle will grow exponentially
with time to ultimately cover the whole segment [0, 1]. Therefore, if we assign a uniform
ignorance probability f̃0 over the segment δy0 (in which the particle is located) then—i.e.,
subsequently after a few iterations—we will have f̃t = 1 over the whole segment.

However, we stress that we do not share all the conclusions obtained by Prigogine
concerning determinism and probability here (for related and much more detailed criti-
cisms, see e.g., [64]). Indeed, BBQT (as with the classical mechanic considered by Prigogine
in [62,63]) is a fully deterministic theory with a clear ontology in the 3D and configuration
space. Therefore, while a trajectory could be incalculable by any finite mean or algorithm,
the path still fundamentally exists for an idealized Laplacian daemon; i.e., having access to
an infinite computing power and precision for locating and defining the particle motion.
This metaphor is the core idea of Einstein’s realism: postulating the existence of a world
independent of the presence or absence of observers (even if the observers can be part of
the world). From this ontic perspective, we need more than simply ignorance in order
to justify the use of probability in statistical physics. Indeed, as emphasized long ago by
Poincaré, the laws of the kinetic theory of gases still hold true even if we exactly know
the positions of all molecules—[65]. There is something objective in the laws of statisti-
cal mechanics that goes beyond mere ignorance: otherwise, how could parameters such
as diffusion constants have objective physical contents? This point was emphasized by
Prigogine from the very beginning, and this constitutes the motivation for his program
in order to justify the objectivity of thermodynamics in general and the second law—i.e.,
irreversibility—in particular.

However, in our opinion, the missing point in Prigogine’s implication—“instability
→ probability → irreversibility”—is the recognition that in a deterministic theory, the
laws (chaotic or not) are not complete but must be supplemented by specific initial con-
ditions, ultimately with a cosmological origin. Indeed, if we suppose a universe made
of only one electron described initially by the wave-function ψ0(x, t) and all the pointers
involved in the iterative procedure sketched in Figure 4, then we must use the chaotic
Bernoulli map yn+1 = F(yn) for this system or equivalently the Perron–Frobenius evo-
lution δ(y− yn+1) = ÛPFδ(y− yn). As we have explained, this system is unstable due
to the presence of a positive Lyapunov exponent. Moreover, if we want to make sense
of the formulas (49) and (50) with the rapid convergence to f̃ = f = 1, we must con-
sider a sufficiently regular distribution f̃ (y, t0) �= δ(y − y0). Now, as mentioned in
Section 2, the application of the WLLN to a statistical ensemble requires a “metric” of
typicality associated with the Laplacian definition of probability. In BBQT, this metric
reads ρ(r, t) = f (r, t)|ψ(r, t)|2, and the law of large numbers leads to Equation (11)—
i.e., ρ(r, t) ≡ limN→+∞

1
N ∑k=N

k=1 δ3(r− x
ψ
k (t))—defined probabilistically in the long term;

i.e, for an infinitely long sequence or infinite system. In our problem, this means that
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we consider an infinite Gibbs ensemble of copies similar to our system, as described in
Figure 4. Here, the presence of an infinite sum of Dirac distributions is expected to lead
to difficulties in connection with the chaotic map δ(y − yn+1) = ÛPFδ(y − yn). In our
problem, if the WLLN ρ(r, t) ≡ limN→+∞

1
N ∑k=N

k=1 δ3(r − x
ψ
k (t)) is used to specify the

initial distribution at time t0, this preserves the chaotic description associated with the
positive Lyapunov exponent; therefore, Dirac distributions become problematic. In order
to remove this unpleasant feature, one must introduce coarse-graining as proposed by
Valentini [32,51]. In our case, this can be done by using a regular weighting function
Δ(u) such that ρ(x, t) =

∫
duδ(u)ρ(x− u, t), which in connection with the WLLN leads

to ρ(x, t) ≡ limN→+∞
1
N ∑k=N

k=1 Δ(x − xψ
k (t)). The coarse-graining of cells in the config-

uration space plays a central role in the work of Valentini for defining a “subquantum
H-theorem” [32,33]. Here, we see that in connection with Prigogine’s work, coarse-graining
must be supplemented with a dose of deterministic chaos and entanglement in order to
reach the quantum equilibrium regime. We believe that these two pictures complete each
other very well.

Before summarizing our work, it is important to go back to Zurek’s envariance as
discussed in the introduction in order to see connections with the derivation of Born’s
rule as presented in this article. We remind the reader that in 2003, Zurek [66] proposed
an alternative proof of Born’s rule based on envariance—a neologism for environment-
assisted invariance—with a purely quantum symmetry based on the entanglement of a
system with its environment. The importance of this elegant proof could perhaps only be
compared with that presented by Gleason [67] in 1957. As stressed by Zurek, “Envariance
of entangled quantum states follows from the nonlocality of joint states and from the
locality of systems, or, put a bit differently, from the coexistence of perfect knowledge of
the whole and complete ignorance of the parts” [66]. The proof is remarkably general and
does not rely on any specific ontology, even though it has been used by advocates of the
many-world interpretation to justify or recover Born’s rule (for a review and a comparison
to the decision-theoretic deduction [5], see [6]).

In order to have a vague idea of the whole derivation, consider a Bell state |Ψ〉SE =
|♥〉S |♦〉E + |♠〉S |♣〉E between a system S and environment E . Now, the main idea of
envariance concerns symmetry: a local “swapping” (for example, on S for the two possible
outcomes |♥〉S/|♠〉S ) in the entanglement is irrelevant for the local physics of E (this is
obvious a priori, since E is untouched by the swap). This (unitary) swap reads

|Ψ〉SE = |♥〉S |♦〉E + |♠〉S |♣〉E → |♠〉S |♦〉E + |♥〉S |♣〉E = |Ψ′〉SE (59)

The symmetry of the swap should a priori also impact probabilities associated with out-
comes (whatever the definition used for a probability). In other words, if we are allowed
to define a probability function PΨ(|♥〉S |♦〉E ) for the two correlated outcomes ♥ and ♦
before the swap, then the previous equation imposes

PΨ(|♥〉S |♦〉E ) = PΨ′(|♠〉S |♦〉E ) (60)

where PΨ′(|♠〉S |♦〉E ) is a probability after the swap (i.e., defined for the state |Ψ′〉SE ).
Moreover, the swap on S can be compensated by a “counterswap” acting locally on the
subsystem E :

|Ψ′〉SE = |♠〉S |♦〉E + |♥〉S |♣〉E → |♠〉S |♣〉E + |♥〉S |♦〉E = |Ψ〉SE . (61)

Now, again from symmetry, we must have the relation

PΨ′(|♠〉S |♦〉E ) = PΨ(|♠〉S |♣〉E ). (62)
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However, by comparing Equation (60) and Equation (62), we clearly deduce

PΨ(|♠〉S |♣〉E ) = PΨ(|♥〉S |♦〉E ) =
1
2

(63)

which implies equiprobability for the two branches in the state |Ψ〉SE . This equiprobablity
is clearly an illustration of Born’s rule for the entangled state |Ψ〉SE . Therefore, envariance
can be used to derive Born’s rule (more general reasonings and deductions are given
in [66]).

It is important to remark that the reasoning depends on the a priori existence of a
probability function, and in order to justify this point, we should rely on a more precise
definition of probability in a given ontology. Moreover, in the de Broglie–Bohm ontology,
as in classical statistical mechanics, the concept of probability is related to a distribution
of particles in ensembles or collectives and is therefore strongly rooted in the concepts
of frequency and population. In other words, if we consider a large ensemble of copies
for the entangled systems prepared in the quantum state |Ψ〉SE , then according to the
Bernoulli WLLN, the probability PΨ(|♥〉S |♦〉E ) is simply a measure of the fraction of
systems prepared in the states |♥〉S |♦〉E . Now, in the de Broglie–Bohm theory (like in
classical physics), x-coordinates for particles define a “preferred basis” in the sense that
particles are really located at some positions xΨ(t) defining trajectories. Zurek’s envariance
can thus be applied to the de Broglie–Bohm ontology if we consider systems S and E that
are well located in the configuration. Therefore, like in the model used in the present article,
we can consider two non-overlapping wave-functions ♥(XS )S and ♠(XS )S associated
with the coordinates XS in the configuration space of the S-subsystem and similarly for the
non-overlapping wave-functions♦(XE )E and♣(XE )E of the E -subsystem. In this ontology,
we can give a physical meaning to the invariance under swap or counterswap conditions.

It is indeed possible to postulate that there areas many copies of the systems prepared
in the |Ψ〉SE state as in the |Ψ′〉SE state in the universe. The situation is similar to the one
found in a classical gas of molecules were correlated pairs can be defined by exchanging
some properties and are present in equal numbers before and after the swap (this kind of
symmetry played a key role in the deduction made by Maxwell and Boltzmann justifying
the canonical ensemble distribution). Fundamentally, this symmetry in the population is
related to some choices in the initial conditions of the whole ensemble. The full deduction
of Zurek based on envariance is thus preserved, and this must lead to Born’s rule (at least
if we assume that the population of de Broglie–Bohm particles is uniformly distributed in
the spatial supports of the various wave functions).

Furthermore, it is important to stress that the envariance deduction is linked to
the no-signaling theorem as shown by Barnum [68]. This no-signaling theorem was also
emphasized by Valentini [69] in the de Broglie–Bohm theory in order to protect macroscopic
causality and to prohibit faster-than-light signaling. Crucially, Born’s rule appears as a
necessary condition for the validity of the no-signaling theorem (this was also related to
the second law of thermodynamics by Elitzur [70]). Interestingly, in the present work, we
considered regimes of quantum-nonequilibrium where the symmetry of the entangled
wave-functions was not present in the particle distribution characterized by the f (Xt, t)
function. However, in the end, we showed that if the environment of pointers was already
in quantum equilibrium, then the system would be driven to the quantum equilibrium
f = 1 acting as an attractor under the chaotic Bohmian dynamics. In the end, this also
shows that the quantum equilibrium in the de Broglie–Bohm dynamics is natural and also
how fragile and unstable physical deviations to the Born rule are. We believe that this
confirms the deductions made by Zurek concerning the fundamental role of envariance.
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There is another way to express the same concept: going back to our discussion about
typicality at the end of Section 2, we see that in this article, we indeed developed a model
that does not assume quantum equilibrium for all particles. The system moving in the
interferometer is initially out of quantum equilibrium f = 1. However, it is quickly driven
to quantum equilibrium due to (1) entanglement with pointers already relaxed in the
regime f = 1 and (2) the presence of chaotic dynamics inducing fast mixing and thus a fast
relaxation f → 1. It is interesting that the number of iterations N and therefore the number
of pointers involved in the process does not have to be large (i.e., we do not have to go to
the thermodynamic limit N → +∞ associated with a quantum bath). As we have shown,
the chaotic Bernoulli map drives the system to quantum equilibrium already for N � 3.
This demonstrates, we think, the robustness of this attractor leading to Born’s rule.

To summarize, in this work, we have proposed a mechanism for relaxation to quantum
equilibrium in order to recover Born’s rule in BBQT. The proposed mechanism relies on
entanglement with an environment of “Bohmian pointers” allowing the system to mix.
The scenario was developed for the case of a single particle in 1D motion interacting
with beam splitters and mirrors, but the model could be generalized to several situations
involving collisions between quanta and scattering with defects or other particles. The
general proposal is thus to consider the quantum relaxation to Born’s rule as a genuine
process in phases of matter where interactions between particles play a fundamental
role. This involves usual condensed matter or even plasma or gases where collisions
are mandatory. For example, based on our toy model, we consider that interaction with
the beam splitter and entanglement with Bohmian pointers is a good qualitative model
for discussing collisions between molecules in the atmosphere, and if we remember that
nitrogen molecules at a temperature of 293 K and at a pressure of 1 bar involve typically
a collision frequency of 7 × 109 /s (which implies fast dynamics for reaching quantum
equilibrium), we thus have a huge number n of collisions per second corresponding to a
huge number of iterations in our Bernoulli-like process based on the Perron–Frobenius
operator f (y, tn+1) = ÛPF f (y, tn). Compared to Valentini’s framework [32,33] where
mixing and relaxation to quantum equilibrium are associated with coarse-graining à la
Gibbs, our approach emphasizes the role of information losses due to entanglement with
a local environment. In both cases, we obtain an increase of entropy and a formulation
of the H−theorem for BBQT. These two views are certainly complementary, in the same
way that Gibbs and Boltzmann perspectives on entropy are related. This could have an
impact on the efficiency of quantum relaxation in the early stages of the evolution of the
universe [37,38].
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Abstract: Quantum Darwinism (QD) is the process responsible for the proliferation of redundant
information in the environment of a quantum system that is being decohered. This enables indepen-
dent observers to access separate environmental fragments and reach consensus about the system’s
state. In this work, we study the effect of disorder in the emergence of QD and find that a highly
disordered environment is greatly beneficial for it. By introducing the notion of lack of redundancy
to quantify objectivity, we show that it behaves analogously to the entanglement entropy (EE) of
the environmental eigenstate taken as an initial state. This allows us to estimate the many-body
mobility edge by means of our Darwinistic measure, implicating the existence of a critical degree of
disorder beyond which the degree of objectivity rises the larger the environment is. The latter hints
the key role that disorder may play when the environment is of a thermodynamic size. At last, we
show that a highly disordered evolution may reduce the spoiling of redundancy in the presence of
intra-environment interactions.

Keywords: decoherence; Quantum Darwinism; many-body localization; disorder

1. Introduction

The question of how our classical experience emerges from the quantum nature of
reality is a fascinating problem that has been a matter of controversy since the origin
of quantum mechanics. In this context, the theory of decoherence constitutes the most
accepted framework to bridge the gap between the classical and the quantum world [1–4].
Classicality is here interpreted as an emergent property that arises as a quantum system
coupled to an environment losses its coherence and becomes diagonal in its pointer states,
which survive the harmful interaction.

However, decoherence is not enough to explain the emergence of an objective reality.
To do so, a possibility is to introduce the concept of redundancy and assume that during the
interaction the information about the pointer states of the system is redundantly imprinted
in the many degrees of freedom of the environment. Thereby, by measuring separate
environmental fragments, independent observers can reach consensus about the classical
state of the system without perturbing its pointer states, which are not subjected to direct
measurements. The fact that some particular states of the system are the ones that survive
among all the others and are able to procreate despite of the detrimental effects of its
surrounding, is what gives this process the name of Quantum Darwinism (QD) [5–13].

In general, QD has been studied in the simplest scenario, where the fragments of the
environment do not interact with each other. However, this may not be the most realistic sit-
uation in an experimental setup, where the intrinsic dynamics of the environment can play
a significant role in the decoherent dynamics of the open system [14,15]. For this reason, it is
essential to understand how different environmental properties influence the emergence of
QD and which are the mechanisms that may enhance the proliferation of redundancy. For
instance, it has been shown that non-Markovianity hinders objectivity by suppressing the
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redundant records on the environment due to information backflows [16–19]. In addition,
the degree of redundancy may be worsened by small changes in the microscopic description
of the environment [20–26]. More recently, a distinction between classicality and objectivity
has been proposed for bipartite open quantum systems [27] and stronger conditions for
classical objectivity were considered [28–33]. It is interesting to note that the quantities
involved in the theory of QD, such as redundancy and objectivity, are not just mathe-
matical abstractions but have been experimentally measured through photonic setups,
nitrogen-vacancy centers [34–36] and more recently also simulated in NISQ devices [37].
Nonetheless, as it is challenging to keep track of both the system and the environment, it is
not yet fully understood which specific environmental features are the ones responsible for
boosting objectivity in a realistic classical circumstance.

Based on the intuition that in the most realistic scenario a many-body environment
should exhibit some degree of disorder as well as intra-environment interactions, our main
goal in this work is to study how both of these environmental conditions influence the
proliferation of redundancy. To do so, we use as an environmental model a disordered
spin chain widely studied in the context of many-body localization (MBL) [38–44]. This
system exhibits an ergodic or a localized behaviour, depending on its energy and disorder
strength, which sets a many-body mobility edge that has been estimated both theoretically
and experimentally [45–47]. Thereby, by coupling a two-level quantum system to this
disordered environment, we study the proliferation of redundant information both in the
ergodic and localized phase. To this end, we introduce the notion of lack of redundancy
and find that a high degree of disorder is hugely beneficial for the emergence of QD. This is
related to the low entanglement that the eigenstates of the environment have in the localized
regime, which enhances the capability of each fragment to store and retain information
about the system. In fact, we show that the lack of redundancy exhibits the same scaling
behaviour as the entanglement entropy of the initial state of the environment, which allows
us to estimate the many-body mobility edge by means of our Darwinistic measure. A
remarkable implication of the latter is the existence of a critical degree of disorder beyond
which the degree of objectivity increases the larger the environment is, evidencing the
key role that disorder may play when the environment is of a thermodynamic size. At
last, while previous works have shown that allowing a small interaction between the bath
registers usually spoils the stored information in the environment [16,48], we find that a
highly disordered evolution reduces this detrimental effect and enhances objectivity.

This manuscript is organized as follows. In Section 2 we present the general frame-
work, where we first introduce the physical system under consideration and then we
present the main ideas behind the theory of QD. In addition, we define the Darwinistic
measure that is used to quantify the degree of classical objectivity. In Section 3, we begin
by illustrating our Darwinistic measure with a representative example and then we present
our main results relating the degree of disorder, localization and QD. We conclude in
Section 4 with some final remarks.

2. General Framework

2.1. Physical Model

To analyze the effect of disorder in the emergence of QD, we will consider a two-
level quantum system S coupled to a disordered environment E. The total Hamiltonian
describing the system plus environment is given by

Ĥ = Ĥint + λĤE, (1)

where Ĥint and ĤE are the interaction and environmental Hamiltonian, respectively, and
λ is a parameter that regulates the influence of the intrinsic dynamics of E with respect
to the interaction with S . In general, we remark that QD is studied in the limit where
λ� 1, given that a small interaction between the bath registers usually spoils the stored
information [16,48]. In addition, for simplicity, we will neglect the intrinsic Hamiltonian
of S (assuming a dephasing interaction, where [ĤS , Ĥint] = 0, the system time scales are
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not relevant and thus ĤS can be neglected). The open quantum system is coupled to the
environment through a global interaction, given by

Ĥint = σ̂
(S)
z ⊗

L

∑
k=1

σ̂
(k)
y , (2)

where σ̂
(S)
z refers to the Pauli operator with direction ẑ acting on S , σ̂

(k)
j is the Pauli operator

at site k = { 1, 2, . . . , L } with direction j = { x, y, z } and L is the number of spins in the
environment. The latter consists on a spin chain with nearest-neighbor interaction coupled
to a random magnetic field in the ẑ direction at each site. The environmental Hamiltonian
is described by

ĤE =
1
4

L

∑
k=1

(
σ̂
(k)
x σ̂

(k+1)
x + σ̂

(k)
y σ̂

(k+1)
y + σ̂

(k)
z σ̂

(k+1)
z

)
+

1
2

L

∑
k=1

h(k)z σ̂
(k)
z , (3)

where {h(k)z } is a set of random variables uniformly distributed within the interval [−h, h]
and periodic boundary conditions σ̂

(1)
x,y,z = σ̂

(L+1)
x,y,z are considered. In this model, the ẑ

component of the total spin Ŝz = 1
2 ∑L

k=1 σ̂
(k)
z is a conserved quantity. This conservation

allows the separation of the spanned space into smaller subspaces of dimension Dn, where
n is a fixed quantity of spins up or down. The dimension of each subspace is given by

Dn =

(
L
n

)
=

L!
n!(L− n)!

. (4)

We emphasize the fact that this system was widely studied in the context of MBL and
the existence of a many-body mobility edge separating an ergodic and a localized phase
has been demonstrated both theoretically and experimentally [43,45,46]. More specifically,
while for weak disorder the system is chaotic and satisfies the eigenstate thermalization
hypothesis (ETH), if the amount of disorder surpasses a certain critical threshold there is a
transition to an MBL phase and the system does not thermalize.

Given that we are interested in the proliferation of redundancy and this is a dynamical
phenomenon involving actively both the system and each individual fragment of the
environment, first we will simulate the unitary dynamics of the entire system and then
trace over the reduced part in which we need to focus. For this purpose, we will consider a
separable initial state of the form

ρ̂(0) = |+, x〉S 〈+, x|S ⊗ |ξ〉ε〈ξ|ε (5)

where |+, x〉S is the eigenstate of σ̂
(S)
x with positive projection and |ξ〉ε refers to the

eigenstate of ĤE closest to a normalized energy target ε. This energy target is defined as
ε = (E− Emin)/(Emax − Emin), where Emax and Emin are the maximum and the minimum
energies within a subspace with a fixed quantity of spins up or down. In particular, we
restrict to the subspace of zero magnetization for even-sized chains and to the sector of n = 1
for the odd ones, such as to avoid the effect of the symmetry related with the conservation
of Ŝz when computing |ξ〉ε [49]. Consequently, given an initial state predetermined by a
normalized energy target ε in the corresponding symmetric subspace, the procedure will
consist of averaging over several disorder realizations for each fixed value of h.

Considering the dephasing interaction between S and the environment, the reduced
density matrix of S can be solved analytically. To do so, we can rewrite the initial state

of the system in the privileged basis of σ̂
(S)
z , obtaining ρ̂(0) =

1
2 ∑

i,j
|i, z〉S 〈j, z|S ⊗ |ξ〉ε〈ξ|ε,
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where |i, z〉S refers to the eigenstate of σ̂
(S)
z with eigenvalue si. If we now evolve the full

system plus environment, we have

ρ̂(t) = e−iĤt

(
1
2 ∑

i,j
|i, z〉S 〈j, z|S ⊗ |ξ〉ε〈ξ|ε

)
eiĤt

=
1
2 ∑

i,j

(
|i, z〉S 〈j, z|S e−it

(
si Ĥ

(E)
int +λĤE

)
|ξ〉ε〈ξ|εe+it

(
sj Ĥ

(E)
int +λĤE

))
,

(6)

where Ĥ(E)
int refers to the term of Ĥint acting solely over the environmental degrees of

freedom (in our case ∑L
k=1 σ̂

(k)
y ). The reduced density matrix of the system can then be

obtained by tracing over the environmental degrees of freedom,

ρ̂S (t) =
1
2 ∑

i,j
|i, z〉S 〈j, z|S TrE

[
e−it

(
si Ĥ

(E)
int +λĤE

)
|ξ〉ε〈ξ|εe+it

(
sj Ĥ

(E)
int +λĤE

)]

=
1
2 ∑

i,j
|i, z〉S 〈j, z|S 〈ξ|εe−it

(
si Ĥ

(E)
int +λĤE

)
e+it

(
sj Ĥ

(E)
int +λĤE

)
|ξ〉ε

=
1
2

(
|+, z〉S 〈+, z|S + |−, z〉S 〈−, z|S + r(t)|+, z〉S 〈−, z|S + r∗(t)|−, z〉S 〈+, z|S

)
,

(7)

where r(t) is known as the decoherence factor and in our situation is given by

r(t) = 〈ξε|e−it
[
λĤE+Ĥ(E)

int

]
eit
[
λĤE−Ĥ(E)

int

]
|ξε〉. (8)

In the traditional limit of QD, we can take as a first approximation the case where
λ� 1, which simplifies the expression of the decoherence factor to

r(t) � 〈ξε|e−2itĤ(E)
int |ξε〉

= cos(2t)− i sin(2t)〈ξε|Ĥ(E)
int |ξε〉.

(9)

Under this simple assumption, it is straightforward to calculate the purity of S as

PS (t) =
1 + r2(t)

2

=
1
2
+

cos2(2t) + sin2(2t)〈ξε|Ĥ(E)
int |ξε〉

2
.

(10)

Consequently, as far as the information content of the state of S is considered [16], the
first revival occurs at t = π/2, where we have PS = 1. On the contrary, t = π/4 is the
moment when the influence of E over S is maximized before the first revival occurs. For
this reason, we also expect QD to be more evident at this particular time.

2.2. Quantum Darwinism

The main ambition of QD is to elucidate how much information a fragment F of the
environment acquires during the interaction with the system S and how redundant this
information is. In this framework, it is useful to focus on the mutual information between
S and F , which is defined as

I(S : F ) = SS (t) + SF (t)− SSF (t), (11)

where SS (t) and SF (t) refer to the von Neumann entropies at time t of S and F , respec-
tively, and SSF (t) is the joint entropy between the two. In the case where S and F are
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initially uncorrelated, the mutual information quantifies the total information the fragment
F gains about the state of the system S . In order to quantify the degree of redundancy
achieved during the interaction, we will define the notion of perfect redundancy as the
ideal case where the mutual information between S and F is equal to the entropy of S for
any possible fraction f of the environment considered, i.e., I(S : Fl) = SS ∀ f = l/L < 1,
where Fl is an environmental fragment composed of l different components (spins) and L
is the total number of spins of the entire environment. Consistently, in the case where the
fragment is the whole environment ( f = 1), then SSF = 0 and we have I(S : FL) = 2SS .
It is important to notice that to avoid any possible bias when selecting the environmental
fragment, we must compute an averaged mutual information I(S : Fl), where the average
is taken over all possible ways of composing the fragment of l components given the envi-
ronment of L spins (there are L!

l!(L−l)! possible combinations). With the definitions above, it
is straightforward to define the lack of redundancy (LR) as the difference between perfect
redundancy and the averaged mutual information achieved during the dynamics, i.e.,

LR =
L−1

∑
l=1

|SS − I(S : Fl)|
SS

. (12)

This constitutes the measure of objectivity that we will use from now on. We remark
that different measures have also been previously used in the literature to quantify
redundancy [20,21], but the one proposed in this work is more reliable for comparing
environments with slightly different sizes. This is due to the fact that given the fractional
nature of the fragment size ( f = l/L), the possible set of values that f can take is different
depending on the particular size of the chain.

3. Darwinism, MBL and Interactions

In this section, we present our main results that shed light on the relationship be-
tween disorder and QD. As a first illustrative example to clarify the definitions of the
previous section, we start by plotting in Figure 1 the rescaled averaged mutual information
I(S : Fl)/SS as a function of the size of the environmental fragment for an environment
composed of L = 14 spins. Additionally, in the same plot we show the averaged lack of
redundancy LR as a blue light (dark) filled area in the case with low (high) disorder.
It is important to point out that in this simulation the intra-environment interactions are
completely neglected in the evolution by setting λ = 0. Hence, disorder only comes into
play in the particular eigenstate of the environment that is taken as an initial state for the
spins of the environment (see Equation (5)).

From Figure 1 we can notice that the presence of high disorder seems to enhance the
emergence of objectivity, leading to a better plateau in the averaged mutual information
shared between the system and the environment. Beyond this qualitative result, it is
well-known that in disordered spin chains, such as our environmental model, the degree
of disorder is strictly related to the localization of the system. In particular, if the disorder
is weak enough the system is ergodic and its eigenstates are highly entangled. On the
contrary, as the degree of disorder increases, the system reaches a localized phase and its
eigenstates exhibit much less entanglement. Taking into account this fact, in what follows
we will delve into the qualitative result obtained in Figure 1. To do so, in the following
subsection we will perform a systematic analysis exploring the role that the localization in
the initial state of the environment plays in its capability of enabling redundancy.
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Figure 1. Rescaled averaged mutual information I(S : F )/SS as a function of the environmental
fragment size f for an environment composed of L = 14 spins. Given a fixed environmental size and
disorder strength, the filled area between perfect redundancy and the averaged mutual information
obtained constitutes the lack of redundancy (LR) and our measure of objectivity. The parameters
are set as ε = 0.5, t = π/4, λ = 0, h = 0.01 for low disorder and h = 5.0 for high disorder. In both

situations, 1000 realizations for different sets of {h(k)z } ∈ [−h, h] were considered.

3.1. Localization in the Initial State

To further explore how the localization in the initial state of the environment influ-
ences the emergence of QD, we will now focus on the half-chain entanglement entropy
SE = −TrA(ρ̂A ln ρ̂A) of the reduced density matrix of the environment ρ̂A = TrB|ξ〉〈ξ|,
where the traces are over the left and right half-chain Hilbert spaces, respectively, and |ξ〉
is an eigenstate of ĤE. In the localized regime, the reduced density matrix ρ̂A of a typical
eigenstate |ξ〉 possesses low entanglement entropy and an area-law scaling. Conversely, in
a chaotic regime satisfying ETH, eigenstates are highly entangled and exhibit a volume-law
scaling. Thereby, it is possible to distinguish both regimes by analyzing the scaling behavior
of SE. To do so, in Figure 2 we plot the entanglement entropy per site SE/L (lower panel),
together with the lack of redundancy LR (upper panel), as a function of the disorder
strength h for different environmental sizes. As before, we restrict ourselves to the zero
magnetization sector and entirely focus on the eigenstate |ξ〉ε, i.e., the one with energy
closest to the normalized target ε in each disorder realization. Once again, for computing
LR, we neglect the influence of the internal dynamics of the environment in the evolution
by setting λ = 0.

The first conclusion we can extract from Figure 2 is that both LR and SE/L exhibit a
similar behavior as a function of disorder. In particular, we can observe that if the disorder
strength h is lower than a critical value hc, both LR and SE/L increase with increasing
L. On the contrary, if h > hc the behavior of both quantities is the opposite. What does
this mean in terms of QD? Interestingly, this means that there is a critical value of disorder
beyond which the degree of objectivity rises the larger the environment is. We emphasize
that this critical value of hc has been estimated by looking at the intersection between the
two curves of largest dimension (see inset in the upper panel of Figure 2).

To provide further insight about this transition, we perform a finite size scaling
analysis by collapsing all the data to the form g[L1/ν(h− hc)], similarly to what was done
by previous works dealing with the same disordered quantum system [43,45]. The results
of the scaling are shown in Figure 3. In particular, in the lower panel we can see that the
transition is characterized by a change in the entanglement entropy scaling from an area
law for h > hc (where SE/L → 0) to a volume law for h < hc (where SE/L → constant).
As was claimed before, the same scaling behavior is observed for the lack of redundancy
LR, as we show in the upper panel of Figure 3.

144



Entropy 2021, 23, 1377

Figure 2. Upper panel: Lack of redundancy LR for different environmental sizes as a function of
the disorder strength h. Inset: Zoom into the transition of LR, signaled by the intersection between
the two curves with the largest environmental size. The parameters are set as ε = 0.5, t = π/4 and
λ = 0. Lower panel: Entanglement entropy per site SE/L of a single eigenstate of ĤE (|ξ〉ε=0.5) for
different environmental sizes as a function of the disorder strength h. A crossover between a volume
and area law is observed for a critical disorder hc � 3.2 (blue separation). In both panels, all curves
are averaged over at least 1000 different realizations of disorder.

Despite that in this first part we have shown a close relationship between the entangle-
ment of the initial state of the environment and its capability of enabling redundancy, it is
important to notice that until now we have restricted entirely to the middle of the spectrum
by considering the eigenstate with energy closest to ε = 0.5 in all simulations. However,
the value of the critical disorder hc depends on the energy under consideration, which
determines what is called a many-body mobility edge [40–47,50,51]. For this reason, it is
worthy to study how our Darwinistic measure LR behaves when considering different
eigenstates of ĤE as initial states. This is precisely what is shown in Figure 4, where we
compare our measure of objectivity LR with the entanglement entropy SE in the same
region of parameters set both by h and ε.

Once again, it is clear that both quantities exhibit almost the same structure, which
means that a low SE in the initial state of the environment implies a better capacity to store
redundant information and thus greater objectivity. Thereby, taking into account that the
region of low entanglement is always linked to a high degree of disorder, we can conclude
that disorder is beneficial for the emergence of QD. As a complement, in both panels
of Figure 4 we have estimated the many-body mobility edge with the same procedure
followed before for ε = 0.5, finding a very good agreement between both measures. This
mobility edge is shown with black squares for LR and with black diamonds for SE.
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Figure 3. Upper panel: Lack of redundancy LR as a function of L|h− hc|ν. The parameters are set as
ε = 0.5, t = π/4 and λ = 0. Lower panel: Entanglement entropy per site SE/L of a single eigenstate
of ĤE (|ξ〉ε=0.5) as a function of L|h− hc|ν. For weak disorder, there is a volume-law scaling that
leads to a constant SE/L, while for strong disorder we have an area law characterized by a decreasing
SE/L. For the odd-sized chains, only the subspace Ŝ1 was considered. All curves are averaged over
at least 1000 different realizations of disorder.

After all the simulations shown in this subsection, we can conjecture that the reason
why objectivity is boosted by using an eigenstate of a highly disordered environment
as initial state, is strictly related to the low entanglement that eigenstates have in the
MBL phase. This low entanglement enables each environmental fragment to store more
information about the system since its initial state is much closer to a pure state. On the
contrary, if the disorder is too low, eigenstates are highly entangled due to the ergodic
nature of the system and consequently the initial state of each fragment is much nearer
to a maximally mixed state. In this situation, the storing of information is shrunk and
redundancy cannot be achieved.
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Figure 4. Upper panel: Lack of redundancy LR as a function of the disorder strength h for different
eigenstates with energy ε taken as initial states. Since this quantity is much harder to calculate, a
smaller environment of L = 12 was considered. The black squares refer to the critical values of hc,
that were estimated by looking at the intersection between the data obtained for L = 12 and L = 10,
respectively. Parameters are set as t = π/4, λ = 0. Lower panel: Entanglement entropy SE as a function
of the disorder strength h and for different eigenstates of ĤE with normalized energies ε (i.e., |ξ〉ε). An
environment composed of L = 14 was considered in this case. The black diamonds refer to the critical
values of hc that were estimated by looking at the intersection between the data obtained for L = 14 and
L = 12, respectively. Both panels are averaged over 1000 different realizations of disorder.

3.2. Influence of Intra-Environment Interaction

A key point that we have not analyzed yet is the following: what if we allow a mixing
of the bath records by setting λ �= 0 in the evolution? Based on our previous analysis, we
already know that the initial states of the environment belonging to the ergodic regime are
incapable of storing redundant information and thus of enabling objectivity. On the contrary,
how robust are the MBL initial states to the mixing due to the internal dynamics of the
environment? Is it still possible to distinguish both regimes in the presence of this effect? To
address these questions, we will first take as initial state an eigenstate of the environment with
a given disorder h and energy ε, evolve the system with the same amount of disorder (i.e.,
Ĥint + λĤE|h) and finally average over several realizations. The results of this analysis are
shown in Figure 5, where we plot LR for different values of λ (the parameter that regulates
the influence of the intra-environment interactions in the evolution).

For instance, in the upper panel of Figure 5, where we set λ = 0.3, we can observe that
the same structure obtained before for λ = 0 holds. Despite that the degree of objectivity
is slightly worsened in this case for the MBL region, we can still distinguish the ergodic
from the localized regime by means of our Darwinistic measure. Additionally, in the lower
panel of Figure 5 we show how the lack of redundancy behaves for different values of λ
as a function of the disorder strength h. It is clear from here that for weak disorder the
intra-environment interactions have no influence at all on the redundancy. This is not
surprising given that even in the case of λ = 0 objectivity was not possible in this region.
On the contrary, as the amount of disorder increases and we approach the MBL regime, the
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influence of the intra-environment dynamics is more notorious and we can appreciate how
objectivity is slightly spoiled as λ increases.

Figure 5. Upper panel: Lack of redundancy LR as a function of the disorder strength h and using as
initial states different eigenstates with energy ε. In this panel, parameters are set as L = 12, t = π/4
and λ = 0.3. Lower panel: Lack of redundancy LR as a function of the disorder strength h for
different values of λ. In this panel, parameters are set as L = 12, t = π/4 and ε = 0.9. In both panels,
1000 different realizations of disorder were considered.

Finally, let us now restrict ourselves to the most favorable situation by fixing the initial
state of the environment as a MBL eigenstate. Unlike our previous analysis, we will now
evolve the same highly localized initial state with different amounts of disorder. Is the
internal dynamics of a highly disordered environment still advantageous in this situation?
To address this important question, in Figure 6 we show the results of a simulation where
we fix the initial state of the environment as |ξ〉 |h=5.0,ε=0.5 and then evolve the entire system
considering different values of disorder strength, (Ĥint + λĤE |h′ ). From this simulation we
can conclude that the presence of disorder is still beneficial for the appearance of objectivity,
even in the presence of intra-environment interactions and independently of the initial
state under consideration.
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Figure 6. Lack of redundancy LR as a function of the disorder strength h for different values of
λ. Parameters are set as L = 10, t = π and the initial state of the environment is always fixed as
|ξ〉 |h=5.0,ε=0.5. As usual, 1000 different realizations of disorder were considered.

4. Conclusions

The theory of QD studies how classical objectivity emerges from a quantum realm.
It poses that besides washing out the coherences of the open quantum system to which
it is coupled, the environment also acts as an active witness by redundantly storing the
information about the system’s state. Hence, independent observers can reach consensus
on the actual state of the system by measuring separate environmental fragments. Based
on the intuition that in a realistic scenario a many-body environment should exhibit some
degree of disorder, in this work we have explored the role that this disorder plays in the
emergence of QD.

By modeling the environment as a 1D disordered spin chain, we have found that a
high degree of disorder is greatly beneficial for the emergence of classical objectivity. We
have shown that this is a consequence of the low entanglement that the eigenstates of the
environment, which are taken as the initial states, exhibit in the localized regime. This
enables each individual fragment to store a greater amount of redundant information, in
comparison to the highly entangled environmental eigenstates that belong to the ergodic
regime at low disorder. In particular, we have shown that the EE of the initial state not
only exhibits the same structure as the lack of redundancy but also shares the same scaling
behavior. This fact allowed us to estimate the many-body mobility edge by means of our
Darwinistic measure, yielding a consistent agreement in comparison to the EE. In regards
to QD, this result means that if the degree of disorder is higher (lower) than a critical
value, the redundancy increases (decreases) the larger the environment is. Therefore, our
findings evidence the important role that disorder can play in a realistic situation where
the environment is of a thermodynamic size.

In addition, we have analyzed the mixing of the redundant records by allowing intra-
environment interactions. Despite that low disorder is associated to an ergodic dynamics
and ergodicity usually yields to a markovian evolution [15], we have found that a highly
disordered evolution is less harmful for the appearance of classical objectivity. Hence, a
high amount of disorder is not only beneficial for the initial state under consideration; it
also reduces the mixing of the redundant records in the presence of intra-environment
interactions. At last, we sincerely hope our findings shed new light on how classical
objectivity emerges from a quantum world and we look forward to the possibility of
implementing our ideas on some of the experimental platforms recently used in the study
of the MBL transition [47].
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Abstract: Envariance is a symmetry exhibited by correlated quantum systems. Inspired by this
“quantum fact of life,” we propose a novel method for shortcuts to adiabaticity, which enables the
system to evolve through the adiabatic manifold at all times, solely by controlling the environment.
As the main results, we construct the unique form of the driving on the environment that enables
such dynamics, for a family of composite states of arbitrary dimension. We compare the cost of this
environment-assisted technique with that of counterdiabatic driving, and we illustrate our results for
a two-qubit model.
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1. Introduction

An essential step in the development of viable quantum technologies is to achieve
precise control over quantum dynamics [1,2]. In many situations, optimal performance
relies on the ability to create particular target states. However, in dynamically reaching
such states, the quantum adiabatic theorem [3] poses a formidable challenge since finite-
time driving inevitably causes parasitic excitations [4–7]. Acknowledging and addressing
this issue, the field of “shortcuts to adiabaticity” (STA) [8–11] has developed a variety of
techniques that permit to facilitate effectively adiabatic dynamics in finite time.

Recent years have seen an explosion of work on, for instance, counterdiabatic
driving [12–19], the fast-forward method [20–23], time-rescaling [24,25], methods based on
identifying the adiabatic invariant [26–29], and even generalizations to classical
dynamics [30–32]. For comprehensive reviews of the various techniques, we refer to
the recent literature [9–11].

Among these different paradigms, counterdiabatic driving (CD) stands out, as it is the
only method that forces evolution through the adiabatic manifold at all times. However, ex-
perimentally realizing the CD method requires applying a complicated control field, which
often involves non-local terms that are hard to implement in many-body systems [15,17].
This may be particularly challenging if the system is not readily accessible, due to, for
instance, geometric restrictions of the experimental set-up.

In the present paper, we propose an alternative method to achieve transitionless
quantum driving by leveraging the system’s (realistically) inevitable interaction with
the environment. Our novel paradigm is inspired by “envariance,” which is short for
entanglement-assisted invariance. Envariance is a symmetry of composite quantum sys-
tems, first described by Wojciech H. Zurek [33]. Consider a quantum state |ψSE 〉 that lives
on a composite quantum universe comprising the system, S , and its environment, E . Then,
|ψSE 〉 is called envariant under a unitary map uS ⊗ IE if and only if there exists another
unitary IS ⊗ uE acting on E such that the composite state remains unaltered after applying
both maps, i.e., (uS ⊗ IE )|ψSE 〉 = |φSE 〉 and (IS ⊗ uE )|φSE 〉 = |ψSE 〉. In other words, the
state is envariant if the action of a unitary on S can be inverted by applying a unitary on E .

Entropy 2021, 23, 1479. https://doi.org/10.3390/e23111479 https://www.mdpi.com/journal/entropy153
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Envariance was essential to derive Born’s rule [33,34], and in formulating a novel
approach to the foundations of statistical mechanics [35]. Moreover, experiments [36,37]
showed that this inherent symmetry of composite quantum states is indeed a physical
reality, or rather a “quantum fact of life” with no classical analog [34]. Drawing inspiration
from envariance, we develop a novel method for transitionless quantum driving. In
the following, we will see that instead of inverting the action of a unitary on S , we can
suppress undesirable transitions in the energy eigenbasis of S by applying a control field
on the environment E . In particular, we consider the unitary evolution of an ensemble
of composite states {|ψSE 〉} on a Hilbert space HS ⊗ HE of arbitrary dimension, and
we determine the general analytic form of the time-dependent driving on HE , which
suppresses undesirable transitions in the system of interest S . This general driving on the
environment E guarantees that the system S evolves through the adiabatic manifold at all
times. We dub this technique environment-assisted shortcuts to adiabaticity, or “EASTA”
for short. In addition, we prove that the cost associated with the EASTA technique is exactly
equal to that of counterdiabatic driving. We illustrate our results in a simple two-qubit
model, where the system and the environment are each described by a single qubit. Finally,
we conclude with discussing a few implications of our results in the general context of
decoherence theory and quantum Darwinism.

2. Counterdiabatic Driving

We start by briefly reviewing counterdiabatic driving to establish notions and nota-
tions. Consider a quantum system S , in a Hilbert space HS of dimension dS , driven by
the Hamiltonian H0(t) with instantaneous eigenvalues {En(t)}n∈�0, dS−1� and eigenstates
{|n(t)〉}n∈�0, dS−1�. For slowly varying H0(t), according to the quantum adiabatic theo-
rem [3], the driving of S is transitionless. In other words, if the system starts in the eigenstate
|n(0)〉, at t = 0, it evolves into the eigenstate |n(t)〉 at time t (with a phase factor) as follows:

|ψn(t)〉 ≡ U(t)|n(0)〉 = e−
i
h̄
∫ t

0 En(s)ds−
∫ t

0 〈n|∂sn〉ds|n(t)〉 ≡ e−
i
h̄ fn(t)|n(t)〉. (1)

For arbitrary driving H0(t), namely for driving rates larger than the typical energy
gaps, the system undergoes transitions. However, it was shown [12–14] that the addition
of a counterdiabatic field HCD(t) forces the system to evolve through the adiabatic manifold.
Using the following total Hamiltonian,

H = H0(t) + HCD(t) = H0(t) + ih̄ ∑
n
(|∂tn〉〈n|−〈n | ∂tn〉|n〉〈n|) , (2)

the system evolves with the corresponding unitary UCD(t) = ∑n |ψn(t)〉〈n(0)| such that the
following holds:

UCD(t)|n(0)〉 = e−
i
h̄ fn(t)|n(t)〉. (3)

This evolution is exact no matter how fast the system is driven by the total Hamilto-
nian. However, the counterdiabatic driving (CD) method requires adding a complicated
counterdiabatic field HCD(t) involving highly non-local terms that are hard to implement in
a many-body set-up [15,17]. Constructing this counterdiabatic field requires determining
the instantaneous eigenstates {|n(t)〉}n∈�0, dS−1� of the time-dependent Hamiltonian H0(t).
Moreover, changing the dynamics of the system of interest (i.e., adding the counterdiabatic
field) requires direct access and control on S .

In the following, we will see how (at least) the second issue can be circumvented by
relying on the environment E that inevitably couples to the system of interest. In particular,
we make use of the entanglement between system and environment to avoid any transitions
in the system. To this end, we construct the unique driving of the environment E that
counteracts the transitions in S .
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3. Open System Dynamics and STA for Mixed States

We start by stating three crucial assumptions: (i) the joint state of the system S and
the environment E is described by an initial wave function |ψSE (0)〉 evolving unitarily,
according to the Schrödinger equation; (ii) the environment’s degrees of freedom do not
interact with each other; (iii) the S-E joint state belongs to the ensemble of singly branching
states [38]. These branching states have the following general form:

|ψSE 〉 =
N−1

∑
n=0

√
pn|n〉

NE⊗
l=1

|E l
n〉, (4)

where pn ∈ [0, 1] is the probability associated with the nth branch of the wave function,
with orthonormal states |n〉 ∈ HS and

⊗NE
l=1 |E l

n〉 ∈ HE .
Without loss of generality, we can further assume

√
pn = 1/

√
N for all n ∈ �0, N− 1�

since if
√

pn �= 1/
√

N we can always find an extended Hilbert space [33,34] such that the
state |ψSE 〉 becomes even. Thus, we can consider branching states |ψSE 〉 of the simpler
form as follows:

|ψSE 〉 =
1√
N

N−1

∑
n=0
|n〉

NE⊗
l=1

|E l
n〉. (5)

In the following, we will see that EASTA can actually only be facilitated for even
states (5). In Appendix B, we show that EASTA cannot be implemented for arbitrary
probabilities (i.e., (∃ n);

√
pn �= 1/

√
N).

3.1. Two-Level Environment E
We start with the instructive case of a two-level environment, cf. Figure 1. To this end,

consider the following branching state:

|ψSE (0)〉 =
1√
2
|g(0)〉 ⊗ |Eg(0)〉+

1√
2
|e(0)〉 ⊗ |Ee(0)〉, (6)

where the states |Eg(0)〉 and |Ee(0)〉 form a basis on the environment E , and the states
|g(0)〉 and |e(0)〉 represent the ground and excited states of S at t = 0, respectively.

It is then easy to see that there exists a unique unitary U′ such that the system evolves
through the adiabatic manifold in each branch of the wave function as follows:

(∃! U′); (U ⊗U′)|ψSE (0)〉 = (UCD ⊗ IE )|ψSE (0)〉. (7)

Starting from the above equality, we obtain the following:

U|g(0)〉 ⊗U′|Eg(0)〉+ U|e(0)〉 ⊗U′|Ee(0)〉 = e−
i
h̄ fg(t)|g(t)〉 ⊗ |Eg(0)〉

+ e−
i
h̄ fe(t)|e(t)〉 ⊗ |Ee(0)〉.

(8)

Projecting the environment E into the state “|Eg(0)〉”, we have

U|g(0)〉〈Eg(0)|U′|Eg(0)〉+ U|e(0)〉〈Eg(0)|U′|Ee(0)〉 = e−
i
h̄ fg(t)|g(t)〉, (9)

equivalently written as

(U′g,g)U|g(0)〉+ (U′g,e)U|e(0)〉 = e−
i
h̄ fg(t)|g(t)〉, (10)

which implies the following:

(U′g,g)|g(0)〉+ (U′g,e)|e(0)〉 = e−
i
h̄ fg(t)U†|g(t)〉. (11)
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Therefore,

U′g,g = e−
i
h̄ fg(t)〈g(0)|U†|g(t)〉, and U′g,e = e−

i
h̄ fg(t)〈e(0)|U†|g(t)〉. (12)

Additionally, by projecting E into the state “|Ee(0)〉” we obtain the following:

U′e,g = e−
i
h̄ fe(t)〈g(0)|U†|e(t)〉, and U′e,e = e−

i
h̄ fe(t)〈e(0)|U†|e(t)〉. (13)

It is straightforward to check that the operator U′, which reads as follows:

U′ =

(
U′g,g U′g,e
U′e,g U′e,e

)
, (14)

is indeed a unitary on E .
In conclusion, we have constructed a unique unitary map that acts only on E , but

counteracts transitions in S . Note that coupling the system and environment implies
that the state of the system is no longer described by a wave function. Hence the usual
counterdiabatic scheme evolves the density matrix ρS (0) to another density ρS (t) such that
both matrices have the same populations and coherence in the instantaneous eigenbasis of
H0(t) (which is what EASTA accomplishes, as well).

(a) Counterdiabatic scheme for open system dynamics.

(b) Environment-assisted shortcut scheme.

Figure 1. Sketch of the two different schemes of applying STA in a branching state of the form presented
in Equation (6). In both panels, the state preparation involves a Hadamard gate (H) applied on S,
and coupling with the environment through a c-not operation. In panel (a), we describe the “usual”
counterdiabatic scheme. As shown in Section 3, local driving on E suppresses any transitions of S in the
instantaneous eigenbasis of H0(t). The latter scheme is illustrated in panel (b).

156



Entropy 2021, 23, 1479

3.2. N-Level Environment E
We can easily generalize the two-level analysis to an N-level environment. Similar to

the above description, coupling the system to the environment leads to a branching state of
the following form:

|ψSE (0)〉 =
1√
N

N−1

∑
n=0
|n(0)〉 ⊗ |En(0)〉, (15)

where the states {|En(0)〉}n form a basis on the environment E . We can then construct a
unique unitary U′ such that the system evolves through the adiabatic manifold in each
branch of the wave function as follows:

(∃! U′); (U ⊗U′)|ψSE (0)〉 = (UCD ⊗ IE )|ψSE (0)〉. (16)

The proof follows the exact same strategy as the two-level case, and we find the
following:

(∀ (m, n) ∈ �0, N − 1�2); U′m,n = e−
i
h̄ fm(t)〈n(0)|U†|m(t)〉. (17)

The above expression of the elements of the unitary U′ is our main result, which holds
for any driving H0(t) and any N-dimensional system.

3.3. Process Cost

Having established the general analytic form of the unitary applied on the environ-
ment, the next logical step is to compute and compare the cost of both schemes: (a) the
usual counterdiabatic scheme and (b) the environment-assisted shortcut scheme presented
above (cf. Figure 1). More specifically, we now compare the time integral of the instanta-
neous cost [39] for both driving schemes [39–43], (a) CCD(t) = (1/τ)

∫ t
0 ‖HCD(s)‖ds and (b)

Cenv(t) = (1/τ)
∫ t

0 ‖Henv(s)‖ds (‖.‖ is the operator norm), where the driving Hamiltonian
on the environment can be determined from the expression of
U′(t), Henv(t) = ih̄ dU′(t)

dt U′†(t).
In fact, from Equation (17) it is not too hard to see that the field applied on the

environment Henv(t) has the same eigenvalues as the counterdiabatic field HCD(t), since
there exists a similarity transformation between Henv(t) and H∗CD(t). Therefore, the cost of
both processes is exactly the same, CCD = Cenv, for any arbitrary driving H0(t). Details of
the derivation can be found in Appendix A. Note that for t = τ, the above definition of the
cost becomes the total cost for the duration “τ” of the process.

3.4. Illustration

We illustrate our results in a simple two-qubit model, where the system and and
the environment are each described by a single qubit. Note that the environment can
live in a larger Hilbert space while still being characterized as a virtual qubit [44]. The
aforementioned virtual qubit notion simply means that the state of the environment is of
rank equal to two.

We choose a driving Hamiltonian H0(t), such that

H0(t) =
B
2

σx +
J(t)

2
σz, (18)

where J(t) is the driving/control field, B is a constant, and σz and σx are Pauli matrices.
Depending on the physical context, B and J(t) can be interpreted in various ways. In
particular, as noted in ref. [45], in some contexts, the constant B can be regarded as the
energy splitting between the two levels [46–48], and in others, the driving J(t) can be
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interpreted as a time-varying energy splitting between the states [49–52]. To illustrate our
results we choose the following:

(∀ t ∈ [0, τ]); J(t) = B cos2
(

πt
2τ

)
. (19)

The above driving evolves the system beyond the adiabatic manifold, and we quantify
this by plotting, in Figure 2, the overlap between the evolved state |φn(t)〉 ≡ U(t)|n(0)〉 and
the instantaneous eigenstate |n(t)〉 of the Hamiltonian H0(t), for n ∈ {g, e}. To illustrate
our main result, we also plot the overlap between the states resulting from the two shortcut
schemes (illustrated in Figure 1): the first scheme is the usual counterdiabatic (CD) driving,
where we add a counterdiabatic field HCD to the system of interest, and we note the resulting
composite state as “|ψCD

SE 〉”. The second scheme is the environment-assisted shortcut to
adiabaticity (EASTA), and we note the resulting composite state as “|ψEASTA

SE 〉”. Confirming our
analytic results, the local driving on the environment ensures that the system evolves through
the adiabatic manifold at all times since the state overlap is equal to one for all t ∈ [0, τ].

Finally, we compute and plot the cost of both shortcut schemes and verify that they
are both equal to each other for all times “t” (cf. Figure 2b), and for all “τ” (cf. Figure 2c).

(a)

0.2 0.4 0.6 0.8 1.0
t/

0.1

0.2

0.3

0.4

EASTA/B
CD/B

(b)

Figure 2. Cont.
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Figure 2. In panel (a), the blue curve illustrates the overlap between the nth evolved state |φn(t)〉 and
the nth instantaneous eigenstate |n(t)〉 of the Hamiltonian H0(t). This curve shows that the driving
H0(t) evolves the system beyond the adiabatic manifold. The red curve illustrates that EASTA
guarantees an exact evolution through the adiabatic manifold. In panel (b), we illustrate the cost of
both the EASTA and the CD schemes, and numerically verify that they are equal C = CCD = Cenv for
all t/τ ∈ [0, 1], and τ = 1. Note that in the illustrations we pick the driving field J(t) = B cos2(πt

2τ

)
and B = 1. In panel (c), we illustrate the costs for different values of τ. For infinitely fast processes
(τ → 0) the cost diverges and it tends to zero for infinitely slow processes (τ → ∞).

4. Concluding Remarks

4.1. Summary

In the present manuscript, we considered branching states {|ψSE 〉}, on a Hilbert space
HS ⊗ HE of arbitrary dimension, and we derived the general analytic form of the time-
dependent driving onHE , which guarantees that the system S evolves through the adiabatic
manifold at all times. Through this environment-assisted shortcuts to adiabaticity scheme,
we explicitly showed that the environment can act as a proxy to control the dynamics of the
system of interest. Moreover, for branching states |ψSE 〉with equal branch probabilities, we
further proved that the cost associated with the EASTA technique is exactly equal to that of
counterdiabatic driving. We illustrated our results in a simple two-qubit model, where the
system and the environment are each described by a single qubit.

It is interesting to note that while we focused in the present manuscript on counter-
diabatic driving, the technique can readily be generalized to any type of control unitary
map “Ucontrol”, resulting in a desired evolved state |κn(t)〉 ≡ Ucontrol|n(0)〉. The corresponding
unitary U′ onHE has then the following form:

(∀ (m, n) ∈ �0, N − 1�2); U′m,n = 〈n(0)|U†|κm(t)〉. (20)

In the special case, for which the evolved state is equal to the nth instantaneous
eigenstate of H0(t) (with a phase factor),

|κn(t)〉 = e−
i
h̄ fn(t)|n(t)〉, (21)

we recover the main result of the manuscript. The above generalization illustrates the
broad scope of our results. Any control unitary on the system S can be realized solely by
acting on the environment E , without altering the dynamics of the system of interest S (i.e.,
for any arbitrary driving H0(t) and thus, any driving rate).

4.2. Envariance and Pointer States

In the present work, we leveraged the presence of an environment to induce the
desired dynamics in a quantum system. Interestingly, our novel method for shortcuts to
adiabaticity relies on branching states, which play an essential role in decoherence theory
and in the framework of quantum Darwinism.

In open system dynamics [53–55], the interaction between system and environ-
ment superselects states that survive the decoherence process, also known as the pointer
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states [56,57]. It is exactly these pointer states that are the starting point of our analysis,
and for which EASTA is designed. While previous studies [58–60] have explored STA
methods for open quantum systems, to the best of our understanding, the environment
was only considered a passive source of additional noise described by quantum master
equations. In our paradigm, we recognize the active role that an environment plays in
quantum dynamics, which is inspired by envariance and reminiscent of the mindset of
quantum Darwinism. In this framework [44,61–77], the environment is understood as
a communication channel through which we learn about the world around us, i.e., we
learn about the state of systems of interest by eavesdropping on environmental degrees of
freedom [44].

Thus, in true spirit of the teachings by Wojciech H. Zurek, we have understood the
agency of quantum environments and the useful role they can assume. To this end, we
have applied a small part of the many lessons we learned from working with Wojciech, to
connect and merge tools from seemingly different areas of physics to gain a deeper and
more fundamental understanding of nature.
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Appendix A. Cost of Environment-Assisted Shortcuts to Adiabaticity

In this appendix, we show that CD and EASTA have the same cost. Generally, we have
the following:

Henv(t) = ih̄
dU′(t)

dt
U′†(t),

= ih̄ ∑
i,j

∑
k

dU′i,k
dt

(U′j,k)
∗|Ei(0)〉〈Ej(0)|.

(A1)

From the main result in Equation (17), we obtain the following:

Henv(t) = ∑
i,j

(
∑
k

(
〈k(0)|ih̄∂tU†|ψi(t)〉(U′j,k)∗ + ih̄〈k(0)|U†|∂tψi(t)〉(U′j,k)∗

))
× |Ei(0)〉〈Ej(0)|.

(A2)

Given that H0(t) = ih̄ dU(t)
dt U†(t), we also have

Henv(t) = ∑
i,j

(
∑
k

(
〈k(0)|(−U† H0)|ψi(t)〉(U′j,k)∗ + ih̄〈k(0)|U†|∂tψi(t)〉(U′j,k)∗

))
× |Ei(0)〉〈Ej(0)|,

(A3)
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which implies

Henv(t) = ∑
i,j

(
∑
k

(
〈k(0)|(−U† H0)|ψi(t)〉(U′j,k)∗ + 〈k(0)|U† H|ψi(t)〉(U′j,k)∗

))
× |Ei(0)〉〈Ej(0)|,

(A4)

and hence,

Henv(t) = ∑
i,j

(
∑
k
〈k(0)|U† HCD|ψi(t)〉(U′j,k)∗

)
|Ei(0)〉〈Ej(0)|. (A5)

Using |φk(t)〉 ≡ U(t)|k(0)〉 we can write the following:

Henv(t) = ∑
i,j

(
∑
k
〈ψj(t)|φk(t)〉〈φk(t)|HCD|ψi(t)〉

)
|Ei(0)〉〈Ej(0)|. (A6)

Therefore, the following holds:

Henv(t) = ∑
i,j

(
〈ψj(t)|HCD|ψi(t)〉

)
|Ei(0)〉〈Ej(0)|. (A7)

By definition, we also have the following:

HCD = ∑
i,j

(
〈ψi(t)|HCD|ψj(t)〉

)
|ψi(t)〉〈ψj(t)|, (A8)

and hence,
HT

CD = H∗CD = ∑
i,j

(
〈ψj(t)|HCD|ψi(t)〉

)
|ψi(t)〉〈ψj(t)|. (A9)

Thus, there exists a similarity transformation between H∗CD and Henv, and CCD = Cenv
for any arbitrary driving H0(t). The similarity transformation is given by the matrix
S = ∑j |Ej(0)〉〈ψj(t)|, such that SH∗CDS−1 = Henv. Since we proved that the Hamiltonians
HCD and Henv have the same eigenvalues, our result can be valid for other definitions of
the cost function C, which might involve other norms (e.g., the Frobenius norm).

It is noteworthy that in the above analysis, we do not consider the effect of quantum
fluctuations [78] in the control fields, since their energetic contribution to the cost function
is negligible in our context.

Appendix B. Generalization to Arbitrary Branching Probabilities

Finally, we briefly inspect the case of non-even branching states. We begin by noting
the consequences of our assumptions. In particular, we have assumed that the state of
system+environment evolves unitarly. Thus, consider a joint map of the form U ⊗M, where
U is a unitary on S . Then, it is a simple exercise to show that the map M, on E , is also unitary,
MM† = M† M = I. In what follows, we prove by contradiction that there exists no unitary
map M that suppresses transitions in S , for branching states with arbitrary probabilities.

Consider the following:

|ψSE (0)〉 =
N−1

∑
n=0

√
pn|n(0)〉

NE⊗
l=1

|E l
n(0)〉, (A10)

and assume that there exists a unitary map M on E that suppresses transitions in S , i.e.,

N−1

∑
n=0

√
pnU|n(0)〉 ⊗

(
M

NE⊗
l=1

|E l
n(0)〉

)
=

N−1

∑
n=0

√
pne−

i
h̄ fn(t)|n(t)〉 ⊗

( NE⊗
l=1

|E l
n(0)〉

)
. (A11)

161



Entropy 2021, 23, 1479

Following the same steps of Section 3, we obtain the following:

(∀ (m, n) ∈ �0, N − 1�2); Mm,n =

√
pm

pn
e−

i
h̄ fm(t)〈n(0)|U†|m(t)〉. (A12)

Comparing the above map with our main result in Equation (17), we conclude that
the additional factor

√
pm
pn

violates unitarity, and hence we conclude that EASTA cannot
work for non-even branching states (A10).

This can be seen more explicitly from the form of the matrices MM† and M† M.
Generally, and by dropping the superscript in environmental states

⊗NE
l=1 |E l

n(0)〉 ≡ |En(0)〉,
we have the following:

MM† = ∑
i,j,k

Mi,k M∗j,k|Ei(0)〉〈Ej(0)|, (A13)

from the expression of the elements of M (cf. Equation (A12)), and by adopting the notation
|φn〉 ≡ U(t)|n(0)〉, we obtain the following:

MM† = ∑
i,j,k

√pi pj

pk
〈φk|ψi〉〈ψj|φk〉|Ei(0)〉〈Ej(0)|, (A14)

which implies

MM† = I+ ∑
i,j

√
pj

pi
〈ψj|D(i)|ψi〉|Ei(0)〉〈Ej(0)|, (A15)

such that the matrix
D(i) = ∑

k

pi
pk
|φk〉〈φk| − I (A16)

is diagonal in the basis spanned by the orthonormal vectors {|φk〉}k. This matrix is generally
(for any choice of H0(t) and initial state of S) different from the null matrix for non-equal
branch probabilities. A similar decomposition can be made for the matrix M† M, such that

M† M = I+ ∑
i,j

√
pi
pj
〈φj|D(i)|φi〉|Ei(0)〉〈Ej(0)|, (A17)

where
D(i) = ∑

k

pk
pi
|ψk〉〈ψk| − I. (A18)

In conclusion, for branching states with non-equal probabilities, there is no unitary
map that guarantees that the system evolves through the adiabatic manifold at all times
and for any arbitrary driving H0(t). Hence, we can realize the EASTA technique only for a
system maximally entangled with its environment (cf. Equation (A10) with

√
pn = 1/

√
N

for all n ∈ �0, N − 1�), or in the general case (non-equal branch probabilities) when we can
access an extended Hilbert space.
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Abstract: Under the influence of external environments, quantum systems can undergo various
different processes, including decoherence and equilibration. We observe that macroscopic objects are
both objective and thermal, thus leading to the expectation that both objectivity and thermalisation
can peacefully coexist on the quantum regime too. Crucially, however, objectivity relies on distributed
classical information that could conflict with thermalisation. Here, we examine the overlap between
thermal and objective states. We find that in general, one cannot exist when the other is present.
However, there are certain regimes where thermality and objectivity are more likely to coexist: in the
high temperature limit, at the non-degenerate low temperature limit, and when the environment
is large. This is consistent with our experiences that everyday-sized objects can be both thermal
and objective.

Keywords: Quantum Darwinism; objectivity; thermalisation; open quantum systems

1. Introduction

While fundamental quantum mechanics describes how isolated quantum systems
evolve under unitary evolution, realistic quantum systems are open, as they interact
with external environments that are typically too large to exactly model. In order to
account for large external environments without directly simulating them, the theory of
open quantum systems has developed tools that allow us to study a variety of quantum
processes [1,2], including decoherence [3] (the loss of phase information to the environment)
and dissipation (the loss of energy to the environment) [4].

The environment, when acting as a heat bath, can lead to the equilibration and
thermalisation of quantum systems [5–9]. Meanwhile, in an approach to the quantum-
to-classical transition called Quantum Darwinism [10–14], the environment plays a key
role in the process of how quantum systems appear classically objective [13,14]—whereby
classical objective systems have properties that are equivalently independently verifiable
by independent observers. In the realm of open quantum systems, whether one process or
another occurs depends on multiple factors, including details of the system–environment
interactions, initial states, time regimes, averaging, etc.

The (classical) second law of thermodynamics generally states that entropy increases
over time. Following this strictly, we may imagine that in the far distant future, the entire
universe will reach an equilibrium where entropy can no longer increase: this concept is
known as “heat death”, which can be found in early writings of Bailly, Kelvin, Clausius and
von Helmholtz (see references in [15]). An alternative, recent, version of heat death would
see a universe composed mostly of vacuum and very far separated particles such that no
work is done: this is “cosmological heat death” [16]. There are some caveats to the concept
of heat death of the universe: beyond whether or not thermodynamics can be applied at
the universal level, it is known that after a sufficiently long time, Poincaré recurrences
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will return the system/universe to its prior states [17]. Furthermore, the discovery of dark
energy and the accelerating rate of expansion of the universe [18] leads to other theories of
the universe’s ultimate fate such as the “big rip” [19].

These caveats aside, on more familiar temporal and spatial human scales, both classical
and quantum objects can thermalise. In fact, thermalisation is quite fundamental: in fairly
generic conditions, a local subsystem (of a greater state) will likely be close to thermal [20].
We also see that many everyday physical objects have the same approximate temperature
as their environment. This thermality appears to contradict with objectivity. In Quantum
Darwinism, a system state is considered objective if multiple copies of its information
exist, which is mathematically expressed as (classical) correlations between the system and
its environment [11,12]. The quintessential example is of the visual information carried
in the photon environment. However, information and correlations have an associated
energy [21,22], and naively, this information should not survive under the process of
thermalisation. For example, in the model analysed by Riedel et al. [23], some level
of objectivity emerges at finite time, before equilibration sets in; in the model analysed
by Mirkin and Wisniacki [24], tuning certain parameters produces either objectivity or
thermalisation, but not both.

Furthermore, there is a distance-scale difference. Quantum Darwinism requires strong
(classical) correlations between two or indeed many more systems, some of which will
invariably be very distant from each other—for example, we can view galaxies billions
of light years away. In contrast, thermalisation favours realistic settings that have no or
rapidly decaying correlations between distant subsystems of the universe.

In this paper, we investigate this apparent conflict between thermalisation and objec-
tivity and consider whether or not these two can co-exist. To do this, we analyse the overlap
between the set of states that are thermal versus the set of states that are objective—if there is
no intersection, then there cannot exist any process that produces jointly thermal-objective
states. We examine three different sets of thermal states where either: (1) there is system
thermalisation, (2) local system and local environment thermalisation, or (3) global system–
environment thermalisation. As greater parts of the system-environment become thermal,
the overlap between objectivity and thermalisation reduces, often becoming non-existent
for many system–environment Hamiltonians. We also find that large environments have
better potential to support both thermality and objectivity simultaneously.

This paper is organised as follows. In Section 2, we introduce the mathematical
structure of objective states, and in Section 3, we introduce thermalised microcanonical
states (for finite systems). Then, in Section 4 we consider the intersection between objective
states versus states with a thermal system. In Section 5, we consider states with a locally
thermal system and a locally thermal environment. In Section 6, we consider a globally
thermal system-environment state. We discuss and conclude in Section 7.

2. Objective States

In our day-to-day experience, we typically perceive the classical world as being
“objective”: objects appear to exist regardless of whether we personally look at them, and
the properties of these objects can be agreed upon by multiple observers. More formally,
we can describe objective states as satisfying the following:

Definition 1. Objectivity [10,11,25]: A system state is objective if it is (1) simultaneously
accessible to many observers (2) who can all determine the state independently without perturbing
it and (3) all arrive at the same result.

The process of emergent objectivity may be described by Quantum Darwinism [10,26]:
as a system interacts and decoheres due to the surrounding environment, information
about the system can spread into the environment. The “fittest” information that can be
copied tends to record itself in the environment at the expense of other information, thus
the name Quantum Darwinism. The paradigmatic example is the photonic environment:
multiple photons interact with a physical object and gain information about its physical
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features, such as position, colour, size, etc. Multiple independent observers can then sample
a small part of this photonic environment to find very similar information about the same
system state, thus deeming it objective. We depict this in Figure 1a.

Figure 1. (a) Objectivity scenario, where a system interacts with multiple sub-environments, such
that those sub-environments contain information about the system. (b) Thermalisation scenario,
where a system interacts with a large heat bath environment and subsequently thermalises to the
environment temperature.

There are a number of frameworks to mathematically describe objective states: in
order of increasing restriction one has (Zurek’s) Quantum Darwinism [10], Strong Quantum
Darwinism [12] and Spectrum Broadcast Structure [11] (and invariant spectrum broad-
cast structure [27]). In this work, we will be focusing primarily on a bipartite system-
environment, in which case Strong Quantum Darwinism and Spectrum Broadcast Structure
coincide. In particular, Spectrum Broadcast Structure gives us a clear geometric state
structure which is ideal for state analysis.

Objective states with spectrum broadcast structure can all be written in the following
form [11]:

ρSE = ∑
i

pi|i〉〈i| ⊗
N⊗

k=1

ρEk |i, ρEk |iρEk |j = 0 ∀i �= j, (1)

where E is the accessible environment and Ek are the sub-environments. The conditional
states

{
ρEk |i

}
can be used to perfectly distinguish index i, where {|i〉} is some diagonal

basis of the system and {pi} its spectrum. In general, there is no basis dependence in both
the system and the environments, and so the overall set of all objective states is non-convex.

3. Thermal States

Systems can exchange energy and heat through interactions with an external envi-
ronment that functions as a heat bath. Over time, systems can reach thermal equilibrium.
Canonically, the thermal state of a quantum system is the Gibbs state [8]. For a given en-
ergy/Hamiltonian expectation value, the thermal Gibbs state maximises the von Neumann
entropy [28].

The Gibbs state, which we denote as γ, is defined with reference to its Hamiltonian Ĥ
and inverse temperature β = 1/kBT:

γ =
e−βĤ

Zβ,Ĥ
, (2)

where Zβ,Ĥ = tr
[
e−βĤ

]
is the partition function.
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If the Hamiltonian has the spectral decomposition Ĥ = ∑i Ei|i〉〈i|, then we can write
the canonical thermal state as

γ =
∑i e−βEi |i〉〈i|(

∑j e−βEj
) . (3)

Remark 1. For any state ρ of full rank, there exists a Hamiltonian Ĥρ and an inverse temperature
βρ such that ρ can be considered a thermal state, i.e., we can write ρ = 1

Z exp[−βĤρ]. To see this,
suppose the state ρ has the spectral decomposition ρ = ∑i pi|ψi〉〈ψi| (pi > 0). Then, consider a
Hamiltonian with the same eigenvectors, Ĥρ = ∑i Ei|ψi〉〈ψi|, with unknown eigenenergies {Ei}.
We want to find

{
βρ, Ei

}
such that

e−βρEi(
∑j e−βρEj

) !
= pi, ∀ i. (4)

As there is an extra variable in the set
{

βρ, Ei
}

compared to the number of conditions, |{pi}|,
this forms an underdetermined set of equations and there can be infinitely many solutions formed by
scaling βρ and Ei inversely.

Objective states are not globally full-rank, but we could add in a very small (non-
objective) perturbation to make it full-rank. Then, from this perspective, for any full-rank
approximately objective state, we can post-select system-environment Hamiltonians and
a temperature at which that objective state is also thermal. In a controlled scenario (e.g.,
with control of the system Hamiltonian and reservoir engineering [29], or in quantum
simulators [30]), it is possible to engineer an approximately objective-and-thermal state by
choosing system-environment Hamiltonians based on the objective state itself.

In the rest of this paper, we will be considering the reverse scenario, i.e., given some
system and environment Hamiltonians and inverse temperature β, can the subsequent
thermal state(s) also support objectivity? By answering this question, we will better
understand whether or not objectivity and thermalisation can coexist, and what conditions
would allow any coexistence.

In order to answer whether or not there is any overlap between thermalisation and
objectivity, we consider the precise state structure. If there is no state overlap, then both
properties cannot exist simultaneously, in which case there cannot be any dynamics that
produces a non-existent state. More generally, if the two set of states are sufficiently close,
then perhaps a compromise is possible.

We will be examining three different types of thermal states:

1. States with system-only thermalisation. This reflects many applications and research
where the system thermality is key, and the environment is assumed inaccessible,
or when we have multiple environment baths of different temperatures that are
independent and serve different functions.

2. States with local-system thermalisation and with local-environment thermalisation.
This corresponds to the common move to describe a system and the environment as
being thermal relative to the local Hamiltonians. This situation typically assumes
that either the interaction is removed by the time thermality happens, or that the
interaction Hamiltonian commutes with all local Hamiltonians, or that the interaction
is weak.

3. Global system–environment thermalisation. This is particularly important when
there are continued non-trivial, non-commuting interactions between the system and
environment.

Examining thermal states rather than some time-averaged or instantaneous values of
observables means that we are considering thermalisation in a strong sense (or that we
have assumed that averaging has already been done). The results are also therefore suitable
for more static applications of thermal states, e.g., resource theories.
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In order to find the overlap between objective and thermal states, our main method is
to start with objective states and successively restrict them to satisfy thermality. As thermal
states are full-rank, we will be restricting to objective states where the reduced system and
environment states are also full-rank.

Note that if the local system state thermalises, e.g., relative to its energy eigenbasis,
then it can also be said to have decohered (relative to that energy eigenbasis). However,
whether or not objectivity—an extension of decoherence—arises depends on whether the
system thermal information can be encoded in the environment.

4. Objective States with Thermal System

In this section, we describe the system–environment states that are both objective and
have a locally thermal system (and no requirements on the environment thermality or lack
thereof).

Consider the situation where a system with self Hamiltonian ĤS is put in thermal
contact with a bath with some temperature TB, is left to thermalise, and then de-coupled
from the bath. Writing the system Hamiltonian’s spectral decomposition as ĤS = ∑i Ei|i〉〈i|
and with fixed inverse temperature β, the system thermal state is then

γS =
e−βĤS

Zβ,ĤS

=
1

Zβ,ĤS
∑

i
e−Ei β|i〉〈i|. (5)

This implies that objective system-environment states with locally thermal system states
must have the following form:

1
Zβ,ĤS

∑
i

e−Ei β|i〉〈i| ⊗ ρE|i, ρE|iρE|j = 0 ∀i �= j, (6)

where the conditional ρE|i are perfectly distinguishable.
As we can immediately see, these objective states describe fixed thermal-state

information about the system, encoded in the probabilities

{
e−Ei β

Zβ,ĤS

}
i

. Furthermore, as

there are no thermal conditions imposed on the information-carrying environment, the
size of set of states satisfying Equation (6) is non-empty, as we have freedom to choose
any set of mutually distinguishable environment states

{
ρE|i
}

i
. Therefore, objectivity and

thermalisation overlap: both can occur at the same time.
The set of exact objective states with thermal system in Equation (6) is nowhere dense,

as it is a subset of zero-discord states [31]. The set of states in Equation (6) is also non-
convex in general, though convex subsets can be formed by restricting the conditional
subspaces on the environment.

Approximate cases would correspond to imperfect information spreading into the
environment and/or imperfect system thermalisation before the information spreading
stage. As we have a fairly well-defined set of states (Equation (6)), any distance measure to
that set can be used to describe approximately objective-with-thermal-system states, e.g.,

[TSO]δ =

{
ρ

∣∣∣∣∣ min
ρobj,th∈TSO

∥∥∥ρ− ρobj,th

∥∥∥
1
≤ δ

}
, (7)

where TSO (thermal-system objective) denotes the set of states satisfying Equation (6), and
‖·‖1 is the trace norm. The convex hull of objective-with-thermal-system states are simply
zero-discord states with a local thermal system:{

1
Zβ,ĤS

∑
i

e−Ei β|i〉〈i| ⊗ ρE|i

∣∣∣∣∣ρE|i ∈ HE
}

, (8)
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i.e., there are no longer any restrictions on the conditional environment states ρE|i.

Creating Objective States with Thermal Systems

A two-step process that produces objective-with-thermal-system states is first system
thermalisation followed by information broadcasting. Physically, this can occur if the
system was first thermalised using one bath, and then we had a fresh environment interact
with the system with intent to gain information. As environments in low-entropy state
|0〉 are typically better for quantum Darwinism [32–36], this second ‘information-storing’
environment could be a very cold bath with states close to the ground state.

The point channel can produce perfectly thermalised states:

ΦS,th(·) = tr[·]γS . (9)

One simple method to broadcast information from system to environment is to start
with the information-carrying environment in state |0〉 (e.g., zero temperature bath). Then,
controlled-NOT (CNOT) operations with control system to each individual environment
will perfectly broadcast the system information [14,35]:

ΦEk
CNOT

(
ρSE k

)
= USE k

CNOTρSE k USE k†
CNOT, (10)

where USE k
CNOT is the CNOT gate between system S and environment Ek.

In general, quantum channels that can create the exact objective-with-thermal-system
states from Equation (6) are point channels which thermalise the system combined with
information broadcasting channels:

ΦTSO(ρSE ) =
1

Zβ,ĤS
∑

i
e−Ei β|i〉〈i| ⊗ΦE|i(ρSE ), (11)

where
{

ΦE|i : HS ⊗ ĤE → ĤE
}

i
are channels on the environment such that the output

states for different i are orthogonal.
This process can be performed on a quantum simulator by dividing the available

qubits into ‘system’, ‘thermal environment’ and ‘information-carrying environment’, and
enacting the suitable gate operations [37].

We can also consider partial thermalisation channels Λp−th, such that repeated applica-
tion brings the system closer and closer to thermalisation, i.e.,

Λp−th ◦ · · · ◦Λp−th(·)→ γS . (12)

If the system is a qubit, then we can, without loss of generality, consider the system qubit
Hamiltonian to be H = σz/2. One channel which, through repeated application, will lead
to the system thermalising is the generalised amplitude damping channel [38]

ρ(t) = ΦT
t (ρ0) =

4

∑
i=1

Eiρ0E∗i , (13)

with Kraus operators

E1 =
√

p
[

1 0
0
√

η

]
, E2 =

√
p
[

0
√

1− η
0 0

]
, (14)

E3 =
√

1− p
[√

η 0
0 1

]
, E4 =

√
1− p

[
0 0√

1− η 0

]
, (15)
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where p ∈ [0, 1] depends on the temperature of the environment, and ηt = 1− e−(1+2N̄)t,

where N̄ =
1

e1/T − 1
is the boson occupation number. The equivalent Bloch sphere

representation is [38,39]⎡⎣x′

y′

z′

⎤⎦ =

⎡⎣√η √
η √

η

⎤⎦⎡⎣x
y
z

⎤⎦+

⎡⎣ 0
0

(2p− 1)(1− η)

⎤⎦, (16)

with stationary state

σ∞ =

[
p 0
0 1− p

]
, (17)

where x = tr[σxρ0], y = tr[σyρ0] and z = tr[σzρ0].
More generally, the following channel, in the Bloch sphere representation, will partially

thermalise the system:
Λp−th(�r) = A�r + (1− A)�tS, (18)

where�tS is the Bloch vector of the system thermal state γS , ‖A‖ < 1 (under matrix norm)
and

∥∥A�r + (1− A)�tS
∥∥

2 ≤ 1 for all ‖�r‖2 ≤ 1 (under Euclidean norm). Under repeated
application, the state will converge towards the Bloch vector�tS, i.e., to the thermal state.

Aside from the specific model-dependent methods to produce objective-thermal states,
it is possible to produce a quantum circuit that will prepare that state [40,41]. Alternatively,
one could also construct a Lindblad generator L (with an unobserved environment) that
simulates a chosen quantum channel (in the infinite time limit) [42]. In general, the specific
timescales will depend on the situation and also the size of the “unobserved” environment
in comparison with the system and observed environment [43–46].

5. Objective States with Thermal System and Thermal Environment

Thermal environments play a large role in thermodynamics and open quantum
systems. In this section, we suppose that both the system and the environment are
locally thermal.

As in the previous section, we take the system local Hamiltonian to have some general
spectral decomposition ĤS = ∑i Ei|i〉〈i|. Suppose that the environment’s self-Hamiltonian
has this spectral decomposition: ĤE = ∑k hk|ψk〉〈ψk|. This leads to the environment
thermal state

γE =
e−βĤE

Zβ,ĤE

. (19)

States that are locally thermal in the system and the environment can be written
generally as

ρSE = γS ⊗ γE + χSE , (20)

where χSE is a correlation matrix where trS χSE = 0 and trE χSE = 0 [47]. Our aim is to
determine whether this correlation matrix can hold objective correlations.

If the system and environment have pure thermal states, then the combined system–
environment thermal state |γS〉〈γS | ⊗ |γE 〉〈γE | is also trivially objective, because there is
only one index on the system that the environment needs to distinguish. This can happen
if the system and environment only have one energy level, or if the temperature is zero (or
very low) and the system and environment both have non-degenerate ground states.

In general though, the system will not have a pure thermal state. With the added
restriction of thermal environments, exact co-existence of states that are simultaneously
objective and thermal becomes difficult to achieve: the thermality of the environment
comes in conflict with the strong condition of classical correlations required by objectivity.
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5.1. Equal System and Environment Dimension

In the scenario where the system and the individual environments have the same
dimension, an exact thermal and bipartite-objective state can only exist for highly fine-
tuned system and environment Hamiltonians, i.e., the energy spacing of both must be
the same.

Remark 2. If the system and individual environments have the same dimension, there exists a
joint state that is both locally-thermal and objective only if they have the same thermal eigen-
energies, i.e., the system Hamiltonian eigen-energies {Ei} differ from the environment Hamiltonian
eigen-energies {hi} by a constant shift, Ei = hi + c ∀i.

Proof of Remark 2. To see this, consider the objective state structure in Equation (1) and
enforce the requirement of local thermality. As the environment has the same dimension,
the conditional environment states of the objective state must be pure, and orthogonal for
i �= j, i.e., have form ρEk |i = |φi|k〉〈φi|k|. This leads to the following state which is objective:

ρSE = ∑
i

pi|i〉〈i|
⊗

k

|φi|k〉〈φi|k|, 〈φi|k|φj|k〉 = 0 ∀i �= j, ∀k, (21)

where
{
|φi|k〉

}
are the eigenvectors of the individual environments. This objective structure

corresponds to invariant spectrum broadcast structure [27], as the environment states are
also objective.

Local thermality of the system and environments means that

ρS = ∑
i

pi|i〉〈i| !
= γS and ρEk = ∑

i
pi|φi|k〉〈φi|k|

!
= γEk . (22)

In order for this to be true, the eigenvalues of both the system thermal state γS and the
environment thermal states γEk must be identical and equalling {pi}, i.e.,

e−βEi

Zβ,ĤS

=
e−βhi

Zβ,ĤEk

∀i, (23)

with appropriate labelling of “i” on the system and the environment.
As the inverse temperature is fixed at some β, this means that the Hamiltonian

eigenenergies of the system and environment must also be the same, {Ei} and {hi},
respectively, up to a constant shift. That is, the environment eigenenergies are hi = Ei + c,
thus

e−(Ei+c)β

∑j e−(Ej+c)β
=

e−cβe−Ei β

∑j e−cβe−Ej β
=

e−Ei β

Zβ,ĤS

, (24)

as required.

Realistically, the scenario of system and environments having identical dimension and
equal eigenenergies can occur if both are made out of the same material, e.g., they are all
photons, all spins, etc. with the same internal and external Hamiltonians up to a constant
energy shift.

This shows that randomly independently chosen individual Hamiltonians for the
system and the environment, will, in general, not support an exact thermal and objective
system–environment state. Once a particular system Hamiltonian is chosen, say ĤS =

∑i Ei|i〉〈i|, an exact thermal-objective system-environment state (with identical system and
sub-environment dimensions) can only exist if the environment Hamiltonians have form
ĤEk = ∑i(Ei + ck)Uk|i〉〈i|U†

k , with freedom in real value energy ck and unitary rotation Uk

174



Entropy 2021, 23, 1506

that produces various sets of orthogonal eigenvectors, in order to give rise to the exact
thermal-objective state:

ρ
obj,th
SE =

1
Zβ,ĤS

∑
i

e−Ei β|i〉〈i| ⊗
N⊗

k=1

|φi|k〉〈φi|k|, (25)

where |φi|k〉 = Uk|i〉Ek
.

5.1.1. Approximate Thermal-Objective States

As noted, an exact thermal-objective state can only emerge when the system and
environment Hamiltonians have a very particular relationship. More generally, we can
look for the existence of a state that is approximately thermal and objective.

Suppose we allow a deviation in the environment Hamiltonian from the ideal Hamil-
tonian, i.e., where ĤE = ∑i(Ei + c + δi)|φi〉〈φi|E , where {δi}i are different for at least two
i’s (we work with one environment for simplicity). In this situation, while the state in
Equation (25) is objective, it no longer has local thermal environments. We can measure the
minimum distance between the set of thermal states and the set of objective states with the
trace norm as follows:

Dobj-thm
(

ĤS , ĤE , β
)
= min

ρobj ,γSE

∥∥∥ρobj − γSE
∥∥∥

1
, (26)

where ρobj are objective states, and γSE = γS ⊗ γE + χSE have locally thermal system and
environment and variable correlation matrix χSE .

Taking the ansatz

ρ∗obj =
1

Zβ,ĤS
∑

i
e−Ei β|i〉〈i| ⊗ |φi〉〈φi|E , (27)

from Equation (25), the distance of this objective state to the set of locally thermal states
can be bounded above:

Dobj-thm
(

ĤS , ĤEk , β
)

≤ min
χSE traceless

∥∥∥∥∥∥∥∥
1

Zβ,ĤS
∑i e−Ei β|i〉〈i| ⊗ |φi〉〈φi|E

− 1
Zβ,ĤS

∑i e−Ei β|i〉〈i| ⊗ 1
Zβ,ĤE

∑j e−(Ej+c+δj)β|φj〉〈φj|E − χSE

∥∥∥∥∥∥∥∥
1

. (28)

By picking a sample matrix,

χSE =
1

Zβ,ĤS
∑

i
e−Ei β|i〉〈i| ⊗ |φi〉〈φi|E − γS ⊗

1
Zβ,ĤS

∑
i

e−Ei β|φi〉〈φi|E , (29)

the distance is then bounded as

Dobj-thm
(

ĤS , ĤEk , β
)

≤
∥∥∥∥ γS ⊗

1
Zβ,ĤE

∑j e−(Ej+c+δj)β|φj〉〈φj|E − γS ⊗
1

Zβ,ĤS
∑i e−Ei β|φi〉〈φi|E

∥∥∥∥
1

(30)

=

∥∥∥∥ 1
Zβ,ĤE

∑j e−(Ej+c+δj)β|φj〉〈φj|E −
1

Zβ,ĤS
∑i e−Ei β|φi〉〈φi|E

∥∥∥∥
1

(31)

= ∑
i

∣∣∣∣∣ e−(Ei+c+δi)β

Zβ,ĤE

− e−Ei β

Zβ,ĤS

∣∣∣∣∣. (32)
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The distance is bounded by the difference between the thermal-state eigenenergies, which
here is a nonlinear function of the deviations {δi}.

In Figure 2, we consider if this error is Normal-distributed δi ∼ N (0, σ) with mean
zero and standard deviation σ. We see that, on average, increasing the spread σ linearly
increases the upper bound on the distance measure of Equation (32) in the domain
considered.

σ

U
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b
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n
d
to

d
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n
ce

Figure 2. Averaged upper bound to the distance (Equation (32)) between the set of objective states vs.
the set of thermal states (locally thermal system and environment) versus standard deviation σ of the
deviations δi. That is, the environment Hamiltonian is less-than-optimal: for a system Hamiltonian
energy distribution {Ei}, the environment Hamiltonian energies are {Ei + δi}, where the deviations
are δi ∼ N (0, σ) (normal distribution). The inverse temperature is β = 1, with qubit system and
qubit environment. Averaged across 1000 random instances.

5.1.2. Employing Macrofractions

A known technique for improving distinguishability of environments is the use
of macrofractions, i.e., grouping multiple subenvironments into a greater environment
fragment [48–50]. By doing this, even if the deviation of the environment Hamiltonian
energies from the system Hamiltonian energies is large, we may be able to construct an
approximate objective-thermal state.

Consider the distance between the set of objective states and the set of states with
locally thermal subsystems similarly as above:

Dobj-thm

(
ĤS , {ĤEk}N

k=1, β
)
= min

ρobj ,γSE

∥∥∥ρobj − γSE
∥∥∥

1
, (33)

where the following state consists of locally thermal system and environments: γSE =
γS ⊗ γE1 ⊗ · · · ⊗ γEN + χSE , with correlation matrix χSE such that trS [χSE ] = 0 and
trEk [χSE ] = 0 for all k.

176



Entropy 2021, 23, 1506

Using ρ∗obj =
1

Zβ,ĤS
∑i e−Ei β|i〉〈i| ⊗⊗N

k=1 |φi〉〈φi|Ek
as an example close-by objective

state, and with matrix

χ∗SE = ρ∗obj − γS ⊗
N⊗

k=1

(
1

Zβ,ĤS
∑

i
e−Ei β|φi〉〈φi|Ek

)
, (34)

the distance is then bounded as

Dobj-thm
(

ĤS , ĤE1 , . . . , ĤEN , β
)

≤

∥∥∥∥∥∥∥∥∥∥∥

⊗N
k=1

⎛⎝ 1
Zβ,ĤEk

∑i e−(Ei+c+δi|k)β|φi〉〈φi|Ek

⎞⎠
−⊗N

k=1

(
1

Zβ,ĤS
∑i e−Ei β|φi〉〈φi|Ek

)
∥∥∥∥∥∥∥∥∥∥∥

1

(35)

= ∑
i1,...,iN

∣∣∣∣∣∣∣
e−
(

Ei1
+c+δi1 |1

)
β

Zβ,ĤE1

+ · · ·+ e−
(

EiN
+c+δiN |N

)
β

Zβ,ĤEN

− e−Ei1
β · · · e−EiN

β(
Zβ,ĤS

)N

∣∣∣∣∣∣∣. (36)

We plot the behaviour of the bound Equation (36) in Figure 3. As expected, the figure
shows that increasing the number of environments included into a macrofraction leads to a
decreasing distance between the set of thermal states versus the set of objective states. This
is essentially as though we considered increasingly larger environments, which is the focus
of the next subsection.
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Figure 3. Upper bound to the distance (Equation (36)) between the set of objective states and
the set of thermal states (locally thermal system and environment) versus macrofractions of
size NE. A macrofraction is collection of environments. Here, the environment Hamiltonians
are less-than-optimal, i.e., for a system Hamiltonian energy distribution {Ei}, the environment

Hamiltonians energies are
{

Ei + δi|k
}

, k = 1, . . . , NE, where the “error” is δi ∼ N (0, σ = 0.05)
(Normal distribution). The inverse temperature is β = 1, with qubit system and qubit environments.
Averaged across 500 random instances.
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5.2. Environment Dimension Larger than System Dimension

In common situations, environments are much larger than the system. Intuitively,
larger environment dimensions should give greater flexibility to form approximately
objective-thermal states. In this section, we find that the existence of exact thermal-
objective states requires very fine tuned system and environment Hamiltonians. However,
we will also find that as the dimension of the environment goes up (e.g., towards the
classical/thermodynamic limit), there will exist states that are close to both objectivity and
local thermality.

Theorem 1. The distance between the set of objective states and the set of states with locally thermal
system and environment goes to zero as the dimension of the environment goes to infinity.

Proof of Theorem 1. Consider the distance between these two sets for some given system
thermal state γS and environment thermal state γE :

Dobj-thm(γS , γE ) = min
ρobj
χSE

∥∥∥ρobj − (γS ⊗ γE + χSE )
∥∥∥

1
, (37)

where ρobj are objective states and χSE are correlation matrices. Decomposing the system

thermal state as γS = ∑i pi|i〉〈i|, where pi =
e−Ei β

Zβ,ĤS

, we can bound Equation (37) by fixing

the local state on the system in the objective states ρobj as

Dobj-thm(γS , γE ) ≤ min
ρE|i⊥ρE|i′

χSE

∥∥∥∥∥∑i
pi|i〉〈i| ⊗ ρE|i − (γS ⊗ γE + χSE )

∥∥∥∥∥
1

, (38)

where ρE|i ⊥ ρE|i′ denotes that the conditional environment states should be perfectly
distinguishable as per objectivity.

By picking a sample matrix χSE = ∑i pi|i〉〈i| ⊗ ρE|i − γS ⊗ ∑i piρE|i, the distance
Equation (38) is then bounded as

Dobj-thm(γS , γE ) ≤ min
ρE|i⊥ρE|i′

∥∥∥∥∥∑i
piρE|i − γE

∥∥∥∥∥
1

. (39)

Write the environment thermal state as γE = ∑j
e−hj β

Zβ,ĤE

|ψj〉〈ψj|. Suppose that the states

ρE|i are diagonal in the same eigenstates as
{
|ψj〉

}
, i.e., take ρE|i = ∑j cj|i|ψj〉〈ψj|, where

∑j cj|i = 1, and cj|icj|i′ = 0 for i �= i′ for orthogonality. Then,

Dobj-thm(γS , γE ) ≤ min
cj|i orthogonal

∑
j

∣∣∣∣∣∑i
picj|i −

e−hj β

Zβ,ĤE

∣∣∣∣∣. (40)

As cj|icj|i′ = 0 (i.e., for orthogonality), we can define disjoint sets Ci where j ∈ Ci means
cj|i �= 0 and cj|i′ = 0 if i �= i′. We are essentially partitioning the environment eigenvectors
|ψj〉E into groups labelled by the system eigenvectors |i〉S .

Dobj-thm(γS , γE ) ≤ min
{Ci}disjoint

dS

∑
k=1

∑
j∈Ck

∣∣∣∣∣pkcj|k −
e−hj β

Zβ,ĤE

∣∣∣∣∣. (41)

Naively, the minimum would occur if c∗j|i =

(
e−hj β

Zβ,ĤE

)
/pi. However, such cj|i may not

lead to a real state, due to lack of normalisation. Instead, we can upperbound this with
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the candidate c̃j|i =
c∗j|i

∑k∈Ci
c∗k|i

, which is normalised. In the optimal case, c̃j|i = c∗j|i and the

distance would go to zero. Simplifying, then our candidates are

c̃j|i =
e−hj β

∑k∈Ci
e−hk β

, (42)

leading to

Dobj-thm.(γS , γE ) ≤ min
{Ci}disjoint

dS

∑
k=1

∣∣∣∣∣∣pk −

(
∑j∈Ck

e−hj β
)

Zβ,ĤE

∣∣∣∣∣∣. (43)

Without loss of generality, we can consider the smallest hj to be zero, and therefore

maxj
e−hj β

Zβ,ĤE

=
1

Zβ,ĤE

.

Consider the following algorithm for picking j indices to include in Ck. Every time we

include in another index j̃ into Ck, the value of

(
∑j∈Ck

e−hj β
)

Zβ,ĤE

increases by at most
1

Zβ,ĤE

.

Therefore, a basic procedure is to start with Ck = {·} (empty) and randomly add in j1, j2, . . .

until we are close to the value of pk. We stop adding more j′s when

(
∑j∈Ck

e−hj β
)

Zβ,ĤE

exceeds

the value of pk, and can choose to either keep or remove the last j depending on whether
its inclusion or exclusion leads to a value closer to pk.

Because the maximum step-change is
1

Zβ,ĤE

, this means that the maximum difference

is bounded: ∣∣∣∣∣∣pk −

(
∑j∈Ck

e−hj β
)

Zβ,ĤE

∣∣∣∣∣∣ ≤ 1
2

1
Zβ,ĤE

. (44)

We depict this in Figure 4.

Figure 4. Illustration of part of the proof for Theorem 1, following after Equation (43). The aim is to
assign environment indices j to groups labelled by system indices k. As we add in more indices j into

Ck, the sum

(
∑j∈Ck

e−hj β
)

Zβ,ĤE
increases. In this example, in (a), we stop adding more indices after j3, as

j3 leads to overshooting the value of pk. We either keep the last j3 if the sum with j3 is closer to pk or
we do not include it if the sum is closer to pk without it. In (b), we have decided not to keep the last
j3 term as the sum is closer to pk without it.
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Repeat this for all pk. In a random procedure, it may happen that some Ck have been

overassigned, leading to many sums which are large

(
∑j∈Ck

e−hj β
)

Zβ,ĤE

> pk, thus leading to

a shortage of indices j left for the remaining pk. Therefore, we may have to suboptimally
remove earlier indices j̃, leading to a greater maximum difference:∣∣∣∣∣∣pk −

(
∑j∈Ck

e−hj β
)

Zβ,ĤE

∣∣∣∣∣∣ ≤ 1
Zβ,ĤE

. (45)

Therefore,

Dobj-thm(γS , γE ) ≤
dS

∑
k=1

1
Zβ,ĤE

=
dS

Zβ,ĤE

. (46)

As the dimension of the environment, dE, increases, this leads to more environment
Hamiltonian eigenvalues

{
hj
}

. This in turn increases the value of the partition function

Zβ,ĤE
= ∑dE

j=1 e−hj β → ∞ as dE → ∞. Thus, the distance between the set of thermal states
and the set of objective states goes to zero: Dobj-thm(γS , γE ) → 0 (provided the system
dimension remains fixed).

5.3. Low Temperature and High Temperature Limits

Provided that the Hamiltonian of the system has a non-degenerate ground state, then in
the low temperature limit, the thermal state of the system will be (approximately) pure. At
T = 0, we will have the trivial objective and thermal state |ψSground〉〈ψSground| ⊗ γE ground
(trivially objective in the sense that there is only one index/single piece of information
available).

In contrast, in the high temperature limit, the thermal states of the system and
environment will approach maximally mixed states. If the dimension of the environment,
dE is the same as the system d = dS = dE, then at the infinite temperature limit, the
following state satisfies both local thermality and objectivity:

ρT→∞ =
1
d ∑

i
|i〉〈i|S ⊗ |ψi〉〈ψi|E , (47)

along with any other local permutation of indices. This leads to d! different objective-
thermal states.

If the dimension of the environment is a multiple of the system dimension, then it is
also possible to have an exact locally-thermal and objective state: Suppose dE = MdS where
M ∈ N is a positive integer. Note that the system thermal state at this infinite temperature

is γS = ∑dS
i=1

1
dS
|i〉〈i|. The environment thermal state can be written as

γE =
dE

∑
i=1

1
dE
|ψi〉〈ψi| =

MdS

∑
i=1

1
MdS

|ψi〉〈ψi| =
dS

∑
i=1

1
dS

ρE|i, (48)

ρE|i :=
Mi

∑
k=M(i−1)+1

1
M
|ψk〉〈ψk|. (49)

Therefore, the joint state

ρSE =
dS

∑
i=1

1
dS
|i〉〈i| ⊗ ρE|i (50)
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is both objective and satisfies local thermality. We can also see that this state is not unique,
i.e., permutations of |ψk〉 in each ρE|i are possible, thus there is more than one state that is

both objective and satisfies local thermality. To be precise, there are
(MdS )!
(M!)dS

such exactly

objective-thermal states.
However, in general, the environment dimension is not an exact multiple of the system

dimension. Then, in the high temperature limit, there does not exist an exact objective-
thermal state. We can apply Theorem 1 to bound the distance between the set of thermal
states (at T → ∞) and the set of objective states:

Dobj-thm(γS , γE )|T→∞ ≤
dS

Zβ,ĤE

=
dS
dE

. (51)

That is, the higher the environment dimension relative to the system dimension, the more
likely it is to have a state that is both closely thermal and closely objective.

6. Objective States That Are Globally Thermal

When the system–environment interaction is strong and/or non-commuting with the
local Hamiltonians, the thermal state cannot be described by just the local Hamiltonian.
Instead, the joint-system environment thermal state is given by the total Hamiltonian,
Ĥtotal = ĤS + ĤE + Ĥint, where Ĥint is the interaction Hamiltonian:

γSE =
e−βĤtotal

Zβ,Ĥtotal

. (52)

This type of scenario assumes that the system and environment continue to interact for
all time, in all the relevant time frames. As there is only one such thermal state for finite
systems, we do not have the extra degrees of freedom for forming objective states as
we did in the previous two sections. As such, it is highly unlikely that this one global
thermal state is also exactly objective. Furthermore, thermal states are full-rank, but exact
objective states are not globally full-rank. So at best, there could only an approximately
objective-thermal state.

The global thermal state γSE will only be approximately objective if the relevant total
Hamiltonian structure itself fits a very particular form such that its thermal state is also
objective at the appropriate energy scale. The eigenstates of the total Hamiltonian become
the eigenstates of the thermal state. Therefore, the Hamiltonians must have a particular
system-environment correlated eigenstate structure. We give two examples:

Example 1. Consider the Hamiltonian

Ĥtotal = ∑
i

Ei|i〉〈i| ⊗ |φi〉〈φi|+Ĥhigh-energy, (53)

where Ĥhigh-energy is an orthogonal addition with eigenenergies much higher than the energy scale
given by the temperature T and with eigenstates such that Ĥtotal is full-rank. This produces the
following global thermal state that is also approximately objective:

γSE =
1

Zβ,Ĥtotal

∑
i

e−βEi |i〉〈i| ⊗ |φi〉〈φi|+δhigh-energy, (54)

where δhigh-energy is a perturbative term corresponding to high-energy states.
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Example 2. Consider Hamiltonians of the following form:

Ĥtotal = ∑
i

Ei|i〉〈i| ⊗∑
a

qa|i|φa〉〈φa|+Ĥhigh-energy, (55)

where qa|iqa|j = 0 ∀i �= j, and where Ĥhigh-energy is an orthogonal addition with eigenenergies much
higher than the energy scale given by the temperature T and with eigenstates such that Ĥtotal is
full-rank. These give rise to a Gibbs thermal state that is also approximately objective:

γSE =
1

Zβ,Ĥtotal

∑
i,a

e−βEiqa|i |i〉〈i| ⊗ |φa〉〈φa|+δhigh-energy (56)

= ∑
i

pi|i〉〈i| ⊗∑
a

ca|i|φa〉〈φa|+δhigh-energy, (57)

pi := ∑b e−βEiqb|i

Zβ,Ĥtotal

, ca|i =
e−βEiqa|i(

∑b e−βEiqb|i
) , ca|ica|j = 0 ∀i �= j, (58)

where δhigh-energy is a perturbative term corresponding to high-energy states.

Remark 3. Recall Remark 1 where, for any given state of full rank, a Hamiltonian and temperature
can be found such that it can be considered thermal. As such, for any full rank approximately
objective state, a Hamiltonian and temperature can be found such that it can be considered also
thermal. However, the objective states form a set of measure zero (as discord-free states have
zero measure [31]). Thus, the set of sub-component Hamiltonians directly corresponding to those
objective states (up to a mutiplicative coefficient, and not including high-energy terms) is also
zero measure.

Since objective states are not globally full-rank, there are no objective states that are
also exactly globally thermal, and most Hamiltonians will not produce an approximately
objective state either. The Hamiltonians that do give rise to (approximately) objective
thermal states such as those given in Equations (53) and (55) consist of strong, constant,
interactions between the system and the environments, which is unrealistic.

7. Conclusions

In our everyday experience, there are a number of phenomena which appear natural
to us. One of them is thermalisation, in which physical objects eventually reach thermal
equilibrium with the surrounding environment, e.g., an ice cream melting in hot weather.
We also typically take for granted that physical objects are objective, i.e., their existence
and properties can be agreed upon by many people. On the quantum mechanical level,
thermalisation and objectivisation of quantum systems can arise through their interaction
with external environments.

Thermalisation itself is thought to be a generic process and will occur approximately
in general scenarios [20], more so than objectivity [50,51]. In contrast, objectivity requires
classical correlations that are more sensitive to the situation, though components of
objectivity can occur generically [50–53].

In general, the set of objective states does not have a preferred basis. Imposing
(approximate) thermality can help select a preferred basis on the system and environment,
which also leads to a preferred arrangement of classical correlations. If the system local
Hamiltonian commutes with the interaction Hamiltonian (among the more straight forward
scenarios in which quantum Darwinism has been explored [48,54–57]), then the preferred
basis of objectivity would coincide with the “thermal” basis. The joint analysis of objectivity
and thermalisation is further motivated by the fact that we observe everyday classical
objects that are both objective and thermal.

In this paper, we examined the intersection of thermalisation and objectivity, especially
when a single environment is required to fulfil both roles. In particular, we examined
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whether they can exist simultaneously by exploring whether a system-environment state
can be both thermal (having the microcanonical Gibbs form) and objective (having state
structure that satisfies spectrum broadcast structure).

By sequentially considering whether only the local system is thermal, or the local
system and local environment, or the joint system-environment is thermal, we are able to
characterise how rare it is for thermality and objectivity to coincide. This is summarised
in Table 1. As we increased the thermalisation requirement from local system to global
system and environment, the likelihood of an overlapping objectivity-thermal state existing
decreases. This shows that in general, thermality and objectivity are at odds.

Table 1. Summary table. ĤS is the system Hamiltonian, ĤE is the environment Hamiltonian and β is the inverse temperature.

Setting Coexistence

Thermal system only Yes, for all ĤS and β
Local-thermal system and environment Only for some ĤS , ĤE ; an approximate state exists for large environments
Global thermal system and environment Only approximate state possible, extremely rare and fine-tuned

By studying the intersection of the sets of thermal and objective states, we can therefore
also give a statement about the dynamics that have either objective states or thermal states
as their fixed points or as their asymptotic state(s): due to the fine-tuned structure of
thermal-objective states, only finely tuned dynamics would produce those states.

Quantum Darwinism can be hindered by numerous factors, such as non-
Markovianity [32,58–64], non-ideal environments [33,34], initial system–environment cor-
relations [32,35], environment–environment interactions [23,24,32,62,65], etc. It was shown
that environment-environment interactions can lead to thermalisation at the detriment of
objectivity in [23,24], but it is still open whether the other factors would lead to similar
behaviour.

Based on these results, we conclude that if the hypothetical entropic death of the
universe is characterised by the global thermalisation of the entire (observable) universe,
then it is extremely unlikely for objectivity to remain. This is consistent with our intuition
that, at thermalisation (heat death), there should be no work left to be done. In contrast,
objectivity implies information about one system in another, which usually contains
extractable work [22].

That said, there are (very) rare situations where a global thermal state can still support
objective correlations, at least theoretically. If objectivity and information does remain,
then this implies that there are highly nonlocal, strong interactions, as such giving rise
to Hamiltonians like in Equation (55), which are required to maintain correlations in the
global thermal state. While this is unrealistic that the entire universe can have such strong
interactions, it may be possible for smaller parts of the universe to maintain interactions
and thus have subcomponents that are objective.

Another possibility is that the system alone thermalises on the short time scale, while
on more intermediate timescales the system and (information-carrying) environment
locally thermalises. Meanwhile, perhaps only at long time scales does the global system-
environment thermalise, achieving an ultimate “heat death”. We found that objectivity is
more likely to be able to coexist with thermality in the first two situations. This suggests
that objectivity can survive in the short and intermediate timescales, before fading away at
the long timescale.

The following narrative feels intuitive: e.g., decoherence occurs first as a loss of phase
information, followed by the classical information spread that characterises objectivity;
the classical information fades, followed by thermalisation in which all information is lost
(aside from select information such as temperature) [23]. Whether this is ‘common’ remains
an open question.

183



Entropy 2021, 23, 1506

Author Contributions: Conceptualisation, T.P.L.; methodology, T.P.L.; formal analysis, T.P.L., A.W.
and G.A.; writing—original draft preparation, T.P.L.; writing—review and editing, T.P.L., A.W. and
G.A.; visualisation, T.P.L. All authors have read and agreed to the published version of the manuscript.

Funding: TPL acknowledges financial support from the UKRI Engineering and Physical Sciences
Research Council (EPSRC) under the Doctoral Prize Award (Grant No. EP/T517902/1) hosted by the
University of Nottingham. GA acknowledges financial support from the Foundational Questions
Institute (FQXi) under the Intelligence in the Physical World Programme (Grant No. RFP-IPW-1907).
AW was supported by the Spanish MINECO (projects FIS2016-86681-P and PID2019-107609GB-
I00/AEI/10.13039/501100011033), both with the support of FEDER funds, and by the Generalitat de
Catalunya (project 2017-SGR-1127).

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Breuer, H.P.; Petruccione, F. The Theory of Open Quantum Systems; Oxford University Press: Oxford, UK, 2007.
2. Rivas, A.; Huelga, S.F. Open Quantum Systems; Springer: Berlin/Heidelberg, Germany, 2012. [CrossRef]
3. Schlosshauer, M. Quantum decoherence. Phys. Rep. 2019, 831, 1–57. [CrossRef]
4. Dittrich, T.; Hänggi, P.; Ingold, G.L.; Kramer, B.; Schön, G.; Zwerger, W. Quantum Transport and Dissipation; Wiley-Vch: Weinheim,

Germany, 1998; Volume 3.
5. Yukalov, V. Equilibration and thermalization in finite quantum systems. Laser Phys. Lett. 2011, 8, 485–507. [CrossRef]
6. Linden, N.; Popescu, S.; Short, A.J.; Winter, A. Quantum mechanical evolution towards thermal equilibrium. Phys. Rev. E 2009,

79, 061103. [CrossRef]
7. Riera, A.; Gogolin, C.; Eisert, J. Thermalization in Nature and on a Quantum Computer. Phys. Rev. Lett. 2012, 108, 080402.

[CrossRef]
8. Gogolin, C.; Eisert, J. Equilibration, thermalisation, and the emergence of statistical mechanics in closed quantum systems. Rep.

Prog. Phys. 2016, 79, 056001. [CrossRef]
9. Goold, J.; Huber, M.; Riera, A.; del Rio, L.; Skrzypczyk, P. The role of quantum information in thermodynamics—A topical review.

J. Phys. A Math. Theor. 2016, 49, 143001. [CrossRef]
10. Zurek, W.H. Quantum Darwinism. Nat. Phys. 2009, 5, 181–188. [CrossRef]
11. Horodecki, R.; Korbicz, J.K.; Horodecki, P. Quantum origins of objectivity. Phys. Rev. A 2015, 91, 032122. [CrossRef]
12. Le, T.P.; Olaya-Castro, A. Strong Quantum Darwinism and Strong Independence are Equivalent to Spectrum Broadcast Structure.

Phys. Rev. Lett. 2019, 122, 010403. [CrossRef] [PubMed]
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49. Mironowicz, P.; Należyty, P.; Horodecki, P.; Korbicz, J.K. System information propagation for composite structures. Phys. Rev. A

2018, 98, 022124. [CrossRef]
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Abstract: We formulate limits to perception under continuous quantum measurements by comparing
the quantum states assigned by agents that have partial access to measurement outcomes. To this
end, we provide bounds on the trace distance and the relative entropy between the assigned state
and the actual state of the system. These bounds are expressed solely in terms of the purity and
von Neumann entropy of the state assigned by the agent, and are shown to characterize how an
agent’s perception of the system is altered by access to additional information. We apply our results
to Gaussian states and to the dynamics of a system embedded in an environment illustrated on a
quantum Ising chain.

Keywords: quantum monitoring; Quantum Darwinism; continuous quantum measurements

Quantum theory rests on the fact that the quantum state of a system encodes all
predictions of possible measurements as well as the system’s posterior evolution. However,
in general, different agents may assign different states to the same system, depending on
their knowledge of it. Complete information of the physical state of a system is equated
to pure states, mathematically modeled by unit vectors in Hilbert space. By contrast,
mixed states correspond to a lack of complete descriptions of the system, either due to
uncertainties in the preparation, or due to the system being correlated with secondary
systems. In this paper, we address how the perception of a system differs among observers
with different levels of knowledge. Specifically, we quantify how different the effective
descriptions that two agents provide of the same system can be, when acquiring information
through continuous measurements.

Consider a monitored quantum system, that is, a system being continuously measured
in time. An omniscient agent O is assumed to know all interactions and measurements
that occur to the system. In particular, she has access to all outcomes of measurements
that are performed. As such, O has a complete description of the pure state ρOt =

(
ρOt
)2 of

the system.
While not necessary for subsequent results, we model such a monitoring process

by continuous quantum measurements [1–3] as a natural test-bed with experimental
relevance [4–6]. For ideal continuous quantum measurements, the state ρOt satisfies a
stochastic equation dictating its change,

dρOt = −i
[

H, ρOt
]
dt + Λ

[
ρOt
]
dt + ∑

α

IAα

[
ρOt
]
dWα

t . (1)
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The dephasing superoperator Λ
[
ρOt
]

is of Lindblad form,

Λ
[
ρOt
]
= −∑

α

1
8τα

m

[
Aα,

[
Aα, ρOt

]]
(2)

for the set of measured physical observables {Aα}, and the “innovation terms” are given by

IAα

[
ρOt
]
=

1√
4τα

m

(
{Aα, ρOt } − 2 Tr

(
AαρOt

)
ρOt
)

. (3)

The latter account for the information about the system acquired during the monitoring
process, and model the quantum back-action on the state during a measurement. The
characteristic measurement times τα

m depend on the strength of the measurement, and charac-
terize the time over which information of the observable Aα is acquired. The terms dWα

t
are independent random Gaussian variables of zero mean and variance dt.

An agent A without access to the measurement outcomes possesses a different–
incomplete description of the state of the system. The need to average over the unknown
results implies that the state ρAt assigned by A satisfies the master equation

dρAt = −i
[

H, ρAt
]
dt + Λ

[
ρAt
]
dt, (4)

obtained from (1) by using that 〈dWα
t 〉 = 0, where 〈·〉 denote averages over realizations

of the measurement process [1]. Assuming that agent A knows the initial state of the
system before the measurement process, ρO0 = ρA0 , the state that she assigns at later times
is ρAt ≡ 〈ρOt 〉.

As a result of the incomplete description of the state of the system, agent A suffers
from a growing uncertainty in the predictions of measurement outcomes. We quantify this
by means of two figures of merit: the trace distance and the relative entropy.

The trace distance between states σ1 and σ2 is defined as

D(σ1, σ2) =
‖σ1 − σ2‖1

2
, (5)

where the trace norm for an operator with a spectral decomposition A = ∑j λj |j〉 〈j| is
‖A‖1 = ∑j |λj|. Its operational meaning derives from the fact that the trace distance
characterizes the maximum difference in probability of outcomes for any measurement on
the states σ1 and σ2:

D(σ1, σ2) = max
0≤P≤�

|Tr(Pσ1)− Tr(Pσ2)|, (6)

where P is a positive-operator valued measure. It also quantifies the probability p of
successfully guessing, with a single measurement instance, the correct state in a scenario
where one assumes equal prior probabilities for having state σ1 or σ2. Then, the best
conceivable protocol gives p = 1

2 (1 +D(σ1, σ2)). Thus, if two states are close in trace
distance they are hard to distinguish under any conceivable measurement [7–9].

The relative entropy also serves as a figure of merit to quantify the distance between
probability distributions, in particular characterizing the extent to which one distribution
can encode information contained in the other one [10]. In the quantum case, the relative
entropy is defined as:

S(σ1||σ2) ≡ Tr(σ1 log σ1)− Tr(σ1 log σ2). (7)

In a hypothesis testing scenario between states σ1 and σ2, the probability pN of wrongly
believing that σ2 is the correct state scales as pN ∼ e−NS(σ1||σ2) in the limit of large N, where
N is the number of copies of the state that are available to measure on [11,12]. That is, σ2 is
easily confused with σ1 if S(σ1||σ2) is small [13,14].
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1. Quantum Limits to Perception

Lack of knowledge of the outcomes from measurements performed on the system
induces A to assign an incomplete, mixed, state to the system. This hinders the agent’s
perception of the system (see illustration in Figure 1). We quantify this by the trace distance
and the relative entropy.

a)

b)

c)

Figure 1. Illustration of the varying degrees of perception by different agents. The amount of
information that an agent possesses of a system can drastically alter its perception, as the expectations
of outcomes for measurements performed on the system can differ. (a) The state ρOt assigned by
omniscient agent O, who has full access to the measurement outcomes, corresponds to a complete
pure-state description of the system. O thus has the most accurate predictive power. (b) An agent
A completely ignorant of measurement outcomes possesses the most incomplete description of the
system. (c) A continuous transition between the two descriptions, corresponding to the worst and
most complete perceptions of the system respectively, is obtained by considering an agent B with
partial access to the measurement outcomes of the monitoring process.

We are interested in comparing A’s incomplete description to the pure state ρOT
assigned by O, i.e., to the complete description. Under ideal monitoring of a quantum
system, the pure state ρOT remains pure. Therefore, the following holds [7]:

1− Tr
(

ρOT ρAT
)
≤ D

(
ρOT , ρAT

)
≤
√

1− Tr
(
ρOT ρAT

)
. (8)

One can then directly relate the average trace distance to the purity P
(
ρAT
)
≡ Tr

(
ρAT

2
)

of

state ρAT as

1−P
(

ρAT
)
≤
〈
D
(

ρOT , ρAT
)〉
≤
√

1−P
(
ρAT
)
, (9)

by using Jensen’s inequality and the fact that the square root is concave. The level of
mixedness of the state ρAT that A assigns to the system provides lower and upper bounds
to the average probability of error that she has in guessing the actual state of the system
ρOT . This provides an operational meaning to the purity of a quantum state, as a quantifier
of the average trace distance between a state ρOt and post-measurement (average) state ρAt .

To appreciate the dynamics in which the average trace distance evolves, we note that
at short times

T
τD
≤
〈
D
(

ρOT , ρAT
)〉
≤
√

T
τD

, (10)
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where the decoherence rate is given by [15,16]

1
τD

= ∑
α

1
4τα

m
VarρA0

(Aα), (11)

in terms of the variance VarρA0
(Aα) of the measured observables over the initial pure state

ρA0 . Analogous bounds can be derived at arbitrary times of evolution for the difference of
perceptions among various agents (see Appendix A).

For the case of the quantum relative entropy between states of complete and incom-
plete knowledge, the following identity holds:〈

S
(

ρOt ||ρAt
)〉

= S
(

ρAt
)

, (12)

proven by using that ρOt is pure and that the von Neumann entropy of a state σ is S(σ) :=
−Tr(σ log σ). Thus, the entropy of the state assigned by the agent A fully determines
the average relative entropy with respect to the complete description ρOt (alternative
interpretations to this quantity have been given in [17,18]).

Similar calculations allow to bound the variances of D
(
ρOT , ρAT

)
and of S

(
ρOt ||ρAt

)
as

well. The variance of the trace distance, ΔD2
T ≡

〈
D2(ρOT , ρAT

)〉
−
〈
D
(
ρOT , ρAT

)〉2, satisfies

ΔD2
T ≤ P

(
ρAT
)
−P

(
ρAT
)2

, (13)

while for the variance of the relative entropy it holds that

ΔS2
(

ρOt ||ρAt
)
≤ Tr

(
ρAt log2 ρAt

)
− S2

(
ρAt
)

. (14)

The right-hand side of this inequality admits a classical interpretation in terms of the
variance of the surprisal (− log pj) over the eigenvalues pj of ρAt [14]. We thus find that, at
the level of a single realization, the dispersion of the relative entropy between the states
assigned by the agents O and A is upper bounded by the variance of the surprise in the
description of A. The later naturally vanishes when ρAt is pure, and increases as the state
becomes more mixed.

2. Transition to Complete Descriptions

So far we considered the extreme case of comparing the states assigned byA, who is in
complete ignorance of the measurement outcomes, and by an omniscient agent O. One can
in fact consider a continuous transition between these limiting cases, i.e., as the accuracy in
the perception of the monitored system by an agent is enhanced, as illustrated in Figure 1.
Consider a third agent B, with access to a fraction of the measurement output. This can be
modeled by introducing a filter function η(α) ∈ [0, 1] characterizing the efficiency of the
measurement channels in Equation (1) [1]. Then, the dynamics of state ρBt is dictated by

dρBt = −i
[

H, ρBt
]
dt + Λ

[
ρBt
]
dt + ∑

α

√
η(α)IAα

[
ρBt
]
dVα

t , (15)

with dVα
t Wiener noises for observer B. It holds that ρBt ≡ 〈ρOt 〉B , where the average is now

over the outcomes obtained by O that are unknown to B [1].
Note that the case with null measurement efficiencies η(j) = 0 gives the exact same

dynamics as that of a system in which the monitored observables {Aα} are coupled to
environmental degrees of freedom, producing dephasing [19,20]. Equations (15) and (1)
then correspond to unravellings in which partial or full access to environmental degrees
of freedom allow learning the state of the system by conditioning on the state observed
in the environment. Therefore, knowing how D

(
ρBt , ρOt

)
and S

(
ρOt ||ρBt

)
decrease as η

increases directly informs of how much the description of an open system can be improved
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by observing a fraction of the environment. This is reminiscent of the Quantum Darwinism
approach, whereby fractions of the environment encode objective approximate descrip-
tions of the system. While in the Darwinistic framework the focus is on environmental
correlations, we focus on the state of the system itself.

The results of the previous section hold for partial-ignorance state ρBt as well:

1−P
(

ρBT
)
≤
〈
D
(

ρOT , ρBT
)〉
B
≤
√

1−P
(
ρBT
)

(16a)〈
S
(

ρOt ||ρBt
)〉
B
= S

(
ρBt
)

. (16b)

Similar extensions are obtained for the variances. This allows exploring the transition from
the incomplete description of A, to a complete description of the state of the system as
η → 1. Note that these results hold for each realization of a trajectory of B’s state ρBt , and
that if one averages over the measurement outcomes unknown to both agents A and B,
Equation (16b) gives 〈S

(
ρOt ||ρBt

)
〉 = 〈S(ρBt )〉.

These results allow to compare the descriptions of different agents that jointly monitor
a system [1,20–23]. We show in Appendix A that

∣∣∣Tr
(

ρAT
2)− Tr

(
ρBT

2)∣∣∣ ≤ 〈D(ρAT , ρBT
)〉
AB
≤
√

1− Tr
(

ρAT
2
)
+

√
1− Tr

(
ρBT

2
)

. (17)

The joint monitoring of a system by independent observers has been realized experimen-
tally in [24,25].

3. Illustrations

3.1. Evolution of the Limits to Perception

Consider a 1D transverse field Ising model, with the Hamiltonian

H = −h
N

∑
j

σx
j − J

N−1

∑
j

σz
j σz

j+1, (18)

where σx
j and σz

j denote Pauli matrices on the x and z directions, and {h, J} denote coupling
strengths.

We study the case of observer O monitoring the individual spin z components.
Equation (1) thus governs the evolution of the state ρOt , with {Aα} = {σz

j }. Mean-
while, the state assigned by observers with partial access to measurement outcomes fol-
lows Equation (15). The case η(j) = 0 gives equivalent dynamics to that of an Ising
chain in which individual spins couple to environmental degrees of freedom via σz

j ,
producing dephasing.

Figure 2 illustrates the evolution of the averaged relative entropy
〈
S
(
ρOt ||ρBt

)〉
be-

tween the complete description and B’s partial one, for different values of the monitoring
efficiency η. The average 〈·〉 is over all measurement outcomes. Analogous results for
the average trace distance can be found in Appendix A. The dynamics are simulated by
implementation of the monitoring process as a sequence of weak measurements, which can
be modeled by Kraus operators acting on the state of the system. Specifically, the evolution
of ρOt and corresponding state ρBt with partial measurements is numerically obtained from
assuming two independent measurement processes, as in [1].
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Figure 2. Evolution of the average relative entropy. Simulated evolution of the average
〈

S
(

ρOt ||ρBt
)〉

=〈
S
(

ρBt
)〉

of the relative entropy between complete and incomplete descriptions for a spin chain

initially in a paramagnetic state on which individual spin components σz
j are monitored. Here 〈·〉

denotes an average over all measurement outcomes, and ρBt = 〈ρOt 〉B is the state assigned by agent
B after discarding the outcomes unknown to him. The simulation corresponds to N = 6 spins, with
couplings Jτm = hτm = 1/2. For η = 0 (black continuous curve), agent A, without any access to
the measurement outcomes, has the most incomplete description of the system. For η = 0.5 (red
dashed curve), B gets closer to the complete description of the state of the system, after gaining
access to partial measurement results. Finally, when η = 0.9 (blue dotted curve), access to enough
information provides B with an almost complete description of the state. Importantly, in all cases the
agent can estimate how far the description possessed is from the complete one solely in terms of the
entropy S(ρBt ).

3.2. Transition to Complete Descriptions

Consider the case of a one-dimensional harmonic oscillator with position and momen-
tum operators X and P. We assume agent B is monitoring the position of the oscillator
with an efficiency η. The dynamics is dictated by Equation (15) for the case of a single
monitored observable X, and can be determined by a set of differential equations on the
moments of the Gaussian state ρBt [1,21].

We prove in Appendix A that the purity of the density matrix for long times has a
simple expression in terms of the measurement efficiency, satisfying P

(
ρBT
)
−→ √η for

long times. Equation (16) and properties of Gaussian states [22–26] then imply

1−√η ≤
〈
D
(

ρOT , ρBT
)〉
B
≤
√

1−√η, (19)

and〈
S
(

ρOt ||ρBt
)〉
B
=

(
1

2
√

η
+

1
2

)
log
(

1
2
√

η
+

1
2

)
−
(

1
2
√

η
− 1

2

)
log
(

1
2
√

η
− 1

2

)
. (20)

See [27] for further results on the gains in purity that can be obtained from condition-
ing on measurement outcomes in Gaussian systems. Figure 3 depicts the trace distance〈
D
(
ρBt , ρOt

)〉
B and the relative entropy

〈
S
(
ρOt ||ρBt

)〉
B as a function of the measurements

efficiency of B’s measurement process, illustrating the transition from least accurate per-
ception to most accurate perception and optimal predictive power as η → 1. Note that,
since both the bounds on the trace distance and relative entropy are independent of the
parameters of the model in this example, the transition to most accurate perceptions of
the system is solely a function of the measurement efficiency. The figures show that
a high knowledge of the state of the system is gained for η ∼ 0 as η increases. This
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gain decreases for larger values of η. This observation is confirmed by explicit compu-
tation using the relative entropy, which satisfies d

dη

〈
S
(
ρOt ||ρBt

)〉
B = log

(
1−√η
1+
√

η

)
/(4η3/2).

Thus, its rate of change and the information gain diverges for η → 0 as a power law
d

dη

〈
S
(
ρOt ||ρBt

)〉
B = −(1/6 + 1/2η) + O(η2), while it becomes essentially constant for

intermediate values of η. In the transition to most accurate perception the effective descrip-
tion of the system changes from a mixed to a pure state, and the information gain becomes
divergent as well as η → 1.

0 0.5 1
0

1

2

3

4

Figure 3. Transition between levels of perception. Bounds on average trace distance (left) and average relative entropy
(right) as function of measurement efficiency for a harmonic oscillator undergoing monitoring of its position. For such a
system the purity of the state ρBt depends solely on the measurement efficiency with which observer B monitors the system.
This illustrates the transition from complete ignorance of the outcomes of measurements performed (η = 0), to the most
complete description as η → 1—the situation with the most accurate perception. Efficient use of information happens when

a small fraction of the measurement output is incorporated at η � 1, as then both D
(

ρBt , ρOt
)

and the relative entropy

S
(

ρOt ||ρBt
)

decay rapidly.

4. Discussion

Different levels of information of a system amount to different effective descriptions.
We studied these different descriptions for the case of a system being monitored by an
observer, and compared this agent’s description to that of other agents with a restricted
access to the measurement outcomes. With continuous measurements as an illustrative
case study, we put bounds on the average trace distance between states that different
agents assign to the system, and obtained exact results for the average quantum relative
entropy. The expressions solely involve the state assigned by the less-knowledgeable agent,
providing estimates for the distance to the exact state that can be calculated by the agent
without knowledge of the latter.

The setting we presented here has a natural application to the case of a system
interacting with an environment. For all practical purposes, one can view the effect of an
environment as effectively monitoring the system with which it interacts [28,29]. Without
access to the environmental degrees of freedom, the master equation that governs the
state of the system takes a Lindblad form with Hermitian operators, as in Equation (4).
However, access to the degrees of freedom of the environment can provide information of
the state of the system, effectively leading to a dynamics governed by Equation (15). Access
to a high fraction of the environment leads to a dynamics as in Equation (1), providing
complete description of the state of the system by conditioning on the observed state of
the environmental degrees of freedom. With this in mind, our results shed light on how
much one can improve the description of a given system by incorporating information
encoded in an environment [29–35], as experimentally explored in [36,37]. Note that since

193



Entropy 2021, 23, 1527

our bounds depend on the state assigned by the agent with less information, the above is
independent of the unraveling chosen. It would also be interesting to extend our results
and the connections to the dynamics of open systems to more general monitoring dynamics
(e.g., non-Hermitian operators or other noise models).

As brought up by an analysis of a continuously-monitored harmonic oscillator, a large
gain of information about the state of the system occurs when an agent has access to a small
fraction of the measurement output, when quantified both by the trace distance and by
the relative entropy. Our results thus complement the Quantum Darwinism program and
related approaches [29–35], where the authors compare the state of a system interacting
with an environment and the state of fractions of such an environment. While those
works focused on the correlation buildup between the system and the environment, we
instead address the subjective description that observers assign to the state of the system,
conditioned on the information encoded in a given measurement record.
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Appendix A.

Appendix A.1. Derivation of Bounds to Average Trace Distance

Using Equations (2) and (4) in the main text and that ρO0 = ρA0 , we find

〈
1− Tr

(
ρOT ρAT

)〉
= −

〈∫ Tr(ρOT ρAT )

Tr(ρO0 ρA0 )
d Tr

(
ρOt ρAt

)〉
(A1)

= −
∫ FT

F0

d Tr
(

ρAt ρAt
)

= −2
∫ T

0
Tr
(

ρAt Λ
[
ρAt
])

dt

= +2 ∑
α

1
8τα

m

∫ T

0
Tr
([

Aα,
[

Aα, ρAt
]]

ρAt
)

dt

= ∑
α

1
4τα

m

∫ T

0
Tr
([

ρAt , Aα

][
Aα, ρAt

])
dt.

This identity can be conveniently expressed in terms of the 2-norm of the commutator
[ρAt , A] as 〈

1− Tr
(

ρOT ρAT
)〉

= ∑
α

1
4τα

m

∫ T

0

∥∥∥[ρAt , Aα

]∥∥∥2

2
dt = ∑

α

T
4τα

m

∥∥[ρAt , Aα

]∥∥2
2, (A2)

where we denote the time-average of a function f by f ≡
∫ T

0 f (t)dt/T. Note that the

expression ∑α
1

4τα
m

∥∥[ρAt , Aα

]∥∥2
2 plays the role of a time-averaged decoherence time [15,16],

generalizing Equation (11) in the main text.
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This sets alternative bounds on the average distance between the state ρAt assigned by
A and the actual state of the system ρOt , in terms of the effect of the Lindblad dephasing
term acting on the incomplete-knowledge state ρAt ,

T ∑
α

1
4τα

m

∥∥[ρAt , Aα

]∥∥2
2 ≤

〈
D
(

ρOT , ρAT
)〉
≤
√

T ∑
α

1
4τα

m

∥∥[ρAt , Aα

]∥∥2
2 .

A short time analysis provides a sense of the evolution of the upper and lower bounds
on the trace distance and how they compare to its variance. To leading order in a Taylor
series expansion,

P
(

ρAτ
)
≈ 1 + 2 Tr

(
ρA0 Λ

[
ρA0
])

τ = 1−∑
α

1
4τα

m
Tr
([

ρA0 , Aα

][
Aα, ρA0

])
τ, (A3)

and one finds

τ ∑
α

1
4τα

m

∥∥∥[ρA0 , Aα

]∥∥∥2

2
≤
〈
D
(

ρOτ , ρAτ
)〉
≤
√

τ ∑
α

1
4τα

m

∥∥[ρA0 , Aα

]∥∥2
2. (A4)

Note that the behavior of the trace distance is determined by the timescale in which
decoherence occurs.

Using Equation (9) in the main text and Jensen’s inequality, one obtains〈
D2
(

ρOT , ρAT
)〉
≤ 1−P

(
ρAT
)

, (A5)

which implies that the variance ΔD2
T ≡

〈
D2(ρOT , ρAT

)〉
−
〈
D
(
ρOT , ρAT

)〉2 satisfies

ΔD2
T ≤ P

(
ρAT
)
−P

(
ρAT
)2

. (A6)

In the short time limit this becomes

ΔD2
τ ≤ −2 Tr

(
ρA0 Λ

[
ρA0
])

τ. (A7)

Appendix A.2. Derivation of the Average and Variance of the Quantum Relative Entropy

Using that ρOt is pure, and that the von Neumann entropy is given by S(ρ) ≡
−Tr(ρ log ρ), we obtain that the average over the results unknown to agent A satisfy〈

S
(

ρOt ||ρAt
)〉

=
〈

Tr
(

ρOt log ρOt
)〉
−
〈

Tr
(

ρOt log ρAt
)〉

(A8)

= 0− Tr
(

ρAt log ρAt
)
= S

(
ρAt
)

.

This sets a direct connection between the average error induced by assigning state
ρAt instead of the exact state ρOt , as quantified by the relative entropy, in terms of the von
Neumann entropy of the state accessible to agent A.

In turn, the variance of the relative entropy satisfies

ΔS2
(

ρOt ||ρAt
)
=
〈

S2
(

ρOt ||ρAt
)〉
−
〈

S
(

ρOt ||ρAt
)〉2

(A9)

=

〈
Tr
(

ρOt log ρAt
)2
〉
− S2

(
ρAt
)

≤
〈

Tr
(

ρOt
)

Tr
(

ρOt log2 ρAt
)〉
− S2

(
ρAt
)

= Tr
(

ρAt log2 ρAt
)
− S2

(
ρAt
)

,
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using the Cauchy–Schwarz inequality in the third line. Note that this expression is iden-
tical to the variance of the operator

(
− log ρAt

)
, which can be thought of as the quantum

extension to the notion of the “information content” or “surprisal” (− log p) in classical
information theory.

Appendix A.3. Bounds to the Difference between Perceptions of Multiple Agents

Consider two agents A and B who simultaneously monitor different observables on
a system. Each one has access to the measurement outcomes of their devices, but not to
the results obtained by the other agent. The states ρAT and ρBT that A and B assign to the
system differ from the actual pure state ρOT that corresponds to the complete description
of the system. For simplicity let us consider that Amonitors a single observable A and B
monitors a single observable B. The complete-description state of the system assigned by
all-knowing agent O evolves according to

dρOt = L
[
ρOt
]
dt + IA

[
ρOt
]
dWAt + IB

[
ρOt
]
dWBt , (A10)

with the Lindbladian L
[
ρOt
]
≡ −i

[
H, ρOt

]
+ ΛA

[
ρOt
]
+ ΛB

[
ρOt
]
, with corresponding de-

phasing terms on observables A and B. The innovation terms IA and IB are defined as in
Equation (3) in the main text, and dWAt and dWBt are independent noise terms.

The states of both observers satisfy

dρAt = L
[
ρAt
]
dt + IA

[
ρAt
]
dVAt (A11)

dρBt = L
[
ρBt
]
dt + IB

[
ρBt
]
dVBt . (A12)

Consistency between observers implies that their noises are related to the ones ap-
pearing in Equation (A10) by [1,3]:

dWAt =
(

Tr
(

ρAt A
)
− Tr

(
ρOt A

)) dt
τm

+ dVAt

dWBt =
(

Tr
(

ρBt B
)
− Tr

(
ρOt B

)) dt
τm

+ dVBt . (A13)

As the state of each observer satisfies Equation (9), the triangle inequality provides
the upper bound

〈
D
(

ρAT , ρBT
)〉
AB ≤

√
1− Tr

(
ρAT

2
)
+

√
1− Tr

(
ρBT

2
)

, (A14)

and the lower bound 〈
D
(

ρAT , ρBT
)〉
AB ≥

∣∣∣Tr
(

ρAT
2)− Tr

(
ρBT

2)∣∣∣. (A15)

Appendix A.4. Illustration—Evolution of Limits to Perception

We consider the case of observer O monitoring the spin components σz
j on a 1D

transverse field Ising model, with the Hamiltonian defined in Equation (18) of the main
text. Figure A1 shows the evolution of the average trace distance

〈
D
(
ρOT , ρBT

)〉
between

the complete description and B’s partial one, along with the bounds (16), for different
values of the monitoring efficiency η. Figure A2 shows the evolution of the average relative
entropy

〈
S
(
ρOT ||ρBT

)〉
. The dynamics are simulated by implementation of the monitoring

process as a sequence of weak measurements modeled by Kraus operators acting on the
state of the system. Specifically, the evolution of ρOt and corresponding state ρBt with partial
measurements is numerically obtained from assuming two independent measurement
processes, as in [1].
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Figure A1. Evolution of the average trace distance and its bounds. Simulated evolution of the average trace distance〈
D
(

ρOT , ρBT
)〉

between complete and incomplete descriptions for a spin chain initially in a paramagnetic state on which
individual spin components σz

j are monitored. The simulation corresponds to N = 6 spins, with couplings Jτm = hτm = 1/2.
The upper and lower bounds (16) on the average trace distance is depicted by dashed lines, while the shaded area represents
the (one standard deviation) confidence region obtained from the upper bound (13) on the standard deviation in the main
text, calculated with respect to the mean distance. For η = 0 (left), agent A, without any access to the measurement
outcomes, has the most incomplete description of the system. After gaining access to partial measurement results, with
η = 0.5 (center) B gets closer to the complete description of the state of the system. Finally, when η = 0.9 (right), access to
enough information provides B with an almost complete description of the state. Importantly, in all cases the agent can

bound how far the description possessed is from the complete one solely in terms solely of the purity P
(

ρBT
)

.

Figure A2. Evolution of the average relative entropy and its bounds. Simulated evolution of the average relative entropy〈
S
(

ρOT ||ρBT
)〉

between complete and incomplete descriptions for a spin chain on which the z components of individual
spins are monitored. The shaded area represents the (one standard deviation) confidence region obtained from the upper
bound on the standard deviation of the relative entropy, Equation (14) in the main text. As in the case of the trace distance,
access to more information leads to a more accurate state assigned by the agent.

Appendix A.5. Illustration—Transition to Complete Descriptions

Consider the case of a one-dimensional harmonic oscillator with position and mo-
mentum operators X and P, respectively. We assume agent B is monitoring the position
of the harmonic oscillator, with an efficiency η. The dynamics of state ρBt is dictated by
Equation (15) in the main text for the case of a single monitored observable, with

Λ
[
ρBt
]
=

1
8τm

[
X,
[

X, ρBt
]]

; IX

[
ρBt
]
=

1√
4τm

(
{X, ρBt } − 2 Tr

(
XρBt

)
ρBt
)

. (A16)

Such a dynamics preserves the Gaussian property of states. For these, the variances

vx ≡ Tr
(

ρBt X2
)
− Tr

(
ρBt X

)2
, (A17)

vp ≡ Tr
(

ρBt P2
)
− Tr

(
ρBt P

)2
, (A18)
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and covariance

cxp ≡ Tr
(

ρBt
{X, P}

2

)
− Tr

(
ρBt X

)
Tr
(

ρBt P
)

, (A19)

satisfy the following set of differential equations (in natural units) [1,21]:

d
dt

vx = 2ωcxp −
η

τm
v2

x, (A20a)

d
dt

vp = −2ωcxp +
1

4τm
− η

τm
c2

xp, (A20b)

d
dt

cxp = ωvp −ωvx −
η

τm
vxcxp. (A20c)

While the first moments do evolve stochastically, the second moments above satisfy a
set of deterministic coupled differential equations. This in turn implies that the purity of
the state, which can be obtained from the covariance matrix [22–26]

σ(t) ≡
[

vx cxp
cxp vp

]
(A21)

as

P
(

ρBT
)
=

1
2
√

det [σ(t)]
, (A22)

evolves deterministically as well.
The solution for long times can be derived from Equations (A20), giving

css
xp = −ωτm ±

√
ω2τ2

m + η/4
η

, (A23a)

vss
x =

√
2ωτm

η
css

xp , (A23b)

vss
p = vss

x

(
1 +

η

ωτm
css

xp

)
, (A23c)

which provides the long-time asymptotic value of the purity as a function of the measure-
ment efficiency. The latter turns out to have the following simple expression

P
(

ρBT
)
=

1

2
√

vss
x vss

p − (css
xp)

2
(A24)

=
1

2
√

2ωτm
η css

xp

(
1 + η

ωτm
css

xp

)
− (css

xp)
2

=
1

2
√

2ωτm
η css

xp + (css
xp)

2

=
1

2
√

τm
η

(
1

4τm
− η

τm
(css

xp)
2
)
+ (css

xp)
2
=

1

2
√

1
4η

=
√

η. (A25)

Using that

1−P
(

ρBT
)
≤
〈
D
(

ρOT , ρBT
)〉
B
≤
√

1−P
(
ρBT
)
, (A26)
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then implies

1−√η ≤
〈
D
(

ρOT , ρBT
)〉
B
≤
√

1−√η. (A27)

The entropy of a 1-mode Gaussian state can be expressed in terms of the purity of the
state as

S
(

ρBT
)
=

(
1

2P
(
ρBT
) + 1/2

)
log

(
1

2P
(
ρBT
) + 1/2

)
(A28)

−
(

1
2P
(
ρBT
) − 1/2

)
log

(
1

2P
(
ρBT
) − 1/2

)
.

Then, using that
〈
S
(
ρOt ||ρBt

)〉
B = S

(
ρBt
)

and Equation (A25), we obtain that for
long times, 〈

S
(

ρOt ||ρBt
)〉
B
=S
(

ρBT
)

(A29)

=

(
1

2
√

η
+

1
2

)
log
(

1
2
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η
+

1
2

)
−
(

1
2
√

η
− 1
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)
log
(

1
2
√

η
− 1

2

)
.
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Abstract: As a direct consequence of the interplay between the superposition principle of quantum
mechanics and the dynamics of open systems, decoherence is a recurring theme in both foundational
and experimental exploration of the quantum realm. Decoherence is intimately related to infor-
mation leakage of open systems and is usually formulated in the setup of “system + environment”
as information acquisition of the environment (observer) from the system. As such, it has been
mainly characterized via correlations (e.g., quantum mutual information, discord, and entanglement).
Decoherence combined with redundant proliferation of the system information to multiple fragments
of environment yields the scenario of quantum Darwinism, which is now a widely recognized frame-
work for addressing the quantum-to-classical transition: the emergence of the apparent classical
reality from the enigmatic quantum substrate. Despite the half-century development of the notion of
decoherence, there are still many aspects awaiting investigations. In this work, we introduce two
quantifiers of classicality via the Jordan product and uncertainty, respectively, and then employ them
to quantify decoherence from an information-theoretic perspective. As a comparison, we also study
the influence of the system on the environment.

Keywords: decoherence; classicality; channel; open system; interference

1. Introduction

A fundamental hallmark of quantum mechanics is the superposition principle [1,2],
which leads naturally to coherence and interference [3]. Although reduced coherence (e.g.,
Landau’s study of wave damping [4]) and suppression of interference (e.g., Mott’s analysis
of α-particle tracking [5]) have featured early studies ever since the beginning of quantum
mechanics, the modern conceptualization of the idea of decoherence as a subject in its
own right started only in the 1970s, as initiated by Zeh and Zurek [6–10]. The influential
and seminal work of Zurek has led further to the development of quantum Darwinism.
Nowadays, decoherence has been a subject of many studies after surprising neglect at
the initial stage and has gained increasingly importance with the deep investigations of
quantum measurement and the emergence of quantum information.

Decoherence provides an elegant mechanism for exploring the boundary between
classical and quantum behaviors and imposes technological limits for quantum devices. An
ultimate goal of quantum information science is to construct quantum computers, which
are notoriously fragile and prone to decoherence, and they call for combating decoherence
for quantum information processing [11]. Decoherence also plays a significant role in
designing error correction codes, as the notion of decoherence-free schemes (subspace)
indicates. Of course, decoherence actually has many more applications to quantum science
than to quantum computing per se.

Formally, decoherence usually refers to the decay of the off-diagonal entries of the
system density matrix (in the basis of the pointer observable) caused by evolution of the
combined “system + environment”. Alternatively, it is also characterized as the establishing
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of correlations between the system and the environment, which causes the system to behave
in a classical manner. In this context, the environment effectively measures (monitors)
the system. This relational scenario indicates that decoherence is a relative concept and
has to be characterized with respect to a reference basis and an environment. In a more
pedantic and rigorous fashion, when we talk about decoherence, we should bear in mind
(explicitly/implicitly) three ingredients:

(1) Decoherence of which (state)?
(2) Decoherence relative to which (basis, or more generally, channel)?
(3) Decoherence caused by which (environment or observation)?

Decoherence is intimately related to a range of fundamental quantum issues such
as the measurement problem [12–17], entanglement and nonlocality [18], irreversibility
(the arrow of time) [19], and the quantum-to-classical transition [8–10,12–18]. The later
seeks an explanation of the apparent transition from the quantum realm to the classical
realm (i.e., the emergence of a classical objective reality from the quantum substrate)
as described by quantum Darwinism [20–30]. Decoherence serves as a natural arena
for the interplay among wave–particle duality [31–36], wave-packet collapse [8,9,37,38],
information transferring [39–41], state broadcasting [42–47], and quantum correlations
(quantum discord) [48–54]. Decoherence is also employed in the theory of decoherent
histories (consistent histories) approach to quantum mechanics [55–59].

Coherence and decoherence are complementary to each other, or, phrased alternatively,
they are the two sides of the same coin: decoherence is just loss of coherence. Coherence
arises from the superposition principle and means that a state is in superposition of
several states operating together in a coherent way, and decoherence means the loss of
this behavior or, more precisely, the loss of definite phase relation between the constituent
states for the superposition and thus results in classical mixture of states. Coherence
and decoherence play a pivotal role in studying the theoretical issue of the quantum-to-
classical transition and in investigating the practical issue concerning physical realization
of quantum information processing.

Decoherence is intimately related to loss of quantumness or, put alternatively, an
increase in classicality. The quantumness of states and ensembles were studied from various
perspectives [60–72]. In particular, the use of non-commutativity as a quantumness witness
for a single system was proposed and experimentally confirmed in Refs. [64–67]. An explicit
relation between the Jordan product of operators and quantumness was discussed in [70].
A method for measuring quantumness in interferometric setups was presented in [72].

In this work, motivated by previous studies, and following quantitative investigations
of coherence and superposition [73–84], we aimed at quantifying decoherence induced by
the environment, which may be helpful for quantitatively characterizing certain features of
the quantum-to-classical transition and quantum Darwinism.

The remainder of the article is arranged as follows. In Section 2, we present some
preliminary results. In particular, we introduce two quantifiers of classicality in terms of
operator anti-commutators (symmetric and the Jordan product of operators) and a modified
variance in a general setup, which, apart from their use in quantifying decoherence, may
be of independent interest. Two inequalities for monotonicity of classicality are established.
In Section 3, we introduce two quantifiers of decoherence by exploiting the monotonicity
of classicality and reveal their basic features. In Section 4, we discuss the influence on the
environment caused by the system, which stands in contrast to decoherence of the system
induced by the environment. In Section 5, we illustrate the quantifiers of decoherence in a
two-path interferometer. Finally, we summarize the results and present some discussions
in Section 6. For simplicity, we consider only finite dimensional systems, although it seems
that many results can be readily extended to infinite dimensional cases.

2. Preliminaries

In this section, we consider a general setup of state–channel interaction and discuss
two quantifiers of classicality, which will be used to quantify decoherence in the next section.
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The first quantifier involves the Jordan product of operators and is intimately connected to
the Wigner–Yanase skew information [84]. The second is defined via variance of a state,
which stands in some sense dual to the conventional variance of an observable [85,86].

Decoherence is sometimes also called dephasing, dynamical decoherence, or
environment-induced decoherence. Here, we emphasize the role of the environment
in inducing decoherence. In the conventional approach, decoherence is often read from
the off-diagonal entries of the reduced system density matrix after it interacts with the
environment, which provide a rather complete picture of the effect of decoherence. How-
ever, since all these off-diagonal entries still constitute a matrix with vanishing diagonals,
one may be interested in summarizing decoherence by a single numerical quantity, just
like although a quantum state provides a complete description of a system, one still seeks
certain functionals of the state, such as the von Neumann entropy and purity, to capture
some essential features of the state.

Decoherence is usually studied in the context of an open system, which is coupled
with the environment. When we focus on the system and ignore the environment, the
dynamics of a state ρ of a d-dimensional quantum system is mathematically described by a
quantum channel (here we only consider the case with the same input and output system)
in the Kraus representation form [11,87]

K(ρ) = ∑
i

KiρK†
i , (1)

where Ki are the Kraus operators (effects) satisfying ∑i K†
i Ki = 1 (the identity operator),

which ensures trace-preservation of the channel K. If moreover ∑i KiK†
i = 1, then the

channel is called unital: it leaves the maximally mixed state (proportional to the identity
operator) invariant. We remark that in Equation (1) if we replace ρ by any operator X, the
above operation still makes sense as a map. This channel will serve as a reference channel
when we talk about decoherence (with respect to K) and actually may be regarded as
a generalization of an orthonormal basis, which induces a von Neumann measurement.
Consequently, a general notion of decoherence goes beyond that based on an orthonormal
basis (pointer observable).

2.1. Classicality in Terms of the Jordan Product

In order to establish notation and to motivate our approach to decoherence, we first
recall certain information-theoretical features of state–channel interaction [84]. For the
channel determined by Equation (1), let

J(ρ,K) = 1
2 ∑

i
tr
(
{√ρ, Ki}{

√
ρ, Ki}†), (2)

which will be interpreted as a kind of measure of classicality for the state–channel inter-
action (or as the classicality of the state with respect to the channel), as will be elucidated
later. Here,

{X, Y} = XY + YX

denotes the anti-commutator (the Jordan product or the symmetric product) of operators
X and Y acting on the system Hilbert space. This commutative product indicates certain
features of classicality. Indeed, decoherence is intimately related to the appearance or
increasing of classicality, and the symmetric Jordan product, as a commutative operation,
is also intimately related to classicality. Consequently, it is plausible and reasonable that
decoherence may be quantified via the Jordan product of states and observables, just like
that quantumness of states can be characterized via the Jordan product of observables [70].
After simple manipulation, we have

J(ρ,K) = 1
2

tr
(
K(ρ) +K†(ρ) + 2

√
ρK†(

√
ρ)
)
, (3)
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where
K†(X) = ∑

i
K†

i XKi

is the dual channel of K. We notice that tr(
√

ρK†(
√

ρ)) = tr(K†(
√

ρ)
√

ρ) = tr(
√

ρK(√ρ)).
It is well known that the Kraus operators for the operator-sum representation in

Equation (1) are not unique, and the question arises as to whether the defining Equation (2)
for the classicality quantifier J(ρ,K) is well defined. Indeed, the Kraus operators Ki for
different representations of the channel K are related by unitary transformations (the
unitary freedom in the operator-sum representation of a channel) [11], and it can be
readily shown that J(ρ,K) is independent of the choice of the Kraus operators and is thus
unambiguously defined.

For comparison, we also introduce

I(ρ,K) = 1
2 ∑

i
tr
(
[
√

ρ, Ki][
√

ρ, Ki]
†), (4)

where
[X, Y] = XY−YX

denotes the commutator (the Lie product or the anti-symmetric product) of the operators
X and Y. Clearly,

I(ρ,K) = 1
2

tr
(
K(ρ) +K†(ρ)− 2

√
ρK†(

√
ρ)
)
. (5)

It is remarkable that if Ki is a Hermitian operator, then the summand

1
2

tr
(
[
√

ρ, Ki][
√

ρ, Ki]
†) = −1

2
tr
(
[
√

ρ, Ki]
2)

in Equation (4) is precisely the celebrated Wigner–Yanase skew information

I(ρ, Ki) = −
1
2

tr
(
[
√

ρ, Ki]
2) (6)

of ρ (with Ki serving as a conserved observable) [88], which is now playing an increasingly
interesting and important role in quantum theory [89–97]. In particular, the Wigner–Yanase
skew information is monotone in the sense that [98,99]

I(Φ(ρ), K) ≤ I(ρ, K) (7)

for any channel Φ that does not disturb the observable K (i.e., Φ†(K) = K, Φ†(K2) = K2).
This will be used to establish Proposition 1.

It is well recognized that the Wigner–Yanase skew information is a particular version
of quantum Fisher information [90], which is quite different from the quantum (von
Neumann) entropy. Actually, the original motivation for Wigner and Yanase introducing
the skew information was to seek an alternative quantity for quantifying information
contents of quantum states in the presence of conserved observables.

By Equations (3) and (5) and the fact that trρ = 1, if the channel K is unital in the sense
that K(1) = 1 (equivalently, ∑i KiK†

i = 1), then

J(ρ,K) + I(ρ,K) = 2, (8)

which shows that J(ρ,K) (involving the symmetric Jordan product) and I(ρ,K) (involving
the anti-symmetric Lie product) are complementary to each other. Moreover,

2 ≥ J(ρ,K) ≥ 1 ≥ I(ρ,K) ≥ 0.

We first list some basic properties of J(ρ,K).
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(a) 1 ≤ J(ρ,K) ≤ 2. Moreover, J(ρ,K) = 2 if and only if [
√

ρ, Ki] = 0 for all i.
(b) J(ρ,K) is concave in ρ.
(c) J(ρ,K) is covariant in the sense that

J(UρU†,K) = J(ρ, U†KU)

for any unitary operator U on the system Hilbert space. Here U†KU(ρ) = ∑i(U†KiU)
ρ(U†KiU)†.

Item (a) is apparent from the definition, and item (b) follows from Equation (3) and
the celebrated Lieb concavity [100,101], which states that the functional tr(ρsXρ1−sX†) is
concave in the state ρ for any s ∈ (0, 1) and any operator X. Here we only used the case
s = 1/2. Item (c) can be readily checked.

Recall that the dual of the channel Φ(ρ) = ∑i KiρK†
i is defined as Φ†(X) = ∑i K†

i XKi
for any operator X. The following monotonicity of J(ρ,K) under certain channels Φ plays
a crucial role in our approach to decoherence.

Proposition 1. Let Φ be a unital channel that does not disturb the Kraus operators of the reference
channel K defined by Equation (1) in the sense that Φ†(Ki) = Ki and Φ†(KiK†

i ) = KiK†
i for all i,

then
J(ρ,K) ≤ J(Φ(ρ),K). (9)

Noting the complementarity relation (8), the above monotonicity may be directly
derived from the corresponding property of the Wigner–Yanase skew information, as
described in Equation (7).

In view of the above increasing behavior (under certain channels) and the properties
specified by items (a)–(c), we may interpret J(ρ,K) as a quantifier of classicality of the state
ρ (with reference to the channel K). Indeed, a reasonable measure of classicality should be
concave in the state ρ (classical mixing of states should not decrease classicality on average),
which is in accordance with item (b). Operations on the state that leave the reference channel
undisturbed also should not decrease classicality, which is guaranteed by inequality (9).
In contrast, I(ρ,K) may be regarded as a quantity of coherence or quantumness of ρ
(with reference to K). This is consistent with Equation (8), which may be regarded as an
information-theoretic manifestation of the Bohr complementarity from the perspective
of the asymmetry–symmetry trade-off [84]: I(ρ,K) characterizes the asymmetry (of ρ
with respect to K) and can be related to the path feature in an interferometric setup, while
J(ρ,K) characterizes the symmetry (of ρ with respect to K) and can be related to fringe
visibility.

2.2. Classicality in Terms of Uncertainty

Although the quantity J(ρ,K) has nice information-theoretic features, it involves the
square root of a state and thus may be difficult to calculate. For simplicity and comparison,
we also introduce an alternative measure of classicality without the square root, which is
directly based on a modification of the ubiquitous notion of variance (uncertainty).

Recall that any state, as a Hermitian operator, can also be formally regarded as an
observable, and thus one may consider its variance with respect to another state (or, more
generally, any operator) [85,86]. Following this consideration, we introduce the variance of
a state ρ in a channel K defined by Equation (1) as

VK(ρ) = ∑
i

VKi (ρ), (10)

where
VK(ρ) = tr

(
(ρ− tr(ρK†K))2K†K

)
(11)
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is the generalized variance of ρ (considered as an observable) in K (not necessarily a
Hermitian operator). It turns out that

VK(ρ) = tr
(
ρ2K†K

)
−
(
tr(ρK†K)

)2(2− tr(K†K)
)

(12)

and in particular, if tr(K†K) = 1,, then

VK(ρ) = tr
(
ρ2K†K

)
−
(
tr(ρK†K)

)2.

In a d-dimensional system, the variance of ρ in K is upper bounded as

VK(ρ) = tr(ρ2)−∑
i

(
tr(ρK†

i Ki)
)2(2− tr(K†

i Ki)
)

(13)

≤ tr(ρ2)−∑
i

(
tr(ρK†

i Ki)
)2
(2− d)

≤ 1 + (d− 2)∑
i

(
tr(ρK†

i Ki)
)2

≤ 1 + (d− 2)

= d− 1.

Furthermore, if tr(K†
i Ki) = 1 for all i, then we actually have

VK(ρ) = tr(ρ2)−∑
i
(tr
(
ρK†

i Ki)
)2 ≤ 1. (14)

For some applications and intuitions of the above quantities, see Refs. [85,86]. In
Equation (10), we have put K in the subscript, i.e., with the notation VK(ρ) rather than
V(ρ, K); we are emphasizing that the above variance is quite different from the conventional
variance V(ρ, K) = tr(ρ(K− trρK)2) of the observable K (in the state ρ). Indeed, VK(ρ) is
convex in ρ, while V(ρ, K) is concave in ρ.

To introduce an alternative quantifier of classicality, noting that VK(ρ) ≤ d− 1, we
define

C(ρ,K) = d− 1−VK(ρ) = S2(ρ) + ∑
i

(
tr(ρK†

i Ki)
)2(2− tr(K†

i Ki)
)
+ d− 2, (15)

where
S2(ρ) = 1− tr(ρ2)

is the Tsallis 2-entropy. The quantity C(ρ,K) has the following properties.

(a) 0 ≤ C(ρ,K) ≤ d− 1.
(b) C(ρ,K) is concave in ρ.
(c) C(ρ,K) is covariant in the sense that

C(UρU†,K) = C(ρ, U†KU)

for any unitary operator U on the system Hilbert space. Here the channel U†KU is
defined as U†KU(ρ) = ∑i(U†KiU)ρ(U†KiU)†.

Similar to J(ρ,K), we have the following monotonicity property.

Proposition 2. Let Φ be a unital channel that does not disturb the Kraus operators of the reference
channel K defined by Equation (1) in the sense that Φ†(K†

i Ki) = K†
i Ki for all i, then

C(ρ,K) ≤ C(Φ(ρ),K). (16)
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In order to prove the above statement and to characterize the effect of the channel
Φ, we first recall the notion of majorization for vectors [102–104]. For any real vector
x = (x1, x2, · · · , xd) ∈ Rd, let x↓ = (x↓1, x↓2, · · · , x↓d) be the vector obtained by rearranging
the components of x in a non-increasing order. The weak majorization relation x �w y (i.e.,
x is weakly majorized by y, or y weakly majorizes x) means that [103]

k

∑
i=1

x↓i ≤
k

∑
i=1

y↓i , k = 1, 2, · · · , d.

If furthermore ∑d
i=1 x↓i = ∑d

i=1 y↓i (which is always satisfied for probability vectors), then it
is said that x is majorized by y, denoted as x � y. Intuitively, x � y means that x is more
chaotic (more flat, more uniform, more mixed, and more spread out) than y. For example,(1

d
,

1
d

, · · · ,
1
d

)
� (x1, x2, · · · , xd) � (1, 0, · · · , 0)

for any xi ≥ 0, ∑d
i=1 xi = 1. It is well known that x � y if and only if x = My for some

doubly stochastic matrix M (i.e., square matrix with non-negative entries and all row and
column sums equal to 1) [102]. We will be only concerned with probability vectors arising
from eigenvalues of a quantum state (density matrix).

Now, by the condition Φ†(K†
i Ki) = K†

i Ki we obtain

tr
(
Φ(ρ)K†

i Ki
)
= tr

(
ρΦ†(K†

i Ki)
)
= tr

(
ρK†

i Ki
)
.

Consequently, under the above condition, inequality (16) is equivalent to

tr(Φ(ρ)2) ≤ tr(ρ2),

which is true for any unital channel.

3. Quantifying Decoherence of System Induced by Environment

With the above preparation, which is a rather general setup, we now proceed to
quantify decoherence of system induced by environment. In order to obtain more concrete
and explicit results, we have to specify the system-environment coupling. For simplicity,
we study the important case when the reference channel K is induced by a von Neumann
measurement Π = {Πi = |i〉〈i| : i = 1, 2, · · · , d} in a d-dimensional system with {|i〉 : i =
1, 2, · · · , d} being an orthonormal basis of the system Hilbert space. In this case, we write
the corresponding reference channel as

Π(ρ) =
d

∑
i=1

ΠiρΠi =
d

∑
i=1
〈i|ρ|i〉|i〉〈i|.

By specifying K to Π and noting Equation (3), we have

J(ρ, Π) = 1 + tr
(√

ρΠ†(
√

ρ)
)
= 1 +

d

∑
i=1
〈i|√ρ|i〉2. (17)

Consider a quantum system with a d-dimensional Hilbert space HS, which interacts
with an environment consisting of d parts described by the Hilbert space HE = HE1 ⊗
HE2 ⊗ · · · ⊗ HEd through the controlled unitary operation

ΠU = Π1 ⊗UE1 + Π2 ⊗UE2 + · · ·+ Πd ⊗UEd (18)

on the combined system

HS ⊗ HE = HS ⊗ (HE1 ⊗ HE2 ⊗ · · · ⊗ HEd).
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Here U = {UEi : i = 1, 2, · · · , d} denotes the collection of unitary operators on the various
sub-environments, with UEi acting only on HEi . This scenario is schematically depicted in
Figure 1, and will be further discussed in the next section. In this context, one may wonder
why the dimension of the quantum system is the same as the number of environments.
This arises naturally in a multi-path interferometer, in which we are only concerned with
the path degree of freedoms, and thus the associated system Hilbert space is spanned by
the path basis. Consequently, the system is d-dimensional when we have d paths. In order
to study the decoherence of the system (consisting of the d paths as an orthonormal basis),
we attach a detector to each path, and thus we have d sub-environments (corresponding to
the d detectors).

Figure 1. Schematic illustration of decoherence of the system (initially in the state ρS) induced by the
environment consisting of d sub-environments (initially in the state ρE = ρE1 ⊗ ρE2 ⊗ · · · ⊗ ρEd ). The
combined initial system–environment state is ρSE = ρS ⊗ ρE. The system and environment is coupled
via the combined unitary operator ΠU = ∑d

i=1 Πi ⊗UEi , and the final combined system–environment
state is ρ′SE = ΠU ρSEΠ†

U with final system state ρ′S = trρ′SE. The decoherence of ρS (with respect to Π)
induced by the environment is quantified by D(ρS|Π, U) = J(ρ′S, Π)− J(ρS, Π) (see Equation (27))
and F(ρS|Π, U) = C(ρ′S, Π) − C(ρS, Π) (see Equation (31)), both of which may be interpreted as
increases in classicality of the system caused by the environment.

The initial combined system–environment state is

ρSE = ρS ⊗ ρE,

where ρS is the initial system state, and ρE = ρE1 ⊗ ρE2 ⊗ · · · ⊗ ρEd is the initial environ-
ment state. When expressed as a density matrix with respect to the orthonormal basis
{|i〉 : i = 1, 2, · · · , d}, the initial system state ρS has the matrix form

ρS =
(
〈i|ρS|j〉

)
=

⎛⎜⎜⎜⎝
〈1|ρS|1〉 〈1|ρS|2〉 · · · 〈1|ρS|d〉
〈2|ρS|1〉 〈2|ρS|2〉 · · · 〈2|ρS|d〉

...
...

. . .
...

〈d|ρS|1〉 〈d|ρS|2〉 · · · 〈d|ρS|d〉

⎞⎟⎟⎟⎠. (19)

After the system–environment interaction through the unitary operation (18), the final
state of the combined system is

ρ′SE = ΠU ρSEΠ†
U

= (Π1 ⊗UE1 + · · ·+ Πd ⊗UEd)(ρS ⊗ ρE)(Π1 ⊗UE1 + · · ·+ Πd ⊗UEd)
†

=
d

∑
i,j=1

(ΠiρSΠj)⊗ (UEi ρEU†
Ej
). (20)

Here we emphasize that UEi acts only nontrivially on HEi . From the above expression, we
obtain the final (reduced) system state

ρ′S = trEρ′SE =
d

∑
i,j=1

tr(UEi ρEU†
Ej
) ·ΠiρSΠj (21)
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after the interaction, which can be represented as the d× d matrix (noting that Πi = |i〉〈i|)

ρ′S =
(
〈i|ρS|j〉ωij

)
=

⎛⎜⎜⎜⎝
〈1|ρS|1〉 〈1|ρS|2〉ω12 · · · 〈1|ρS|d〉ω1d
〈2|ρS|1〉ω21 〈2|ρS|2〉 · · · 〈2|ρS|d〉ω2d

...
...

. . .
...

〈d|ρS|1〉ωd1 〈d|ρS|2〉ωd2 · · · 〈d|ρS|d〉

⎞⎟⎟⎟⎠ = ρS ◦Ω (22)

with respect to the orthonormal basis {|i〉 : i = 1, 2, · · · , d}. Here the symbol ◦ denotes the
Hadamard product (also called the Schur product or the entry-wise product) of matrices
defined as (aij) ◦ (bij) = (aijbij), and Ω = (ωij) with

ωij = tr(UEi ρEU†
Ej
)

being a correlation matrix, i.e., a non-negative definite matrix with diagonal entries all
equal to 1. By casting ωij as

ωij = tr(UEi ρEU†
Ej
) = tr(XiX†

j ),

with Xi = UEi

√
ρE, we readily see that the matrix Ω = (ωij) is a Gram matrix of the family

of operators {Xi : i = 1, 2, · · · , d} as vectors in the Hilbert space consisting of operators
(with the Hilbert–Schmidt product) acting on the environment. Moreover,

ωij =

{
1, i = j
ωiω

∗
j , i �= j

with ωi = tr(UEi ρEi ), and ω∗j denotes the complex conjugation of the complex number ωj.
Since Ω is a non-negative definite matrix, it has a square root, which may be symbolically
expressed as

√
Ω =

(
αij

)
=

⎛⎜⎜⎜⎝
〈α1|
〈α2|

...
〈αd|

⎞⎟⎟⎟⎠ = (|α1〉, |α2〉, · · · , |αd〉), (23)

where the bra 〈αi| = ∑d
j=1 αij〈j| is identified with the row vector (αi1, αi2, · · · , αid), while

the corresponding adjoint vector (ket) |αi〉 = ∑d
j=1 α∗ij|j〉 = ∑d

j=1 αji|j〉 is identified with the

column vector (α∗i1, α∗i2, · · · , α∗id)
T = (α1i, α2i, · · · , αdi)

T . Consequently, Ω can be expressed
as the following Gram matrix

Ω =

⎛⎜⎜⎜⎝
〈α1|
〈α2|

...
〈αd|

⎞⎟⎟⎟⎠(|α1〉, |α2〉, · · · , |αd〉) =
(
〈αi|αj〉

)
, (24)

which will be used later.
We write the operation determined by Equation (22) as the channel

ΦS(ρS) = ρ′S = ρS ◦Ω, (25)

which may be called a Hadamard channel due to the involvement of the Hadamard product.
This channel has some nice properties.

(a) The dual of the channel ΦS(ρS) = ρS ◦Ω is Φ†
S(X) = X ◦ΩT , where ΩT denotes

the transposition of the matrix Ω. In particular, if Ω is a real symmetric matrix and thus
ΩT = Ω∗ = Ω, then the corresponding channel ΦS(ρS) is self-dual. Here Ω∗ denotes
complex conjugation of each entry of the matrix Ω.
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(b) The channel ΦS(ρS) = ρS ◦Ω can be expressed as the Kraus operator-sum form

ΦS(ρS) =
d

∑
j=1

ΩjρSΩ†
j (26)

with the diagonal matrices (Kraus operators)

Ωj = diag{α1j, α2j, · · · , αdj} =

⎛⎜⎜⎜⎝
α1j 0 · · · 0
0 α2j · · · 0
...

...
. . .

...
0 0 · · · αdj

⎞⎟⎟⎟⎠
with αij determined by Equation (23).

(c) If |ωij| < 1 for i �= j, then the repeated iteration of the channel ΦS tends to the
completely decohering channel in the sense that limn→∞ Φn

S(ρS) = diag(ρS). Here the
convergence is for any norm on the operator space of a finite dimensional Hilbert space.

All the above properties can be directly verified.
Compared with the initial system state ρS given by Equation (19), the off-diagonal

entries of the final system state ρ′S = ΦS(ρS) in Equation (22) is multiplied by ωij. This
is the conventional meaning of decoherence as decaying of off-diagonal entries of the
density matrix. In order to use a single numerical quantity to summarize certain amount of
decoherence, we introduce the following quantity

D(ρS|Π, U) = J(ρ′S, Π)− J(ρS, Π), (27)

which is our first key character for quantifying decoherence induced by the environment.
The above quantifier of decoherence can be more explicitly expressed as

D(ρS|Π, U) =
d

∑
i=1

(
〈i|
√

ρ′S|i〉2 − 〈i|
√

ρS|i〉2
)

.

The physical intuition of the above quantity is the increase in classicality caused by the
interaction with the environment (the channel ΦS). This notation indicates clearly and
precisely that we are talking about the decoherence of the initial system state ρS (with
respect to Π) induced by the environment (symbolized by the collection U = {UEi : i =
1, 2, · · · , d} of unitary operators acting on the environment).

The quantifier of decoherence D(ρS|Π, U) possesses the following properties.

Proposition 3. 0 ≤ D(ρS|Π, U) ≤ 1. Moreover, D(ρS|Π, U) = 0 if UEi = ci1Ei (proportional
to the identity operator on the i-th sub-environment for all i).

We conjecture that D(ρS|Π, U) is convex in ρ. It seems that a proof may require some deep
mathematics.

To prove Proposition 3, first noting that Φ†
S(ρS) = ρS ◦ΩT , it is easy to verify Φ†

S(Πi) =
Πi. Now, from Π2

i = Πi and inequality (9) in Proposition 1, we conclude that

J(ρ′S, Π) = J(ΦS(ρS), Π) ≤ J(ρS, Π), (28)

which implies the desired inequality 0 ≤ D(ρS|Π, U). The upper bound D(ρS|Π, U) ≤ 1
follows readily from the property of J(ρ, Π).

For the decoherence channel ΦS, we have

λ(ΦS(ρS)) � λ(ρS), (29)
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where λ(ρS) is the probability vector consisting of the eigenvalues (spectrum, in any order)
of the quantum state ρS. The heuristic and intuitive meaning of the above inequality is that
the decoherence renders the state flatter in the sense that the probability vector consisting
of the eigenvalues of the final state is more uniform (more mixing, more spread out) than
that of the initial system state, as mathematically defined by the majorization relation of
probability vectors.

Recall that a unitarily invariant norm || · || is an operator norm with the unitary
invariance ||X|| = ||UXW|| for all X and all unitary operators U and W. Prototypical
examples of such norms include the trace norm ,the Frobenius norm, the p-norm (with
p ≥ 1), and the Ky Fan norm [104]. Equation (29) implies that

||ΦS(ρS)|| ≥ ||ρS|| (30)

for any unitarily invariant norm || · ||. In particular, if ΦS is the completely decohering
channel in the sense that Ω = (ωij) = 1, that is

ΦS(ρS) =

⎛⎜⎜⎜⎝
〈1|ρS|1〉 0 · · · 0

0 〈2|ρS|2〉 · · · 0
...

...
. . .

...
0 0 · · · 〈d|ρS|d〉

⎞⎟⎟⎟⎠ = diag(ρS),

then we come to the well-known fact that the vector formed by the diagonal entries
of a density matrix is majorized by the vector formed by the eigenvalues of the ma-
trix [102], that is, λ(diag(ρs)) � λ(ρS). By taking the trace norm of the logarithm of
the states, we obtain Πd

i=1〈i|ρS|i〉 ≥ det(ρS) = Πd
i=1λi(ρS), which is precisely the cele-

brated Hadamard determinant inequality [105]. Here λi(ρS) are eigenvalues of ρS, and
λ(ρS) = (λ1(ρS), λ2(ρS), · · · , λd(ρS)).

In terms of classicality defined via variance of states, we introduce an alternative
quantifier for decoherence as

F(ρS|Π, U) = C(ρ′S, Π)− C(ρS, Π), (31)

which can be explicitly expressed as

F(ρS|Π, U) = tr(ρ2
S)− tr(ρ′2S ) =

d

∑
i=1

(
〈i|ρ2

S|i〉 − 〈i|ρ′2S |i〉
)
. (32)

The intuition of the above measure is similar to that of D(ρS|Π, U): The increase in clas-
sicality of the system caused by the environment captures some essential features of
decoherence.

Proposition 4.

(a) 0 ≤ F(ρS|Π, U) ≤ 1. Moreover, F(ρS|Π, U) = 0 if UEi = ci1Ei (proportional to the
identity operator on the i-th sub-environment for all i).

(b) F(ρS|Π, U) is convex in ρ.

For item (a), the non-negativity of F(ρS|Π, U) follows from inequality (16) in Proposi-
tion 2. The upper bound is evident in view of inequality (32).

For item (b), let c ∈ [0, 1], ρS and σS be two states with ρ′S = ΦS(ρS), σ′S = ΦS(σS).
Straightforward manipulation yields

cF(ρS|Π, U) + (1− c)F(σS|Π, U)− F(cρS + (1− c)σS|Π, U)

= c(1− c)
(
tr((ρS − σS)

2)− tr((ρ′S − σ′S)
2)
)

≥ 0.
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The last inequality follows from

λ(ρ′S − σ′S)) � λ(ρS − σS).

We see that, on the one hand, D(ρS|Π, U) and F(ρS|Π, U) share some similar prop-
erties, and, on the other hand, they have different advantages and disadvantages. This is
reminiscent of the comparison between the conventional variance and Fisher information.

4. Influence on Environment Caused by System

The interaction between the system and the environment is mutual. While we are
focusing on the decoherence of the system caused by the environment, it may also be useful
to investigate the influence on the environment caused by the system. In a formal fashion,
this may also be interpreted as the decoherence of the environment caused by the system.
Due to the asymmetry of the system–environment interaction, there are subtle differences
between the influence on the environment caused by the system and that on the system
caused by the environment.

From Equation (20), we obtain the final environment state

ρ′E = trSρ′SE =
d

∑
i=1

tr(ΠiρS)UEi ρEU†
Ei
=

d

∑
i=1

piUEi ρEU†
Ei

after the system–environment interaction. Here pi = tr(ρSΠi) = 〈i|ρS|i〉. We denote the
above operation as

ΦE(ρE) = ρ′E =
d

∑
i=1

piUEi ρEU†
Ei

,

which is a random unitary channel with Kraus operators
√

piUEi . Moreover, noting that
ρE = ρE1 ⊗ ρE2 ⊗ · · · ⊗ ρEd , we have

J(ρE, ΦE) = 1 + tr
(√

ρEΦ†
E(
√

ρE)
)
= 1 +

d

∑
i=1

pitr(
√

ρEU†
Ei

√
ρEUEi )

= 1 +
d

∑
i=1

pitr(
√

ρEi U
†
Ei

√
ρEi UEi ) (33)

and

J(ρ′E, ΦE) = 1 + tr
(√

ρ′EΦ†
E(
√

ρ′E)
)
= 1 +

d

∑
i=1

pitr
(√

ρ′EU†
Ei

√
ρ′EUEi

)
The final state of the i-th sub-environment reads

ρ′Ei
= trÊi

ρ′E = trÊi

( d

∑
i=1

piUEi ρEU†
Ei

)
= piUEi ρEi U

†
Ei
+ (1− pi)ρEi ,

where the notation trÊi
denotes the partial trace over all sub-environments except for Ei.

We denote the corresponding operation as the channel

ΦEi (ρEi ) = ρ′Ei
= piUEi ρEi U

†
Ei
+ (1− pi)ρEi ,

which is also a random unitary channel. The classicality of the environment can be
evaluated as

J(ρEi , ΦEi ) = 1 + tr
(√

ρEi Φ
†
Ei
(
√

ρEi )
)
= 2− pi + pitr(

√
ρEi U

†
Ei

√
ρEi UEi ) (34)

and

J(ρ′Ei
, ΦEi ) = 1 + tr

(√
ρ′Ei

Φ†
Ei
(
√

ρ′Ei
)
)
= 2− pi + pitr

(√
ρ′Ei

U†
Ei

√
ρ′Ei

UEi

)
.
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Comparing Equations (33) and (34), we get

2− J(ρE, ΦE) =
d

∑
i=1

(
2− J(ρEi , ΦEi )

)
,

or equivalently,

I(ρE, ΦE) =
d

∑
i=1

I(ρEi , ΦEi ),

which shows a kind of additivity property, as intuitively expected since the initial environ-
ment is in a product state ρE = ρE1 ⊗ ρE2 ⊗ · · · ⊗ ρEd .

In terms of the classicality J(ρE, ΦE) of the environment, we define the influence on
the total environment caused by the system as

D(ρE|U, Π) = J(ρ′E, ΦE)− J(ρE, ΦE) (35)

and the influence on the i-th sub-environment caused by the system as

D(ρEi |U, Π) = J(ρ′Ei
, ΦEi )− J(ρEi , ΦEi ), (36)

respectively. Compared with Equation (27), we have deliberately swapped the place of U
and Π to indicate the difference of the reference channels. The influence on the environment
caused by the system can be explicitly evaluated as

D(ρE|U, Π) =
d

∑
i=1

pitr
(√

ρ′EU†
Ei

√
ρ′EUEi −

√
ρEU†

Ei

√
ρEUEi

)
.

Similarly,

D(ρEi |U, Π) = pitr
(√

ρ′Ei
U†

Ei

√
ρ′Ei

UEi −
√

ρEi U
†
Ei

√
ρEi UEi

)
.

If we use the alternative quantifier of classicality C(ρ,K), then the classicality of the
initial and final environment states with respect to the reduced environment channel can
be evaluated as

C(ρE, ΦE) = 1− tr(ρ2
E) +

d

∑
i=1

p2
i (2− pidi) + d− 2

C(ρ′E, ΦE) = 1− tr(ρ′2E ) +
d

∑
i=1

p2
i (2− pidi) + d− 2.

where di is the dimension of the i-th sub-environment. In terms of the classicality of
the environment C(ρE, ΦE), we have an alternative measure of influence on the total
environment caused by the system as

F(ρE|U, Π) = C(ρ′E, ΦE)− C(ρE, ΦE)

and the influence on the i-th environment caused by the system as

F(ρEi |U, Π) = C(ρ′Ei
, ΦEi )− C(ρEi , ΦEi ),

respectively. It turns out that

F(ρE|U, Π) = tr(ρ2
E)− tr(ρ′2E )

F(ρEi |U, Π) = tr(ρ2
Ei
)− tr(ρ′2Ei

).
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These quantities of influence on the environment (caused by the system) may be
compared with the quantifiers of decoherence of the system (caused by the environment),
and they should be correlated due to the system-environment coupling.

5. Illustrating Decoherence in Interferometry

We illustrate the effectiveness of the quantifiers proposed in the preceding section
with a two-path interferometer, as depicted in Figure 2. The system Hilbert space of interest
here is effectively a qubit space with the two paths labeled as Π1 = |0〉〈0| and Π2 = |1〉〈1|.
Let the initial system state (the path degree part of the physical state) be

ρS =
1
2

(
1 +

3

∑
i=1

rjσj

)
=

1
2

(
1 + r3 r1 − ir2

r1 + ir2 1− r3

)
(37)

with the Bloch vector r = (r1, r2, r3) ∈ R3 satisfying |r| =
√

r2
1 + r2

2 + r2
3 ≤ 1 and σj being

the Pauli spin matrices. The eigenvalues of ρS are (1± |r|)/2. It can be directly evaluated
that

√
ρS =

1
2
√

γ

(
γ + r3 r1 − ir2

r1 + ir2 γ− r3

)
with

γ = 1 +
√

1− |r|2. (38)

Figure 2. Schematic illustration of decoherence induced by the array of path detectors U = {UEi :
i = 1, 2} (serving as the environment of the system state ρS) attached to the collection of path
Π = {Πi : i = 1, 2}. Each path Πi is probed by a detector UEi . The initial system state is ρS, while
the initial array of detector state is ρE = ρE1 ⊗ ρE2 . The combined initial state is ρSE = ρS ⊗ ρE. The
system–detector coupling is via the combined unitary operator ΠU = ∑2

i=1 Πi ⊗UEi , and the final
combined system is ρ′SE = ΠU ρSEΠ†

U with final system state ρ′S = trρ′SE. The decoherence of ρS (with
respect to Π) induced by the path detectors are quantified by D(ρS|Π, U) = J(ρ′S, Π)− J(ρS, Π) and
F(ρS|Π, U) = C(ρ′S, Π)− C(ρS, Π), which are the increasing amount of classicality of the system
state caused by the path detectors.

For a two-path interferometer with a detector attached to each path, let ρEi be the initial
detector state attached to path i; the system and detector evolve under the controlled-U
operation

ΠU = Π1 ⊗UE1 + Π2 ⊗UE2 . (39)

From an information-theoretic point of view, this controlled-U operation correlates the
quantum system and the detector and leads to the combined final state

ρ′SE = ΠU(ρS ⊗ ρE)Π†
U

= (Π1ρSΠ1)⊗ (UE1 ρEU†
E1
) + (Π1ρSΠ2)⊗ (UE1 ρEU†

E2
)

+ (Π2ρSΠ1)⊗ (UE2 ρEU†
E1
) + (Π2ρSΠ2)⊗ (UE2 ρEU†

E2
). (40)
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The final system state can be obtained by taking the partial trace over the detector as

ρ′S = trEρ′SE

= Π1ρSΠ1 + Π1ρSΠ2tr(UE1 ρEU†
E2
) + Π2ρSΠ1tr(UE2 ρEU†

E1
) + Π2ρSΠ2

=
1
2

(
1 + r3 (r1 − ir2)V∗

(r1 + ir2)V 1− r3

)
.

with
V = tr(UE2 ρEU†

E1
) = tr(UE2 ρE2) · tr(ρE1U†

E1
)

being a complex number. By the Cauchy–Schwarz inequality, we have

|V|2 =
∣∣tr((UE2

√
ρE)(UE1

√
ρE)

†)∣∣2
≤ tr

(
(UE2

√
ρE)(UE2

√
ρE)

†) · tr((UE1

√
ρE)(UE1

√
ρE)

†)
= 1.

The eigenvalues of ρ′S = ΦS(ρS) are

λ1(ρ
′
S) =

1
2

(
1 +

√
r2

3 + (r2
1 + r2

2)|V|2)
)

(41)

λ2(ρ
′
S) =

1
2

(
1−

√
r2

3 + (r2
1 + r2

2)|V|2
)

. (42)

Consequently, we see that
λ(ρ′S) � λ(ρS),

as it should be by Proposition 2.
Noting that √

ρ′S =
1

2
√

γ′

(
γ′ + r3 (r1 − ir2)V∗

(r1 + ir2)V γ′ − r3

)
,

where
γ′ = 1 +

√
1− (r2

1 + r2
2)|V|2 − r2

3, (43)

we obtain

D(ρS|Π, U) = J(ρ′S, Π)− J(ρS, Π)

=
(γ′ + r3

2
√

γ′

)2
+
(γ′ − r3

2
√

γ′

)2
−
(γ + r3

2
√

γ

)2
−
(γ− r3

2
√

γ

)2

=
1
2
(γ′ − γ)

(
1− r2

3
γ′γ

)
. (44)

Since γ′ ≥ γ, γ ≥ 1 ≥ r3, we see readily that the above quantity is non-negative. Moreover,
because γ′ is a decreasing function of |V|2, from Equation (44) we see that D(ρS|Π, U) is a
decreasing function of |V|2.

Similarly, we can evaluate

C(ρ′S, Π) = 1− 1
4
(
(1 + r3)

2 + (r2
1 + r2

2)|V|2 + (1− r3)
2 + (r2

1 + r2
2)|V|2

)
+

1
4
(
(1 + r3)

2 + (1− r3)
2)

= 1− 1
2
(r2

1 + r2
2)|V|2,
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from which we obtain

F(ρS|Π, U) = C(ρ′S, Π)− C(ρS, Π) =
1
2
(r2

1 + r2
2)(1− |V|2), (45)

which is also apparently a decreasing function of |V|.
It can be easily verified that both the decoherence quantifiers D(ρS|Π, U) and

F(ρS|Π, U) are decreasing functions of |V|, and achieve the minimal value 0 when |V| = 1,
which corresponds to the situation when the detector does not obtain the path information.
In this case, coherence is preserved, and there is no decoherence. This is consistent with
our intuition since decoherence can be regarded as the washing out of interference, while
D(ρS|Π, U) and F(ρS|Π, U) can be regarded as measures of path information leakage to
the detectors (classical path information). The detectors, from which we can obtain the
path information of the quantum system, would inevitably reduce the interference ability
of the quantum system.

The quantity V = tr(UE2 ρEU†
E1
) arises naturally in at least two other contexts:

(a) If we take UE1 = 1 and UE2 = U, then we come to the setup of Englert [34], in
which |V| is the fringe visibility in the complementarity relation

|V|2 +D2 ≤ 1,

with D = 1
2 tr|UρEU† − ρE| being the quantitative measure of distinguishability. In this

context, V is also called the interference function.
(b) If we define the generalized variance of measuring any operator X in state σ as

V(σ, X) = tr
(
σ(X− tr(σX))(X− tr(σX))†),

and consider the unitary operator U†
E1

UE2 = U†
E1
⊗UE2 , then we have

V(ρE, U†
E1

UE2) = tr
(
ρE(U†

E1
UE2 − tr(ρEU†

E1
UE2))(U

†
E1

UE2 − tr(ρEU†
E1

UE2))
†)

= 1− |tr(UE2 ρEU†
E1
)|2

= 1− |V|2,

which is a kind of measure of path detecting capability. The above relation immediately
leads to

V(ρE, U†
E1

UE2) + |V|2 = 1,

which is apparently a complementary relation between the path information and fringe
visibility. Furthermore, combined with Equation (45), we have

F(ρS|Π, U) =
1
2
(r2

1 + r2
2)V(ρE, U†

E1
UE2),

which relates the decoherence directly with the path-detecting information. This is con-
sistent with our intuitive understanding of decoherence as the information leakage to the
detectors (environment).

Now we make some comparison of our quantifiers of decoherence with existing
ones. Since, in general, decoherence is also regarded as the establishment of correlations
between the system and environment, it is expected that decoherence should be related
to correlations, as quantified by the mutual information between the system and the
environment. For simplicity, we consider the setup described by Figure 2 and assume
that the initial system state and environment state are both pure. In this case, the final
system–environment state ρ′SE is pure since the coupling ΠU is unitary. Consequently, the
mutual information of the final system–environment state is
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I(ρ′SE) = S(ρ′S) + S(ρ′E)− S(ρ′SE) = 2S(ρ′S) = 2
(
− λ1(ρ

′
S)lnλ1(ρ

′
S)− λ2(ρ

′
S)lnλ2(ρ

′
S)
)
,

where λj(ρ
′
S) are determined by Equations (41) and (42), and S(σ) = −trσlnσ is the von

Neumann entropy of the state σ. Since the initial system state ρS defined by Equation (37)
is pure, we have r2

1 + r2
2 + r2

3 = 1. Therefore by Equations (41), (42) and (45), we have

λ1(ρ
′
S) =

1
2

(
1 +

√
1− (r2

1 + r2
2)(1− |V|2)

)
=

1
2

(
1 +

√
1− 2F(ρS|Π, U)

)
,

λ2(ρ
′
S) =

1
2

(
1−

√
1− (r2

1 + r2
2)(1− |V|2)

)
=

1
2

(
1−

√
1− 2F(ρS|Π, U)

)
.

Now the mutual information can be expressed as

I(ρ′SE) = 2H
(1

2
(
1 +

√
1− 2F(ρS|Π, U)

))
,

where H(p) = −plnp− (1− p)ln(1− p) is the binary Shannon entropy function, 0 ≤ p ≤ 1.
From the above equation, we see that the mutual information is monotonically related to
the decoherence: when decoherence increases, the mutual information increases, which
is consistent with the intuition that larger decoherence corresponds to larger amount of
correlations established between the system and the environment (larger information
leakage to the environment). Although the above result is proved for initial pure states
and F(ρS|Π, U), the general cases concerning mixed initial states and the decoherence
quantifier D(ρS|Π, U) are similar, but the calculations are more complicated. It will be also
interesting to make a more comprehensive comparative studies between various quantities
related to decoherence and correlations.

6. Summary

In order to quantify decoherence induced by environment, we reviewed two quanti-
fiers of classicality in a general setup of state–channel interaction by exploiting the Jordan
symmetric product and a modified notion of variance. These quantifiers may be of inde-
pendent interest in addressing the classical–quantum interplay. We also elucidated some
simple yet useful features of the decoherence channel (Hadamard channel).

Employing the above quantifiers of classicality, we introduced two quantifiers of
decoherence induced by environment in the combined “system + environment” setup.
These quantifiers have some nice properties and can be used to summarize the decoherence
strength of an open system. Connections with complementarity were discussed. The
results were illustrated via a two-path interferometer.

A natural approach to quantifying decoherence is via correlations between the system
and the environment. There are various quantifiers for correlations such as the quantum
mutual information, entanglement, quantum discord, measurement-induced disturbance,
measurement-induced nonlocality, classical correlations, etc. In particular, decoherence is
quantified from a decorrelating perspective in Refs. [106,107]. However, correlations are
generally hard to evaluate. Our present approaches differ from the conventional approach
to decoherence via correlations such as quantum mutual information. Our quantifiers
of decoherence are relatively easier to calculate and have intimate relations with the
Wigner–Yanase skew information, uncertainty, and the resource theory of coherence. This
indicates certain operational significance of the quantities. However, it remains to further
study the operational meaning of these quantifiers of decoherence and to investigate their
implications for foundational issues and experimental practices.

For open quantum systems, apart from decoherence, another prominent characteristic
is quantum Markovianity/non-Markovianity [108–116]. Although the classical Markovian-
ity is uniquely defined and well understood, there is not a single universally accepted defi-
nition of quantum Markovianity. A host of quantum Markovianity-related concepts coexist,
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such as GKS–Lindblad master equations, distinguishability, divisibility, no-information
backflow, monotonic decreasing in correlations, etc. However, just like decoherence is
related to the decaying of off-diagonal entries of the density matrix, a general common
feature of the various Markovianities is related to information loss and memoryless effects.
This indicates that there are intimate relations between decoherence and Markovianity.
We remark that the feature of decoherence as information monotonically flowing into
the environment is deeply related to the Markovian approximation. In non-Markovian
dynamics, in contrast to decoherence, recoherence may occur. The interplay and relations
between decoherence and quantum Markovianity/non-Markovianity are worth further
investigations.
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Abstract: Quantum Brownian motion, described by the Caldeira–Leggett model, brings insights to
the understanding of phenomena and essence of quantum thermodynamics, especially the quantum
work and heat associated with their classical counterparts. By employing the phase-space formulation
approach, we study the heat distribution of a relaxation process in the quantum Brownian motion
model. The analytical result of the characteristic function of heat is obtained at any relaxation time
with an arbitrary friction coefficient. By taking the classical limit, such a result approaches the heat
distribution of the classical Brownian motion described by the Langevin equation, indicating the
quantum–classical correspondence principle for heat distribution. We also demonstrate that the
fluctuating heat at any relaxation time satisfies the exchange fluctuation theorem of heat and its
long-time limit reflects the complete thermalization of the system. Our research study justifies the
definition of the quantum fluctuating heat via two-point measurements.

Keywords: open quantum systems; phase-space formulation; quantum Brownian motion;
heat statistics

1. Introduction

In the past few decades, the discovery of fluctuation theorems [1–4] and the establish-
ment of the framework of stochastic thermodynamics [5–7] deepened our understanding
of the fluctuating nature of thermodynamic quantities (such as work, heat and entropy
production) in microscopic systems [8–13]. Among various fluctuation theorems, the
non-equilibrium work relation [2] sharpens our understanding of the second law of ther-
modynamics by presenting an elegant and precise equality associating the free energy
change with the fluctuating work. Such a relation was later extended to the quantum realm
based on the two-point measurement definition of the quantum fluctuating work [14,15],
soon after its discovery in the classical regime. The work statistics has been widely studied
in various microscopic classical and quantum systems [16–26]. Historically, the quantum–
classical correspondence principle played an essential role in the development of the
theory of quantum mechanics and the interpretation of the transition from quantum to
classical world [27,28]. In Refs. [19,22,24], it is demonstrated that the existence of the
quantum–classical correspondence principle for work distribution brings justification for
the definition of quantum fluctuating work via two-point measurements.

Compared to work statistics, heat statistics relevant to thermal transport associated
with a nonequilibrium stationary state has been extensively studied [29–38], but the
heat statistics in a finite-time quantum thermodynamic process [39–41] and its quantum–
classical correspondence have been less explored. A challenge is that the precise descrip-
tion of the bath dynamics requires handling a huge number of degrees of freedom of
the heat bath. Different approaches have been proposed to calculate the quantum fluc-
tuating heat and its statistics, such as the non-equilibrium Green’s function approach
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to quantum thermal transport [29,32,36,42–44] and the path-integral approach to quantum
thermodynamics [45–49]. However, very few analytical results about the heat statistics have
been obtained for the relaxation processes in open quantum systems. These analytical
results are limited to either the relaxation dynamics described by the Lindblad master
equation [39,40] or the long-time limit independent of the relaxation dynamics [50]. On the
other hand, some results about the heat statistics in the classical Brownian motion model
have been reported [51–59]. How the quantum and the classical heat statistics (especially
associated with the relaxation dynamics in finite time) are related to each other has not
been explored so far, probably due to the difficulty in studying the heat statistics in open
quantum systems [60–62].

In this article, we study the heat statistics of a quantum Brownian motion model
described by the Caldeira–Leggett Hamiltonian [48,63–68], where the heat bath is modeled
as a collection of harmonic oscillators. Although it is well known that the dynamics
of such an open quantum system can approach that of the classical Brownian motion
in the classical limit h̄ → 0 [64], less is known about the heat statistics of this model
during the finite-time relaxation process. Here, we focus on the relaxation process without
external driving (the Hamiltonian of the system is time-independent); thus, the quantum
fluctuating heat can be defined as the difference of the system energy between the initial
and the final measurements [69].Under the Ohmic spectral density, the dynamics of the
composite system is exactly solvable in the continuum limit of the bath oscillators [70]. By
employing the phase-space formulation approach [71–73], we obtain analytical results of
the characteristic function of heat for the Caldeira–Leggett model at any relaxation time
τ with an arbitrary friction coefficient κ. Previously, such an approach was employed to
study the quantum corrections to work [74–76] and entropy [77,78]. Analytical results
of the heat statistics bring important insights to understand the fluctuating property of
heat. By taking the classical limit h̄→ 0, the heat statistics of the Caldeira–Leggett model
approaches that of the classical Brownian motion model. Thus, our results verify the
quantum–classical correspondence principle for heat distribution, and provide justification
for the definition of the quantum fluctuating heat via two-point measurements. We also
verify, from the analytical results, that the heat statistics satisfies the exchange fluctuation
theorem of heat [4].

The rest of this article is organized as follows. In Section 2, we introduce the Caldeira–
Leggett model and define the quantum fluctuating heat. In Section 3, the analytical results
of the characteristic function of heat are obtained by employing the phase-space formulation
approach. We show the quantum–classical correspondence of the heat distribution and
discuss the heat distribution in the long-time limit or with the extremely weak or strong
coupling strength. The conclusion is given in Section 4.

2. The Caldeira–Leggett Model and the Heat Statistics

2.1. The Caldeira–Leggett Model

The quantum Brownian motion is generally described by the Caldeira–Leggett
model [64,65], where the system is modeled as a single particle moving in a specific po-
tential and the heat bath is a collection of harmonic oscillators. For simplicity, we choose
the harmonic potential for the system [66,79–81], where the dynamics of such an open
quantum system can be solved analytically. The system relaxes to the equilibrium state
at the temperature of the heat bath. We study the heat distribution of such a quantum
relaxation process and analytically obtain the characteristic function of heat and its classical
correspondence based on the phase-space formulation of quantum mechanics.

The total Hamiltonian of the composite system is Htot = HS + HB + HSB with
each term being
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HS =
1
2

p̂2
0

m0
+

1
2

m0ω2
0 q̂2

0 (1)

HB =
N

∑
n=1

(
1
2

p̂2
n

mn
+

1
2

mnω2
nq̂2

n

)
(2)

HSB = −q̂0

N

∑
n=1

(Cnq̂n) +
N

∑
n=1

(
C2

n
2mnω2

n
q̂2

0

)
, (3)

where m0, ω0, q̂0 and p̂0 (mn, ωn, q̂n and p̂n with n = 1, 2, 3, ..., N) are the mass, frequency,
position and momentum of the system (the n-th bath harmonic oscillator) and Cn is the
coupling strength between the system and the n-th bath harmonic oscillator. The counter-
term ∑n[C2

n/(2mnω2
n)]q̂2

0 is included in the interaction Hamiltonian HSB to cancel the
frequency shift of the system.

The spectral density is defined as J(ω) := ∑n[C2
n/(2mnωn)]δ(ω−ωn). We adopt an

Ohmic spectral density with the Lorentz–Drude cutoff [67]

J(ω) =
m0κ

π
ω

Ω2
0

Ω2
0 + ω2

, (4)

where κ is the friction coefficient. A sufficiently large cutoff frequency Ω0 (Ω0 � ω0) is
applied to ensure a finite counter-term and the dynamics with the timescale exceeding 1/Ω0
is Markovian. Under such a spectral density, the dissipation dynamics of the Caldeira–
Leggett model with a weak coupling strength κ � ω0 reproduces that of the classical
underdamped Brownian motion when taking the classical limit h̄→ 0 [64].

We assume the initial state to be a product state of the system and the heat bath

ρ(0) = ρS(0)⊗ ρG
B , (5)

which makes it possible to define the quantum fluctuating heat via two-point measurements.
Here, ρS(0) is the initial state of the system and ρG

B = exp(−βHB)/ZB(β) is the Gibbs
distribution of the heat bath with the inverse temperature β and the partition function
ZB(β) = Tr[exp(−βHB)].

2.2. The Quantum Fluctuating Heat in the Relaxation Process

We study the heat distribution of the relaxation process based on the two-point
measurement definition of the quantum fluctuating heat. When no external driving is
applied to the system, the Hamiltonian of the system is time-independent. Since no work
is performed during the relaxation process, the quantum fluctuating heat can be defined as

Ql′ l = ES
l′ − ES

l , (6)

where ES
l (ES

l′ ) is the eigenenergy of the system corresponding to the outcome l (l′) at the
initial (final) time t = 0 (t = τ). The two-point measurements over the heat bath can be
hardly realized due to a huge number of degrees of freedom of the heat bath [20], while the
measurements over the small quantum system are much easier in principle. The positive
sign corresponds to the energy flowing from the heat bath to the system.

For the system prepared in an equilibrium state, no coherence exists in the initial state
and the initial density matrix of the system commutes with the Hamiltonian of the system,
[ρ(0), HS] = 0. The probability of observing the transition from l and l′ is

pτ,l′ l = γτ,l′ l pl , (7)
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with the conditional transition probability γτ,l′ l = Tr
[
(P̂S

l′ ⊗ IB)Utot(τ)(P̂S
l ⊗ ρG

B )U
†
tot(τ)

]
and the initial probability pl = Tr[ρ(0)P̂S

l ]. Here, P̂S
l = |l〉〈l| is the projection operator

corresponding to the outcome l. The heat distribution is defined as

Pτ(q) := ∑
l′ ,l

δ(q−Ql′ l)pτ,l′ l . (8)

The characteristic function of heat χτ(ν) is defined as the Fourier transform of the heat
distribution χτ(ν) := ∑l′ ,l exp[iν(ES

l′ − ES
l )]pτ,l′ l , which can be rewritten explicitly as

χτ(ν) = Tr
[
eiνHS Utot(τ)

(
e−iνHS ρ(0)

)
U†

tot(τ)
]
, (9)

where Utot(τ) = exp(−iHtotτ/h̄) is the unitary time-evolution operator of the
composite system.

Our goal is to analytically calculate the characteristic function χτ(ν). Previously, the
quantum–classical correspondence principle for heat statistics has been analyzed with
the path-integral approach to quantum thermodynamics [48], yet the explicit result of
the characteristic function (or generating function) of heat has not been obtained so far.
We employ the phase-space formulation approach to solve this problem and rewrite the
characteristic function Equation (9) into

χτ(ν) = Tr
[
eiνHH

S (τ)η(0)
]
, (10)

where the system Hamiltonian in the Heisenberg picture is

HH
S (τ) = U†

tot(τ)HSUtot(τ), (11)

and the density matrix-like operator η(0) is

η(0) =
[
e−iνHS ρS(0)

]
⊗ ρG

B . (12)

We express Equation (10) with the phase-space formulation of quantum
mechanics [71–76]:

χτ(ν) =
1

(2πh̄)N+1

∫
dz
[
eiνHH

S (τ)
]

w
(z) · P(z), (13)

where z represents a point z = [q, p] = [q0, ..., qN , p0, ..., pN ] in the phase space of the
composite system and the integral is performed over the whole phase space. The subscript
“w” indicates the Weyl symbol of the corresponding operator and P(z) is the Weyl symbol
of the operator η(0), which is explicitly defined as [71]

P(z) :=
∫

dy
〈

q− y

2

∣∣∣η(0)∣∣∣q +
y

2

〉
e

ip·y
h̄ . (14)

In the following, we calculate the heat statistics Equation (13) by employing the phase-space
formulation approach.

3. Results of the Characteristic Function of Heat

We show a sketch of the derivation of the heat statistics χτ(ν) with the details left in
Appendix A. We specifically consider the system is initially prepared at an equilibrium state
ρS(0) = exp(−β′HS)/ZS(β′) with the inverse temperature β′ and the partition function
ZS(β′) = 1/[2 sinh(β′ h̄ω0/2)]. The heat bath is at the inverse temperature β, which is
different from β′. In Equation (13), the two Weyl symbols

[
eiνHH

S (τ)
]

w
(z) and P(z) are

obtained as
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[
eiνHH

S (τ)
]

w
(z) =

1

cos
(

νh̄ω0
2

) exp
[

i
2h̄

zTΛ̃νz(τ)z

]
, (15)

and

P(z) =
2 sinh

(
β′ h̄ω0

2

)
cosh

[
(β′+iν)h̄ω0

2

] · [ N

∏
n=1

2 tanh
(

βh̄ωn

2

)]
· exp

(
− 1

2h̄
zTΛβzz

)
, (16)

where the explicit expressions of the matrices Λ̃νz(τ) and Λβz are given in Equations (A10)
and (A36), respectively.

Substituting Equations (15) and (16) into Equation (13), the characteristic function of
heat at any relaxation time τ with an arbitrary friction coefficient κ is finally obtained as

χτ(ν) =

⎧⎨⎩
[
(1 + iΞ)(1− iΘΞ)− iΞ(1−Θ− iΘΞ)

κ2 cos(2ω̂0τ)− 4ω2
0

(κ2 − 4ω2
0)e

κτ

]2

+Ξ2(1−Θ− iΘΞ)2

⎡⎣(κ2 cos(2ω̂0τ)− 4ω2
0

(κ2 − 4ω2
0)e

κτ

)2

− e−2κτ

⎤⎦⎫⎬⎭
1
2

, (17)

where the quantities Ξ and Θ are

Ξ =
tan
(

νh̄ω0
2

)
tanh

[
(β′+iν)h̄ω0

2

]
− i tan

(
νh̄ω0

2

) , (18)

Θ =
tanh

[
(β′+iν)h̄ω0

2

]
− i tan

(
νh̄ω0

2

)
tanh

(
βh̄ω0

2

) . (19)

Induced by the friction, the frequency of the system harmonic oscillator is shifted to

ω̂0 =
√

ω2
0 − κ2/4.

From the analytical results of the heat statistics Equation (17), the average heat
〈Q〉(τ) = −i∂ν[ln χτ(ν)]|ν=0 is immediately obtained as

〈Q〉(τ) = ω0h̄
2

[
coth

(
βω0h̄

2

)
− coth

(
β′ω0h̄

2

)][
1− κ2 cos(2ω̂0τ)− 4ω2

0
(κ2 − 4ω2

0)e
κτ

]
, (20)

and the variance Var(Q)(τ) = −∂2
ν[ln χτ(ν)]

∣∣
ν=0 is

Var(Q)(τ) = I + II · e−κτ + III · e−2κτ , (21)

with

I =
ω2

0 h̄2
[
csch2

(
βω0 h̄

2

)
+ csch2

(
β′ω0 h̄

2

)]
4

, (22)

II =
κ2 cos(2ω̂0τ)− 4ω2

0
2ω̂2

0
·

ω2
0 h̄2
[
coth2

(
βω0 h̄

2

)
+ csch2

(
β′ω0 h̄

2

)
− coth

(
βω0 h̄

2

)
coth

(
β′ω0 h̄

2

)]
4

(23)

III =
κ4 cos(4ω̂0τ) + 8ω2

0κ2[1− 2 cos(2ω̂0τ)] + 16ω4
0

16ω̂4
0

·
ω2

0 h̄2
[
coth

(
βω0 h̄

2

)
− coth

(
β′ω0 h̄

2

)]2

4
. (24)
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Similarly, one can calculate the higher cumulants from the analytical results of the heat
statistics. In the following, we examine the properties of the heat statistics of the quantum
Brownian motion.

3.1. Quantum–Classical Correspondence Principle for Heat Statics and the Exchange Fluctuation
Theorem of Heat

We further take the classical limit h̄ → 0 or, more rigorously, βh̄ω0 → 0. The two
quantities approach Ξ → ν/β′ and Θ → β′/β and the characteristic function of heat
(Equation (17)) becomes

χcl
τ (ν) =

⎧⎨⎩
[
(1 + i

ν

β′
)(1− i

ν

β
)− iν(β− β′ − iν)

ββ′

(
κ2 cos(2ω̂0τ)− 4ω2

0
)

(κ2 − 4ω2
0)e

κτ

]2

+ν2
(

β− β′ − iν
ββ′

)2
⎡⎣(κ2 cos(2ω̂0τ)− 4ω2

0
(κ2 − 4ω2

0)e
κτ

)2

− e−2κτ

⎤⎦⎫⎬⎭
− 1

2

, (25)

which is consistent with the results obtained from the classical Brownian motion described
by the Kramers equation (see Ref. [58] or Appendix C). The average heat is

〈
Qcl
〉
(τ) =

β′ − β

ββ′

[
1− κ2 cos(2ω̂0τ)− 4ω2

0
(κ2 − 4ω2

0)e
κτ

]
, (26)

and the variance Var
(

Qcl
)
(τ) = −∂2

ν[ln χcl
τ (ν)]

∣∣∣
ν=0

is

Var
(

Qcl
)
(τ) = Icl + IIcl · e−κτ + IIIcl · e−2κτ , (27)

with

Icl =
β2 + β′2

β2β′2
(28)

IIcl =
κ2 cos(2ω̂0τ)− 4ω2

0
2ω̂2

0
· β2 − ββ′ + β′2

β2β′2
(29)

IIIcl =
κ4 cos(4ω̂0τ) + 8ω2

0κ2[1− 2 cos(2ω̂0τ)] + 16ω4
0

16ω̂4
0

· (β− β′)2

β2β′2
. (30)

From Equation (17) (or the classical counterpart Equation (25)), one can see the charac-
teristic function of heat exhibits the following symmetry:

χτ(ν) = χτ [−i(β− β′)− ν], (31)

which shows that the heat distribution satisfies the exchange fluctuation theorem of heat in
the differential form Pτ(Q)/Pτ(−Q) = exp[−(β− β′)Q] [4]. By setting ν = 0, we obtain
the relation χτ [−i(β− β′)] = χτ(0) = 1, which is exactly the exchange fluctuation theorem
of heat in the integral form 〈exp[(β− β′)Q]〉 = 1.

3.2. Long-Time Limit

In the long-time limit τ → ∞, the characteristic functions of heat (Equations (17) and (25))
become
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χ∞(ν) =

(
1− e−β′ω0 h̄

)(
1− e−βω0 h̄

)
(
1− e−(β′+iν)ω0 h̄

)(
1− e−(β−iν)ω0 h̄

) , (32)

and

χcl
∞(ν) =

β′β
(β′ + iν)(β− iν)

. (33)

Such results, independent of the relaxation dynamics, are in the form

χth(ν) =
ZS(β′ + iν)ZS(β− iν)

ZS(β′)ZS(β)
, (34)

reflecting complete thermalization of the system [53]. For example, the relaxation of a
harmonic oscillator governed by the quantum–optical master equation gives the identical
characteristic function of heat in the long-time limit [39]. In Appendix D, we demonstrate
that the characteristic function of heat for any relaxation process with complete thermalization
is always in the form of Equation (34). With the simple expressions (32) and (33) of
the characteristic functions, the heat distributions are obtained from the inverse Fourier
transform as

P∞(q) =

⎧⎪⎪⎨⎪⎪⎩
(

1−e−β′ω0 h̄
)
(1−e−βω0 h̄)

1−e−(β′+β)ω0 h̄ ∑∞
j=0 δ(q− jω0h̄)e−βq q ≥ 0(

1−e−β′ω0 h̄
)
(1−e−βω0 h̄)

1−e−(β′+β)ω0 h̄ ∑∞
j=1 δ(q + jω0h̄)eβ′q q < 0

, (35)

and

Pcl
∞(q) =

⎧⎨⎩
β′β

β′+β e−βq q ≥ 0
β′β

β′+β eβ′q q < 0
, (36)

which are exactly the same as the long-time results obtained in Ref. [39].

3.3. Weak/Strong Coupling Limit in Finite Time

In the weak coupling limit κ � ω0, the characteristic function of heat
Equation (17) becomes

χw
τ (ν) =

1
(1 + iΞ)(1− iΞΘ)(1− e−κτ) + e−κτ

. (37)

There is only one relaxation timescale associated to κ. Such situation corresponds to the
highly underdamped regime of the classical Brownian motion and a systematic method
has been proposed to study the heat distribution [56], as well as the work distribution,
under an external driving [82,83].

In the strong coupling limit κ � ω0, the characteristic function of heat
Equation (17) becomes

χs
τ(ν) =

1√
(1 + iΞ)(1− iΞΘ)(1− e−2κτ) + e−2κτ

× 1√
(1 + iΞ)(1− iΞΘ)

(
1− e−

2ω2
0

κ τ

)
+ e−

2ω2
0

κ τ

. (38)
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The relaxation timescales of the momentum (the first factor) and the coordinate (the second
factor) are separated. The long-time limits of both Equations (37) and (38) are equal
to Equation (32). In classical thermodynamics, the usual overdamped approximation
neglects the motion of the momentum; hence, the heat statistics derived under such
an approximation is incomplete [52]. Actually, the momentum degree of freedom also
contributes to the heat statistics.

3.4. Numerical Results

In Figure 1, we show the cumulative heat distribution function Pr(Q < q) :=∫ q
−∞ Pτ(q′)dq′ with different friction coefficients κ = 0.01, 1 and 100, at the rescaled re-

laxation time τ̃ = κτ = 1 and 10. We set the mass m0 = 1 and the frequency ω0 = 1 for
the system harmonic oscillator, the inverse temperatures β = 1 and β′ = 2 for the initial
equilibrium states of the heat bath and the system, respectively. The Planck constant is set
to be h̄ = 1, 0.5, 0.1. With the decrease in h̄, the quantum result Equation (17) approaches
the classical result Equation (25). Thus, the quantum–classical correspondence of the heat
distribution is demonstrated for generic values of the friction coefficient κ.

Figure 1. The cumulative heat distribution function Pr(Q < q). The choices of the parameters are given in the main text. We
compare the results of the Caldeira–Leggett model (blue solid, orange dotted and green dot-dashed curves) in Equation (17)
and those of the classical Brownian motion (black dashed curve) in Equation (25). The rescaled relaxation time is τ̃ = κτ = 1
in the upper subfigures and τ̃ = 10 in the lower subfigures. The left, middle and right subfigures illustrate the results for
the weak (κ = 0.01), intermediate (κ = 1) and strong coupling strength (κ = 100).

For κ = 0.01 and 1, complete thermalization is achieved at τ̃ = 10. The left-
lower and middle-lower subfigures show the identical distribution characterized by
Equations (35) and (36). For κ = 100, the momentum degree of freedom is thermalized
exp(−2τ̃) ≈ 0 in Equation (38), while the coordinate degree of freedom remains frozen
exp[−2(ω2

0/κ2)τ̃] ≈ 1 in Equation (38). Thus, the distribution in the right-lower subfigure
is different from the middle-lower subfigure.

In Figure 2, we illustrate the results of the mean value 〈Q〉(τ) and the variance
Var(Q)(τ) with different friction coefficients κ = 0.01, 1 and 100. The parameters are the
same as those in Figure 1. The quantum results approach the classical results with the
decrease in h̄. For κ = 0.01 and 1 (left and middle subfigures), complete thermalization
is reached when τ̃ > 5. The mean value and the variance approach lim

τ→∞

〈
Qcl
〉
(τ) =

1/β − 1/β′ and lim
τ→∞

Var
(

Qcl
)
(τ) = 1/β2 + 1/β′2(gray horizontal lines). For κ = 100

(right subfigures), only the momentum degree of freedom is thermalized at this timescale.
Thus, the mean value and the variance take half value of their long-time limits. When the
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coordinate degree of freedom is also thermalized in the long-time limit (τ̃ � κ2/ω2
0 = 104),

the mean value and the variance are expected to approach the same values as those in the
middle subfigures.

Figure 2. The evolution of the mean value 〈Q〉(τ) (upper subfigures) and the variance Var(Q)(τ) (lower subfigures) of
the heat statistics as functions of the rescaled time τ̃ = κτ.

4. Conclusions

Previously, the heat statistics of the relaxation processes has been studied analytically
in open quantum systems described by the Lindblad master equation [39,40,50]. However,
due to the rotating wave approximation and other approximations, such quantum sys-
tems do not possess a well-defined classical counterpart. Hence, the quantum–classical
correspondence principle for heat distribution has not been well established.

In this paper, we study the heat statistics of the quantum Brownian motion model
described by the Caldeira–Leggett Hamiltonian, in which the bath dynamics is explicitly
considered. By employing the phase-space formulation approach, we obtain the analytical
expressions of the characteristic function of heat at any relaxation time τ with an arbitrary
friction coefficient κ. The analytical results of heat statistics bring important insights to
the studies of quantum thermodynamics. For example, in the classical limit, our results
approach the heat statistics of the classical Brownian motion. Thus, the quantum–classical
correspondence principle for heat statistics is verified in this model. Our analytical re-
sults provide justification for the definition of quantum fluctuating heat via two-point
measurements.

We also discuss the characteristic function of heat in the long-time limit or with the
extremely weak/strong coupling strength. In the long-time limit, the form of the charac-
teristic function of heat reflects complete thermalization of the system. In addition, from
the analytical expressions of the heat statistics, we can immediately verify the exchange
fluctuation theorem of heat. The phase-space formulation can be further utilized to study
the joint statistics of work and heat in a driven open quantum system, which would be
beneficial in exploring the fluctuations of power and efficiency in finite-time quantum
heat engines.
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Appendix A. Derivation to the Characteristic Function of Heat (17)

We show the detailed derivation to the characteristic function of heat χτ(ν). First,
we calculate the two Wigner functions

[
eiνHH

S (t)
]

w
(z) and P(z). Then, the final result

Equation (17) is obtained from Equation (13).

Appendix A.1.
[
eiνHH

S (t)
]

w
(z)

With the quadratic Hamiltonian HH
S (t), the Wigner function

[
eiνHH

S (t)
]

w
(z) is [78,81]

[
eiνHH

S (t)
]

w
(z) =

1

cos
(

ω0 h̄ν
2

) exp
[

i
m0ω0

h̄
tan
(

ω0h̄ν

2

)
q2

0(t) + i
1

m0h̄ω0
tan
(

ω0h̄ν

2

)
p2

0(t)
]

(A1)

=
1

cos
(

ω0 h̄ν
2

) exp
[

i
2h̄

zT(t)Λνzz(t)
]

, (A2)

where z(t) gives the trajectory in the phase space determined by the initial point z(0) = z

and Λνz is a rank-2 diagonal matrix

Λνz =

⎛⎜⎜⎜⎜⎝
2m0ω0 tan

(
ω0 h̄ν

2

)
O

2
m0ω0

tan
(

ω0 h̄ν
2

)
O

⎞⎟⎟⎟⎟⎠, (A3)

with an N × N zero matrix O. The unlisted elements are zeros. The trajectory z(t) satisfies
the classical equation of motion (also the equation of motion in the Heisenberg picture).

q̇0 =
p0

m0
, (A4)

q̇n =
pn

mn
, (A5)

ṗ0 = −m0ω̃2
0q0 + ∑

n
Cnqn, (A6)

ṗn = −mnω2
nqn + Cnq0, (A7)

with ω̃2
0 = ω2

0 + ∑N
n=1 C2

n/(m0mnω2
n). The above differential equations can be rewritten into

a compact form ż(t) = Lz(t). The trajectory z(t) = [q(t), p(t)] in the phase space charac-
terizes the evolution of the composite system with the positions q(t) = [q0(t), ..., qN(t)] and
the momenta p(t) = [p0(t), ..., pN(t)] and is related to the initial point by the dynamical
map z(t) = exp(Lt)z(0). The (2N + 2)× (2N + 2) matrix L is explicitly
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L =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1
m0

1
m1

1
m2

...
1

mN
−m0ω̃2

0 C1 C2 ... CN
C1 −m1ω2

1
C2 −m2ω2

2
... ...

CN −mNω2
N

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A8)

and the matrix exponential is formally written as

exp(Lt) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

α0 α1 ... αN
β0
m0

β1
m1

... βN
mN

γ1 Λ11 ... Λ1N
ξ1
m0

Δ11
m1

... Δ1N
mN

... ... ... ... ... ... ... ...
γN ΛN1 ... ΛNN

ξN
m0

ΔN1
m1

... ΔNN
mN

m0α̇0 m0α̇1 ... m0α̇N
m0
m0

β̇0
m0
m1

β̇1 ... m0
mN

β̇N

m1γ̇1 m1Λ̇11 ... m1Λ̇1N
m1
m0

ξ̇1
m1
m1

Δ̇11 ... m1
mN

Δ̇1N

... ... ... ... ... ... ... ...
mN γ̇N mNΛ̇N1 ... mNΛ̇NN

mN
m0

ξ̇N
mN
m1

Δ̇N1 ... mN
mN

Δ̇NN

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (A9)

We rewrite the quadratic form into zT(t)Λνzz(t) = zT(0)Λ̃νz(t)z(0) with

Λ̃νz(t) = exp
(

LTt
)

Λνz exp(Lt). (A10)

We next carry out every element in Equation (A9) through the Laplace transforms of
Equations (A4)–(A7):

sq̃0(s)− q0(0) =
p̃0(s)
m0

, (A11)

sq̃n(s)− qn(0) =
p̃n(s)
mn

, (A12)

sp̃0(s)− p0(0) = −m0ω̃2
0 q̃0(s) + ∑

n
Cnq̃n(s), (A13)

sp̃n(s)− pn(0) = −mnω2
nq̃n(s) + Cnq̃0(s). (A14)

Representing q̃n(s) and p̃n(s) with q̃0(s) and the initial conditions, we obtain{
s2 + ω̃2

0 −∑
n

[
C2

n
m0mn(s2 + ω2

n)

]}
q̃0(s) = q̇0(0) + sq0(0) + ∑

n

Cn

m0

[
q̇n(0) + sqn(0)

s2 + ω2
n

]
. (A15)

Under the Ohmic spectral density Equation (4), the above equation is simplified to

(s2 + κs + ω2
0)q̃0(s) = q̇0(0) + sq0(0) + ∑

n

Cn

m0

[
q̇n(0) + sqn(0)

s2 + ω2
n

]
, (A16)

where the summation on the left-hand side of Equation (A15) can be approximately ex-
pressed as
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∑
n

[
C2

n
m0mn(s2 + ω2

n)

]
≈ −κs + ∑

n

C2
n

m0mnω2
n

, (A17)

with a large cutoff frequency Ω0. The inverse Laplace transform gives the differential
equation of q0(t) as

q̈0(t) + κq̇0(t) + ω2
0q0(t) = −κq0(0)δ(t)︸ ︷︷ ︸

initial velocity change

+ ∑
n

Cn

m0

[
q̇n(0)

sin(ωnt)
ωn

+ qn(0) cos(ωnt)
]

︸ ︷︷ ︸
stochastic force

. (A18)

On the right-hand side, the second term presents the stochastic force induced by the
heat bath; the first term indicates an abrupt velocity change −κq0(0) of the system particle
at the initial time t = 0 [63,84,85]. The sudden change in velocity occurs for the system
harmonic oscillator when the coupling between the system and the heat bath is switched
on. Such an initial slippage is caused by the assumption of the initial product state. To
avoid such an initial discontinuous problem, we drop the first term by considering the
particle motion as starting at t = 0+ [70]. Under such a modification, the Caldeira–Leggett
model can reproduce the complete Langevin equation with an arbitrary friction coefficient
κ for both the underdamped and the overdamped regimes and the heat distribution of the
Caldeira–Leggett model approaches that of the classical Brownian motion described by the
Kramers equation [86]. In Appendix B, for the classical counterpart of the Caldeira–Leggett
model, we show that the initial slippage can be naturally eliminated by choosing another
initial state.

After dropping the first term, Equation (A16) becomes

(s2 + κs + ω2
0)q̃0(s) = q̇0(0) + (κ + s)q0(0) + ∑

n

Cn

m0

[
q̇n(0) + sqn(0)

s2 + ω2
n

]
. (A19)

The solutions to q̃0(s) and q̃n(s) follow immediately as

q̃0(s) =
q̇0(0) + (κ + s)q0(0) + ∑n

Cn
m0

q̇n(0)+sqn(0)
s2+ω2

n

s2 + κs + ω2
0

, (A20)

q̃n(s) =
q̇n(0) + sqn(0)

s2 + ω2
n

+
Cn

mn
·

q̇0(0) + (κ + s)q0(0) + ∑l
Cl
m0

q̇l(0)+sql(0)
s2+ω2

l

(s2 + ω2
n)
(
s2 + κs + ω2

0
) . (A21)

With the inverse Laplace transform, the elements in the matrix exp(Lt) Equation (A9) are
determined by

⎛⎜⎜⎝
q0(t)
q1(t)

...
qN(t)

⎞⎟⎟⎠ =

⎛⎜⎜⎝
α0 α1 α2 ... αN β0 β1 β2 ... βN
γ1 Λ11 Λ12 ... Λ1N ξ1 Δ11 Δ12 ... Δ1N
... ... ... ... ... ...

γN ΛN1 ΛN2 ... ΛNN ξN ΔN1 ΔN2 ... ΔNN

⎞⎟⎟⎠

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

q0(0)
q1(0)

...
qN(0)
q̇0(0)
q̇1(0)

...
q̇N(0)

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (A22)
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where the elements in the matrix of the right-hand side are explicitly solved as [70]

α0 = e−
κt
2

[
cos(ω̂0t) +

κ

2ω̂0
sin(ω̂0t)

]
, (A23)

β0 =
e−

κt
2

ω̂0
sin(ω̂0t), (A24)

αn =
Cn

m0
fn(t), (A25)

βn =
Cn

m0
gn(t), (A26)

γn =
Cn

mn
[ fn(t) + κgn(t)], (A27)

ξn =
Cn

mn
gn(t), (A28)

Λnl = δnl cos(ωnt) +
CnCl
mnm0

Fnl(t), (A29)

Δnl =
δnl
ωn

sin(ωnt) +
CnCl
mnm0

Gnl(t). (A30)

The functions fn(t), gn(t), Fnl(t) and Gnl(t) are, explicitly,

fn(t) = L −1

[
s

(s2 + κs + ω2
0)(s

2 + ω2
n)

]
, (A31)

gn(t) = L −1

[
1

(s2 + κs + ω2
0)(s

2 + ω2
n)

]
, (A32)

Fnl(t) = L −1

[
s

(s2 + κs + ω2
0)(s

2 + ω2
n)(s2 + ω2

l )

]
, (A33)

Gnl(t) = L −1

[
1

(s2 + κs + ω2
0)(s

2 + ω2
n)(s2 + ω2

l )

]
, (A34)

where L −1(·) denotes the inverse Laplace transform with L (·) =
∫ ∞

0 (·)e−stdt.

Appendix A.2. P(z)

P(z) is the Wigner function of the state η(0) for the composite system [78,81]:

P(z) =
2 sinh

(
β′ h̄ω0

2

)
cosh

[
(β′+iν)h̄ω0

2

] · [ N

∏
n=1

2 tanh
(

βh̄ωn

2

)]
· exp

[
− 1

2h̄
zTΛβzz

]
, (A35)

where Λβz is a (2N + 2)× (2N + 2) diagonal matrix

Λβz = diag(λβ′q0
, θ1, ..., θN , λβ′p0

, μ1, ..., μN), (A36)

with the elements
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θn = 2mnωn tanh
(

βh̄ωn

2

)
, (A37)

μn =
2

mnωn
tanh

(
βh̄ωn

2

)
, (A38)

λβ′q0
= 2m0ω0 tanh

[
(β′ + iν)h̄ω0

2

]
, (A39)

λβ′p0
=

2
m0ω0

tanh
[
(β′ + iν)h̄ω0

2

]
. (A40)

Appendix A.3. Calculation of the Integral

With the explicit expressions of
[
eiνHH

S (τ)
]

w
(z) and P(z), we perform the integral in

Equation (13) and obtain the result of the characteristic function of heat

χτ(ν) =

√√√√ det
(
Λβz − iΛνz

)
det
[
Λβz − iΛ̃νz(τ)

] . (A41)

We use the following integral formula:

∫
dxe−

1
2 xTTx =

√
(2π)dim(T)

det(T)
, (A42)

where all the eigenvalues of T have positive real parts.
By introducing a diagonal matrix A = Λβz − iΛνz, we rewrite Equation (A41) as

χτ(ν) =

√√√√ 1

det
(

I + i
√

A−1
[
Λνz − Λ̃νz(τ)

]√
A−1

) . (A43)

Since Λ̃νz(τ) is a rank-2 matrix, we rewrite it as

Λ̃νz(τ) = 2m0ω0 tan
(

ω0h̄ν

2

)[
vq0(τ)v

T
q0
(τ) +

1
m2

0ω2
0

vp0(τ)v
T
p0
(τ)

]
, (A44)

with the vectors

vq0(τ) =

(
α0, α1, ..., αN ,

β0

m0
,

β1

m1
, ...

βN
mN

)T
, (A45)

vp0(τ) =

(
m0α̇0, m0α̇1, ..., m0α̇N , β̇0,

m0

m1
β̇1, ...,

m0

mN
β̇N

)T
. (A46)

where the evolution time t in the terms αn and βn is set to τ. We rewrite the matrix in the
determinant (see Equation (A43)) as

√
A−1

(
Λνz − Λ̃νz(τ)

)√
A−1 = MMT, (A47)

with the matrix
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MT =

⎛⎜⎜⎜⎜⎜⎜⎝

√
2m0ω0 tan ω0 h̄ν

2 vT
q0
(0)√

2
m0ω0

tan ω0 h̄ν
2 vT

p0
(0)

i
√

2m0ω0 tan ω0 h̄ν
2 vT

q0
(τ)

i
√

2
m0ω0

tan ω0 h̄ν
2 vT

p0
(τ)

⎞⎟⎟⎟⎟⎟⎟⎠
√

A−1. (A48)

The determinant in Equation (A43) can be simplified to

det
(

I + i
√

A−1
[
Λνz − Λ̃νz(τ)

]√
A−1

)
= det

(
I4 + iMTM

)
, (A49)

where the right-hand side is the determinant of a 4× 4 matrix and I4 is the 4× 4 identity
matrix. Notice that the initial values of the two vectors are

vq0(0) = (1, 0, ...0, 0, 0, ..., 0)T, (A50)

vp0(0) = (0, 0, ...0, 1, 0, ..., 0)T. (A51)

The explicit result of MTM is obtained as

MTM = Ξ

⎛⎜⎜⎝
1 0 iα0 iα̇0/ω0
0 1 iω0β0 iβ̇0

iα0 iω0β0 −h11(τ) −h12(τ)
iα̇0/ω0 iβ̇0 −h12(τ) −h22(τ)

⎞⎟⎟⎠, (A52)

where the elements are functions of the final time τ and the functions h11(τ), h12(τ) and
h22(τ) are

h11(τ) =
2m0ω0

Ξ
tan
(

ω0h̄ν

2

)
vT

q0
(τ)A−1vq0(τ), (A53)

h22(τ) =
2

m0ω0Ξ
tan
(

ω0h̄ν

2

)
vT

p0
(τ)A−1vp0(τ), (A54)

h12(τ) =
2
Ξ

tan
(

ω0h̄ν

2

)
vT

q0
(τ)A−1vp0(τ), (A55)

with

vT
q0
(t)A−1vq0(t) =

α2
0 + ω2

0 β2
0

2m0ω0

{
tanh

[
(β′+iν)h̄ω0

2

]
− i tan

(
ω0 h̄ν

2

)} +
N

∑
n=1

(
α2

n
θn

+
1

μn

β2
n

m2
n

)
, (A56)

vT
p0
(t)A−1vp0(t) =

m0
(
α̇2

0 + ω2
0 β̇2

0
)

2ω0

{
tanh

[
(β′+iν)h̄ω0

2

]
− i tan

(
ω0 h̄ν

2

)} + m2
0

N

∑
n=1

(
α̇2

n
θn

+
1

μn

β̇2
n

m2
n

)
, (A57)

vT
q0
(t)A−1vp0(t) =

d
dt
(
α2

0 + ω2
0 β2

0
)

4ω0

{
tanh

[
(β′+iν)h̄ω0

2

]
− i tan

(
ω0 h̄ν

2

)} +
m0

2

N

∑
n=1

d
dt

(
α2

n
θn

+
1

μn

β2
n

m2
n

)
. (A58)

The summations are replaced by the integral with the Ohmic spectral density and
every element in Equation (A52) is carried out as
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α0(τ) = e−
κτ
2

[
cos(ω̂0τ) +

κ sin(ω̂0τ)

2ω̂0

]
, (A59)

β0(τ) =
e−

κτ
2 sin(ω̂0τ)

ω̂0
, (A60)

h11(τ) = Θ + e−κτ

[
ω2

0
ω̂2

0
+

κ sin(2ω̂0τ)

2ω̂0
− κ2 cos(2ω̂0τ)

4ω̂2
0

]
(1−Θ), (A61)

h22(τ) = Θ + e−κτ

[
ω2

0
ω̂2

0
− κ sin(2ω̂0τ)

2ω̂0
− κ2 cos(2ω̂0τ)

4ω̂2
0

]
(1−Θ), (A62)

h12(τ) =
κω0e−κτ

2ω̂2
0

(Θ− 1)[1− cos(2ω̂0τ)]. (A63)

Then, Equation (17) is obtained by directly calculating the determinant of a 4× 4 matrix in
Equation (A49).

Appendix B. Classical Caldeira–Leggett Model

We consider the classical Caldeira–Leggett model, where coordinates and momenta
commute with each other. To eliminate the initial slippage, the initial state is amended as a
coupled state,

ρcl(z; 0) =
e−β′HS(0)−β[HB(0)+HSB(0)]

Zcl(β′, β)
, (A64)

which represents the probability density in the phase space of the composite system. The
classical partition function is obtained by performing the integral in the phase space

Zcl(β′, β) =
∫∫

e−β′HS(0)−β[HB(0)+HSB(0)]dq0dq1...dqNdp0dp1...dpN (A65)

=
2π

β′ω0

N

∏
n=1

(
2π

βωn

)
, (A66)

which is independent of the interaction (notice that the partition function of the quantum
model relies on the interaction strength [68,87]).

We also define the classical fluctuating heat as the energy difference of the initial and
the final system energy. For classical dynamics, the initial and the final states are directly
represented by the points in the phase space and the measurements over the system can be
applied without disturbing the composite system. Therefore, the characteristic function of
heat is

χcl
τ (ν) =

∫∫
eiνHS(τ)−(β′+iν)HS(0)−β[HB(0)+HSB(0)]dq0dq1...dqNdp0dp1...dpN

Zcl(β′, β)
, (A67)

where the energy of the system HS(t) = [p0(t)]2/(2m0) +m0ω2
0 [q0(t)]2/2 is determined by

p0(t) and q0(t) associated with the initial point z. We choose a new set of initial variables
q0, qn := qn − Cnq0/(mnω2

n), p0 and pn in the following calculation.
We rewrite the evolution of the coordinate q0(t) of the system Equation (A16) as

(s2 + κs + ω2
0)q̃0(s) = q̇0(0) +

(
s + ∑

n

C2
n

m0mnω2
n

s
s2 + ω2

n

)
q0(0) + ∑

n

Cn

m0

q̇n(0) + sqn

s2 + ω2
n

. (A68)
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For the Ohmic spectral density, the summation in the second term is

∑
n

C2
n

m0mnω2
n

s
s2 + ω2

n
= κ. (A69)

Thus, Equation (A68) naturally leads to Equation (A19) by substituting qn(0) into qn. The
initial slippage is rationally eliminated by choosing a coupled initial state Equation (A64).
In reality, the interaction between the system and the heat bath always exists and one cannot
prepare the initial state of the composite system without the influence of the interaction.
The initial state of the composite system is more likely in the coupled form Equation (A64).
The heat bath encodes partial information of the system due to the interaction.

Similar to Equation (A10), the system energy at time t can be represented by the
dynamical map as

HS(t) =
1
2

zT(t)ΛHS z(t) (A70)

=
1
2

zT(0)Λ̃HS(t)z(0), (A71)

with the following matrices [88]

ΛHS =

⎛⎜⎜⎝
m0ω2

0
O

1
m0

O

⎞⎟⎟⎠, (A72)

and
Λ̃HS(t) = exp(LTt)ΛHS exp(Lt). (A73)

The initial vector is now amended to

z(0) = (q0(0), q1, ..., qn, p0(0), ..., pN(0))
T. (A74)

The initial Hamiltonians HS(0) and HB(0) + HSB(0) are

HS(0) =
1
2

zT(0)ΛHS z(0), (A75)

HB(0) + HSB(0) =
N

∑
n=1

(
1
2

p2
n

mn
+

1
2

mnω2
nq

2
n

)
=

1
2

zT(0)ΛHB z(0), (A76)

with the matrix
ΛHB = diag(0, m1ω2

1, ..., mNω2
N , 0,

1
m1

, ...,
1

mN
). (A77)

According to the integral Formula (A42), we carry out the characteristic function
Equation (A67) into

χcl
τ (ν) =

√
det
[
β′ΛHS + βΛHB

]
det
[
β′ΛHS + βΛHB − iν

(
Λ̃HS(τ)−ΛHS

)] . (A78)

For the classical limit h̄→ 0, we can verify
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lim
h̄→0

Λβz

h̄
= (β′ + iν)ΛHS + βΛHB , (A79)

lim
h̄→0

Λνz

h̄
= νΛHS , (A80)

lim
h̄→0

Λ̃νz(t)
h̄

= νΛ̃HS(t), (A81)

and obtain
lim
h̄→0

χτ(ν) = χcl
τ (ν), (A82)

with χτ(ν) given in Equation (A41). The final result Equation (A78) is the same as Equation
(25). Hence, we use the same notation.

Appendix C. The Characteristic Function of Heat for the Classical Brownian Motion

We derive the characteristic function of heat for the classical Brownian motion. For an
underdamped Brownian particle moving in a potential V(x), the stochastic dynamics is
described by the complete Langevin equation

ẍ + κẋ +
1
m

∂V
∂x

=
1
m

Ffluc(t). (A83)

The fluctuating force Ffluc(t) is a Gaussian white noise satisfying the fluctuation–dissipation
relation 〈

Ffluc(t)Ffluc(t′)
〉
= 2mκkBTδ(t− t′). (A84)

The evolution of the system state is characterized by the probability density function
ρ(x, p; t) in the phase space. The stochastic dynamics is then described by the Kramers
equation [86]

∂ρ

∂t
= L [ρ], (A85)

with the Liouville operator

L [ρ] = − ∂

∂x
(

p
m

ρ) +
∂

∂p

[
κpρ +

∂V(x)
∂x

ρ +
κm
β

∂ρ

∂p

]
. (A86)

Similarly, in the phase space, we calculate the characteristic function of heat for the
classical Brownian motion

χcl
τ (ν) =

∫∫
dxdpe

iν
[

p2
2m +V(x)

]
η(x, p; τ), (A87)

where a probability-density-like function η(x, p; t) also satisfies the dynamic Equation (A85)
with the initial condition

η(x, p; 0) = e
−iν

[
p2
2m +V(x)

]
ρ(x, p; 0). (A88)

We consider the system potential as a harmonic potential V(x) = mω2
0x2/2 and the

initial system state as an equilibrium state

ρ(x, p; 0) =
1

Zcl
S (β′)

e
−β′

(
p2
2m + 1

2 mω2
0 x2
)

, (A89)
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with the inverse temperature β′ and the classical partition function Zcl
S (β′) = 2π/(β′ω0).

Under such conditions, the probability-density-like function η(x, p; t) is always in a quadratic
form, assumed as

η(x, p; t) =
1

Zcl
S (β′)

e
−
[

a(t) p2
2m +b(t) 1

2 mω2
0 x2+c(t)ω0xp+Λ(t)

]
. (A90)

The Kramers Equation (A85) for η(x, p; t) leads to the following ordinary
differential equations:

Λ̇ = −κ

(
1− a

β

)
, (A91)

ȧ = 2κa
(

1− a
β

)
− 2ω0c, (A92)

ḃ = 2c
(

ω0 −
κ

β
c
)

, (A93)

ċ = ω0(a− b) + κc− 2
κ

β
ac, (A94)

with the initial conditions a(0) = b(0) = β′ + iν, c(0) = 0 and Λ(0) = 0. According to the
conservation of the probability

∫∫
η(x, p; t)dxdp = const, the coefficient Λ(t) is obtained as

e−Λ(t) =

√
a(t)b(t)− c(t)2

β′ + iν
. (A95)

Substituting Equation (A90) into Equation (A87), we obtain the characteristic function for
the classical Brownian motion as

χcl
τ (ν) =

β′

β′ + iν

√
a(τ)b(τ)− c(τ)2

[a(τ)− iν][b(τ)− iν]− c(τ)2 . (A96)

To solve the nonlinear differential Equations (A92)–(A94), we introduce a new set
of variables,

A =
a

ab− c2 , (A97)

B =
b

ab− c2 , (A98)

C =
c

ab− c2 , (A99)

and obtain the linear differential equations

dA
dt

= −2ω0C, (A100)

dB
dt

= 2ω0C− 2κB + 2
κ

β
, (A101)

dC
dt

= ω0(A− B)− κC, (A102)

with the initial conditions A(0) = B(0) = 1/(β′ + iν) and C(0) = 0. The characteristic
function Equation (A96) becomes

241



Entropy 2021, 23, 1602

χcl
τ (ν) =

β′

β′ + iν

√
1

1− iν(A + B)− ν2(AB− C2)
. (A103)

The solutions to Equations (A100)–(A102) are

A(t) = − e−κt[κ2 cos(2ω̂0t)− 2ω̂0κ sin(2ω̂0t)− 4ω2
0
]

4βω̂2
0

β− β′ − iν
β′ + iν

+
1
β

, (A104)

B(t) = − e−κt[κ2 cos(2ω̂0t) + 2ω̂0κ sin(2ω̂0t)− 4ω2
0
]

4βω̂2
0

β− β′ − iν
β′ + iν

+
1
β

, (A105)

C(t) = −2e−κtκω0[cos(2ω̂0t)− 1]
4βω̂2

0

β− β′ − iν
β′ + iν

, (A106)

with ω̂0 =
√

ω2
0 − κ2/4. Plugging the solutions into Equation (A103), we immediately

obtain Equation (25). We remark that the heat distribution of the classical Brownian motion
was obtained by the path-integral method in Ref. [58], but they only consider the initial
temperature of the system to be the same as that of the bath.

Appendix C.1. The Long-Time Limit

After sufficiently long relaxation time, the solutions a(t), b(t) and c(t) to
Equations (A92)–(A94) eventually approach a(∞) = b(∞) = β and c(∞) = 0. The long-
time limit of Equation (A96) reproduces Equation (33).

Appendix C.2. The Underdamped Limit

In the underdamped limit κ/ω0 → 0, the differential Equations (A92)–(A94) are
reduced to

ȧ = κa
(

1− a
β

)
, (A107)

with b = a and c = 0. The solution is

a(t) =
β(β′ + iν)

β′ + iν + (β− β′ − iν)e−κt , (A108)

and Equation (A96) becomes

χw,cl
τ (ν) =

ββ′

(β− iν)(β′ + iν)(1− e−κτ) + ββ′e−κτ
. (A109)

It can be checked that Equation (37) reproduces Equation (A109) in the classical limit h̄→ 0.

Appendix C.3. The Overdamped Limit

In the overdamped limit κ/ω0 → ∞, the differential Equations (A92)–(A94) are
reduced to

ȧ = 2κa
(

1− a
β

)
, (A110)

ḃ = 2ω0c
(

1− κ

βω0
c
)

, (A111)

0 = (κc + ω0a)− 2
κ

β
ac− bω0. (A112)

Eliminating c in Equation (A112), Equation (A111) becomes
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ḃ =
2ω2

0
κ

(β− a− b)(b− a)

(β− 2a)
(

1− 2 a
β

) . (A113)

Notice that, in the overdamped limit, the relaxation timescales of the momentum and the
coordinate are separated. We can substitute a = β in Equation (A113) and obtain

ḃ =
2ω2

0
κ

b
(

1− b
β

)
. (A114)

With the initial condition a(0) = β′ + iν and b(0) = β′ + iν, the solutions are

a(t) =
(β′ + iν)β

β′ + iν + (β− β′ − iν)e−2κt , (A115)

b(t) =
(β′ + iν)β

β′ + iν + (β− β′ − iν)e−
2ω2

0
κ t

. (A116)

We substitute Equations (A115), (A116) and c(t) ≈ 0 into Equation (A96) and obtain

χs,cl
τ (ν) =

ββ′√
(β− iν)(β′ + iν)(1− e−2κτ) + ββ′e−2κτ

× 1√
(β− iν)(β′ + iν)

(
1− e−

2ω2
0

κ τ

)
+ ββ′e−

2ω2
0

κ τ

. (A117)

It can be checked that Equation (38) reproduces Equation (A117) in the classical limit h̄→ 0.

Appendix D. The Characteristic Function of Heat for Complete Thermalization

We derive the characteristic function of heat for a complete thermalization process,
Equation (34), in the main content. For a complete thermalization process (typically with
infinite relaxation time), the information of the initial state is completely forgotten and the
final state is always an equilibrium state at the inverse temperature β of the heat bath,

γth,l′ l = peq
l′ , (A118)

regardless of the initial state l. Therefore, the characteristic function of heat for complete ther-
malization is χth(ν) = ∑l′ ,l exp[iν(ES

l′ − ES
l )]pl peq

l′ . We immediately obtain Equation (34)
by plugging into the initial distribution pl = exp(−β′ES

l )/ZS(β′) and the final distribution
peq

l′ = exp(−βES
l′)/ZS(β), where ZS(β′) = ∑l exp(−β′ES

l ) is the partition function of the
system at the inverse temperature β′.
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Abstract: The consensus regarding quantum measurements rests on two statements: (i) von Neu-
mann’s standard quantum measurement theory leaves undetermined the basis in which observables
are measured, and (ii) the environmental decoherence of the measuring device (the “meter”) un-
ambiguously determines the measuring (“pointer”) basis. The latter statement means that the
environment monitors (measures) selected observables of the meter and (indirectly) of the system.
Equivalently, a measured quantum state must end up in one of the “pointer states” that persist in the
presence of the environment. We find that, unless we restrict ourselves to projective measurements,
decoherence does not necessarily determine the pointer basis of the meter. Namely, generalized
measurements commonly allow the observer to choose from a multitude of alternative pointer bases
that provide the same information on the observables, regardless of decoherence. By contrast, the
measured observable does not depend on the pointer basis, whether in the presence or in the absence
of decoherence. These results grant further support to our notion of Quantum Lamarckism, whereby
the observer’s choices play an indispensable role in quantum mechanics.

Keywords: quantum measurements; decoherence; pointer states; Quantum Lamarckism; the observer
in quantum mechanics

1. Introduction

Attempts to banish the observer from quantum mechanics have motivated
approaches [1–4] whereby the environment observes a quantum system. These approaches
“objectivize” quantum measurement theory by substituting the environment-induced deco-
herence of a quantum observable for its unread (nonselective) measurement. In the simplest
version of these approaches introduced by von Neumann [5], the environment and the
system are entangled by their interaction, and the environment is then ignored (traced
out), decohering the reduced state of the system. Subsequent theory, notably Zurek’s, has
pleaded the case for “the environment as the observer” by stressing the importance of
system-environment correlations in determining the information obtainable on the system
through the notions of “einselection” [4,6] and “the environment as a witness” [7,8] and
the mechanism of enforcing classicality [9–11].

These approaches must cope with the issue that the decomposition of a (closed) “super-
system” into an open quantum system and its environment is often neither unique nor inevitable,
but rather a matter of expediency and choice for the observer: Depending on the computational
and experimental resources, the observer can choose which degrees of freedom pertain
to the system to be measured (or otherwise manipulated) and which ones are part of the
inaccessible environment (“bath”). However, even after this choice has been made, the ob-
server must choose what observable of the system to measure and how frequently. We
have long stressed that einselection, which singles out the states of a quantum system that
are resilient to decoherence, is restricted to long time scales compatible with the Markovian
(memoryless) assumption concerning the environment (bath) response [12]. Conversely,
it excludes much shorter non-Markovian time scales that are restricted to the memory or
correlation time of the bath response [13], a time scale that is often overlooked.
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However, as we have shown, this division of time scales is invalid when the quantum
system is subject to monitoring by the observer, even if such monitoring is considered
non-intrusive, corresponding to quantum nondemolition (QND) measurements that leave
the quantum observable of the system intact [12,13]. Nevertheless, the ensuing system–bath
dynamics may drastically deviate from the course prescribed by decoherence or dissipation
or even from the course prescribed by dynamical control [14–20].

Such measurement-induced dynamics may steer the system to a final state where it is
heated up (in the Zeno regime) or cooled down (in the anti-Zeno regime [21]) irrespective of
the bath temperature [22,23]. The observer’s ability to steer the evolution of open systems
is the basis for our fundamental approach we have dubbed Quantum Lamarckism [24]
whereby the system evolution is dictated not merely by decoherence or bath effects but by
its functional adaptation to the observer’s choices.

Here we seek further support for the view embodied by Quantum Lamarckism that
the observer cannot be banished from quantum mechanics. We do so by exploring the
choices available to the observer in selecting the pointer basis of a meter in the presence
of decoherence.

In the standard (von Neumann) quantum-measurement theory [5] an observable of a
system S is measured by coupling the system S to a “meter” M and then measuring the
latter. Namely, S is observed via M. von Neumann’s theory is moot concerning the choice
of basis for M and the effects of decoherence on M. By venturing beyond von Neumann’s
theory, Zurek investigated [3,4,6] what happens when the observable (pointer) of M differs
from the “standard pointer”, which commutes with the state of M after the S-M interaction,
and what are the consequences of decoherence of M. His investigations can be briefly
summarized by the following points:

(a) The measured observable of S is uniquely determined by the measured observable
of M.

(b) Decoherence “dynamically selects” the pointer basis of M.
(c) As a consequence of (a) and (b), the decoherence of M “dynamically selects” the mea-

surable observables of S and M [3], which leads to Zurek’s notion of einselection [4,6].

Our analysis shows that the pointer-basis selection for a quantum meter in the presence
of decoherence is not necessarily restricted by einselection. We find that, unless we restrict
ourselves to projective measurements of the observable by the meter, decoherence does
not in general select the pointer basis of M (Section 2). Under mild conditions, there is
a multitude of alternative pointer bases the observer can choose from, all of which are
capable of providing the same information on the observable by means of generalized
measurements, regardless of decoherence. By contrast, the selection of the pointer basis of
M does not affect the measured observable, which remains unique, whether in the absence
or in the presence of decoherence (Section 3). We illustrate these results for the case of a
qubit meter decohered by a bath when this meter measures a two-level system (Section 4).
These results are discussed as arguments in favor of the central role of the observer in
quantum mechanics in the spirit of Quantum Lamarckism [24] (Section 5).

2. Quantum Pointer Resilient to Decoherence

Let us consider a measurement of an observable Ŝ of system S by a meter M that
is subject to decoherence by a bath B. Although our analysis can be completely general,
we choose for simplicity the S-M interaction (via Hamiltonian HSM) to be much stronger
(hence faster) than that of M-B (via Hamiltonian HMB). The measurement process then
consists of three distinct stages:

(1) S and M interact over time interval τM that is long enough to entangle the two,
but short enough to ignore the effects of B. The observable of the system S to be measured
is represented in the basis of its (orthonormal) eigenstates |Sn〉, as

Ŝ = ∑
n

εn|Sn〉〈Sn|, (1)
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whereas the unknown initial state of the system S is

|ψS(0)〉 = ∑
n

cn|Sn〉. (2)

The initial factorized state of S and M then evolves over the time interval (0, τM) to a state
that obeys the Schmidt decomposition,

|ψSM(0)〉 = ∑
n

cn|Sn〉 ⊗ |M〉 → |ψSM(τM)〉 = ∑
n

cn|Sn〉 ⊗ |Pn〉, (3)

where the meter states also satisfy orthonormality.
For a proper measurement of the observable Ŝ we impose the back-action evasion

(quantum non-demolition) condition [25],

[Ŝ, HSM(t)] = 0, (4)

on the system-meter (SM) coupling Hamiltonian HSM(t). Moreover, we assume that τM
is sufficiently short, so that the system Hamiltonian HS can be neglected during the S-M
interaction (the impulsive limit). We also neglect the meter Hamiltonian.

A measurement in the basis of the meter states |Pn〉 collapses the system state to an
eigenstate |Sn〉 and thereby yields the eigenvalue εn of Ŝ with the probability |cn|2. The
meter observable has then the form

P̂ = ∑
n

bn|Pn〉〈Pn|, (5)

which we dub the standard pointer, since it effects ideal (projective) measurements of the
system. The corresponding meter state, obtained from Equation (3) upon tracing over S,
is then

ρM(τM) = ∑
n
|cn|2|Pn〉〈Pn|. (6)

(2) On a much longer time scale, t� 1/γ� tc where 1/γ is the decoherence time of
the meter (M) and tc is the correlation (memory) time of the decohering bath (B) [12,13], we
choose a nondegenerate meter variable Q̂ which satisfies the back-action evasion condition
for the M-B interaction,

[Q̂, HMB(t)] = 0, (7)

where HMB(t) is the M-B coupling Hamiltonian. This condition ensures that the eigenstates
|Qn〉 of Q̂ are invariant under decoherence. In order to conform to Zurek’s analysis [3,6–8],
we take HMB to commute with HSM. Then the standard pointer P̂ of stage 1 can be shown
to be identical with Q̂. Upon tracing out B, we then arrive at the S-M state that is stationary
and diagonal in the bases {|Sn〉} and {|Qn〉} as t→ ∞,

ρSM(t) → ρ∞
SM = ∑

n
|cn|2|Sn〉|Qn〉〈Sn|〈Qn|. (8)

Namely, decoherence eliminates the off-diagonal elements of the joint S-M state and acts as
a nonselective measurement without a readout of the measurement results of the meter
by the bath. Since now the standard pointer coincides with Q̂, this means that the bath
performs a non-selective measurement of the system.

(3) At stage 3, which follows the decoherence stage 2, projective measurement of the
meter is performed on ρ∞

SM in the {|Qn〉} basis. This measurement is assumed to be fast
(impulsive), so that the evolution of the meter during the measurement may be neglected.
Then, a measurement of Q̂ yields a selective projective measurement of the observable Ŝ.
Namely, an eigenvalue εn of |Sn〉 is obtained with probability |cn|2.

These results adhere to Zurek’s view regarding the pointer basis [3,6–8]: They show
that decoherence determines a meter state that is diagonal in the basis {|Qn〉}, and only
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this basis can yield projective measurements of the system. Decoherence dynamically
selects a unique “resilient” basis {|Qn〉}, whereas any pointer basis differing from {|Qn〉}
cannot yield projective measurements of the system. The question we raise is: Does this
advantageous property single out Q̂ as the only appropriate pointer?

3. Alternative Quantum Pointers

To answer this question, consider the general case where the standard pointer P̂
does not commute with Q̂, which is invariant under the action of HMB. This means that
P̂ and Q̂ are determined independently, by the non-commuting Hamiltonians HSM and
HMB. Moreover, we consider a selective measurement of a meter variable R̂ arbitrarily
chosen by the observer. Generally, R̂ commutes neither with P̂ nor with Q̂. Whereas in
von Neumann’s theory the S-M correlation (stage 1) is directly followed by a selective
measurement of the meter (stage 3), we here adopt Zurek’s procedure whereby stage 3 is
preceded by a nonselective measurement of the meter caused by decoherence (stage 2)

At t→ ∞, i.e., after the completion of decoherence, we then have

ρSM(∞) = ∑
k,l,n

cnc∗l 〈Qk|Pn〉〈Pl |Qk〉 |Sn〉〈Sl | ⊗ |Qk〉〈Qk|. (9)

Now the meter state becomes

ρ′M = TrS ρSM(∞) = ∑
n

p′n |Qn〉〈Qn|. (10)

The column vector of the probabilities �p′ = {p′n} is given by

�p′ = E′�c, (11)

E′ being the decoherence matrix with the elements

E′ = {E′mn} = {|〈Qm|Pn〉|2}. (12)

The matrix E′ is doubly stochastic, i.e., it satisfies

∑
m

E′mn = ∑
n

E′mn = 1. (13)

A comparison of the state (10) at stage 2 with the state (6) at stage 1 shows that
decoherence rotates the eigenbasis of the meter state from {|Pn〉} to {|Qn〉} and changes
the eigenvalues from |cn|2 to p′n. Since E′ is doubly stochastic, �p′ is majorized by �c. As
a result, the state (10) is more mixed with a higher von Neumann entropy (i.e., is more
randomized) than (6), unless {|Qn〉} coincides with {|Pn〉}. Yet, does this randomization
preclude the use of P̂, the standard pointer, or any other pointer, for measuring the system
observable Ŝ?

To find out, consider that at stage 3 subsequent to stage 2, the meter undergoes a
projective measurement in some basis {|Rn〉} of an observable R̂ arbitrarily chosen by the
observer. An observation of the mth outcome in this basis results in the (unnormalized)
post-measurement state of the system that is generally mixed. It can be written in the
operator-sum representation, as

ρ′S,m = ∑
k

M̂mk|ψS(0)〉〈ψS(0)|M̂†
mk, (14)

in terms of the Kraus operators

M̂mk = 〈Rm|Qk〉∑
n
〈Qk|Pn〉 |Sn〉〈Sn|. (15)
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The measurement probabilities are then

pm = Tr ρ′S,m = 〈ψS(0)|Êm|ψS(0)〉, (16)

with
Êm = ∑

k
M̂†

mk M̂mk = ∑
n

Emn |Sn〉〈Sn|. (17)

The set of operators Êm is known as a POVM (positive operator-valued measure) [26]. Here
the POVM matrix E = {Emn} is given by

E = E′′E′, (18)

where
E′′ = { |〈Rm|Qn〉|2 }. (19)

The POVM operators (17) are diagonal in the basis {|Sn〉}, which means that the
system observable that is measured is invariably Ŝ, irrespective of the choice of the meter basis
{|Pn〉}, {|Qn〉}, or {|Rn〉}. This result stands contrary to the notion that the measurable
system observable depends on the pointer.

Among the multitude of alternative pointer bases, the basis that conforms to Zurek’s
analysis is the one that coincides with the decoherence-invariant basis,

|Rn〉 = |Qn〉. (20)

Equations (12), (18) and (19) then yield the POVM matrix

E = { |〈Rm|Pn〉|2 }, (21)

whereas Equations (14) and (15) entail a pure post-measurement state, ρ′S,m = |ψ′S,m〉〈ψ′S,m|,
where [3]

|ψ′S,m〉 = M̂m|ψS(0)〉 = ∑
n
〈Rm|Pn〉cn|Sn〉 (22)

with M̂m = ∑n〈Rm|Pn〉 |Sn〉〈Sn|.
Only under condition (20), decoherence gives rise to a nonselective measurement that

does not affect the results of a subsequent selective projective measurement of the meter,
since both are performed in the same basis. In all other pointer bases {|Rn〉}, decoherence
affects the measurement results and/or the post-measurement states of the system, usually
(partially or completely) randomizing them. However, as shown below, in most cases
decoherence does not erase the information on the system, whereas in some cases it can
even be beneficial for measurements.

Returning to the general case, we can rewrite (16) in the form

�p = E�c, (23)

where �p and�c are column vectors with the components pn and |cn|2, respectively. Then�c
can be obtained by inverting (23),

�c = E−1�p, (24)

i.e., all |cn|2 can be extracted from the measurement results, provided E−1 exists.
This inversion condition holds iff the rows (or, equivalently, columns) of E are linearly

independent, or, equivalently, iff the POVM operators Êm are linearly independent. Then
decoherence does not degrade the information obtainable on the system observable. The
inversion condition holds iff the determinants of both E′ and E′′ are nonzero. We can then
fully recover the original vector�c prior to the decoherence, even though the vector �p has
been generally affected by decoherence.
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Conversely, when all the POVM operators Êm are proportional to each other, we find
that they are proportional to the identity operator with the coefficient 1/d, where d is the
system dimensionality. This means that

Emn = 1/d. (25)

Inserting (25) into (23) yields that in such cases the measurement results are completely
random, pm = 1/d, and reveal no information on the system.

In particular, in the absence of decoherence measurements provide no information on the
system, when [cf. (21) and (25)]

|〈Rm|Pn〉|2 = 1/d, (26)

namely, the actual ({|Rn〉}) and standard ({|Pn〉}) pointer bases (5) are mutually unbiased.
In the presence of decoherence, Equations (12), (18), (19) and (25) imply that the

decoherence can completely erase the information on the system, but only when the
decoherence-invariant {|Qn〉} basis is mutually unbiased with either the standard pointer
{|Pn〉} or the actual-pointer {|Rn〉} basis.

Surprisingly, decoherence is advantageous for measurements in mutually unbiased
bases {|Pn〉} and {|Rn〉}. In the absence of decoherence, a pair of such bases provides
improper measurements that do not yield information on the system. However, when
decoherence occurs in the basis {|Qn〉}, which is mutually biased with both {|Pn〉} and {|Rn〉},
information is not erased by a measurement in the latter two bases. This effect is counter-intuitive,
since decoherence in the meter obliterates information on the system, at least partially.
Nevertheless, decoherence can turn improper measurements into proper ones, since decoherence
rotates the meter-state eigenbasis {|Pn〉} into the basis {|Qn〉}, which is not mutually
unbiased (and thus can be dubbed mutually biased) with {|Rn〉}.

There can be intermediate cases, where the number of linearly independent POVM
operators is greater than 1 but smaller than d. In such cases, the results of projective
measurements cannot be completely reconstructed, but the POVM still provides partial
information on the system by restricting the values of |cn|2.

4. Qubit Meter Decohered by a Bath

As an illustration of the foregoing general analysis, let us consider a two-level system
(TLS) that is being measured by a qubit meter, having degenerate energy eigenstates
|0〉, |1〉. Measurements in the basis of TLS energy eigenstates {|g〉, |e〉} are performed via a
time-dependent TLS-meter interaction Hamiltonian of the form

HSM = (π/2)h(t)|e〉〈e|( ÎM − σ̂M
x ). (27)

Here ÎM is the identity operator of the meter, σ̂M
x = |0〉〈1|+ |1〉〈0|, and h(t), satisfying∫ ∞

−∞ h(t) = 1, is a smooth temporal profile of the TLS coupling to the qubit meter during
the measurement that occurs in the interval centered at t = 0 with duration τM. A possible
(but not unique) choice is the form [22]

h(t) =
1

2τM cosh2(t/τM)
. (28)

This form of HSM corresponds to the controlled-not (CNOT) entangling operation [26]

ÛCN = e−i
∫ ∞
−∞ dtHSM(t). (29)

If the measurement duration τM is much shorter than all other time scales, tending to the
impulsive limit τM → 0, then its action is well approximated by the operator ÛCN.
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The meter–bath interaction is taken to be

HMB = |1〉〈1| ⊗ B̂1 + |0〉〈0| ⊗ B̂0, (30)

where B̂1 and B̂0 are bath operators that have orthogonal eigenstates. We may then describe
stages (1) and (2) of the measurement process in Section 2 as follows:
(1) Stage 1 yields in a Schmidt-decomposed S-M correlated state:

(ce|e〉+ cg|g〉)|0〉 → ce|e〉|1〉+ cg|g〉|0〉. (31)

(2) Stage 2 produces the reduced S-M density matrix. This state pertains to the standard
pointer basis of M {|0〉, |1〉}, which satisfies the back-action evasion condition (7), and hence
its states are invariant under the decoherence. At times much longer than the decoherence
times, this state attains the diagonal form,

ρSM → |ce|2|e〉〈e||1〉〈1|+ |cg|2|g〉〈g||0〉〈0|. (32)

(3) At stage 3, the following cases merit consideration:
(i) The actual pointer basis {|Rn〉} coincides with {|Pn〉} and {|Qn〉}. The measure-

ments of the system are then projective, and decoherence does not affect them, as shown in
Section 2.

(ii) {|Rn〉} is an arbitrary pointer basis, given by

|R0〉 = a|0〉+ b|1〉, |R1〉 = b∗|0〉 − a∗|1〉, |a|2 + |b|2 = 1. (33)

In the present case, |Pn〉 = |Qn〉, Equations (12), (18) and (19) yield again (21), which for a
qubit meter becomes

E =

( |a|2 |b|2
|b|2 |a|2

)
. (34)

In this case, the measurement results are the same as in the absence of decoherence,
although the meter decoherence affects the possible post-measurement states of the system,
which are now mixed. In the present case, they are

ρ′0 = |a|2|cg|2|g〉〈g|+ |b|2|ce|2|e〉〈e|,
ρ′1 = |b|2|cg|2|g〉〈g|+ |a|2|ce|2|e〉〈e|. (35)

When |a| �= |b|, E has a nonzero determinant, and�c in (11) can be evaluated from the
POVM probabilities p0, p1,

|cg|2 =
p0 − |b|2
1− 2|b|2 , |ce|2 =

p1 − |b|2
1− 2|b|2 . (36)

(iii) The pointer bases with |a| = |b| = 1/
√

2 do not provide any information on the
system, since the determinant of E then vanishes. These pointer bases have the form{

(|0〉+ eiχ|1〉)/
√

2, (|0〉 − eiχ|1〉)/
√

2
}

, (37)

where χ is an arbitrary phase. Such pointer bases lie in the xy-plane of the Bloch sphere
and are all unbiased with respect to the standard pointer basis. These pointers yield the
random probabilities

p0 = p1 = 1/2. (38)

Result (38) contradicts the claim that a Stern–Gerlach magnet with a field gradient in
the direction z can measure the spin in the direction y. In fact, since a pointer basis of the
form (37) does not provide any information on the system, it is inadequate and cannot be
used for a spin measurement in any direction.
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5. Discussion

Pointer states have been defined by Zurek [3,6–8] as the ones that are minimally
entangled with the bath following their interaction. To find them, one quantifies the
entanglement generated between the system and the bath by the von Neumann entropy
obtained for the reduced density matrix of the system ρΨ(t) [initialized from ρΨ(0) =
|Ψ〉〈Ψ|]. The pointer states are then obtained by minimizing the entropy over |Ψ〉 and
demanding robustness under time variation.

When the dynamics is dominated by the system Hamiltonian, the pointer states
defined as above coincide with the energy eigenstates of this Hamiltonian and conform
with the view that decoherence induced by the bath “observes” the system and selects its
pointer states. Similar conclusions apply to a meter that is coupled to a bath and measures
the system.

As we have shown, a pointer basis is not uniquely selected by decoherence: there is a broad
variety of pointer bases pertaining to a meter under the influence of a bath that still allow
us to extract complete or, at least, partial information on the system. The possibility to
extract the full information on the system via generalized measurement, notwithstanding
the randomness of the meter observable due to decoherence, is our main result.

We note that an ideal von Neumann measurement does not reveal the phases of the
superposition coefficients even without decoherence, so that the resilience of the meter
basis to decoherence does not resolve the fundamental issue of quantum measurements
that prompted von Neumann to introduce the projection postulate [5]. However, we may
rotate the meter basis at different angles, and, for each angle, repeat the measurement on
unmeasured portions of the ensemble, thereby acquiring information on the phases within
an accuracy limited by the Cramer–Rao bound of estimation theory [27]. As shown by us,
this bound is accessible in practice by measurements of the state decoherence combined
with suitably optimized dynamical control [28]. Hence, for each rotation angle of the meter
we may invoke the same considerations as the ones outlined in the present analysis. Thus,
our conclusions apply in general to the acquisition of quantum information in noisy or
dissipative media [29].

Zurek’s Quantum Darwinism [9–11] asserts that the measured information is prolifer-
ated in the environment in many copies, the observer being one of the many parts of the
environment. We find, in contrast, that irrespective of the number of copies, the observer
can open channels of information extraction from the system that are not constrained by the
environment, by appropriately choosing the meter basis. Thus, the observer may override
decoherence in almost any chosen measuring (pointer) basis. This observer’s choice can
deprive resilient pointer states of their privileged status.

The present analysis gives further support to our “quantum Lamarckian” thesis [24]
regarding the indispensable role of the observer. By contrast, we conclude that decoherence
is neither an inevitable natural order nor a fundamental selection mechanism, but merely a
reflection of the limitations of the observer’s resources. For a growing variety of systems
and observables, the observer’s manipulations of the system–bath complex may render the
notion of decoherence superfluous.
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Abstract: We explore a particular way of reformulating quantum theory in classical terms, starting
with phase space rather than Hilbert space, and with actual probability distributions rather than
quasiprobabilities. The classical picture we start with is epistemically restricted, in the spirit of a
model introduced by Spekkens. We obtain quantum theory only by combining a collection of restricted
classical pictures. Our main challenge in this paper is to find a simple way of characterizing the
allowed sets of classical pictures. We present one promising approach to this problem and show how
it works out for the case of a single qubit.

Keywords: Wigner function; qubit; quasiprobability; epistemic restriction; quantum reconstruction;
phase space

1. Introduction

Much of Wojciech Zurek’s research, including his research on quantum Darwinism,
has been aimed at explaining the emergence of the classical world from the quantum world.
This is of course an important endeavor, partly because, as he has pointed out, quantum
theory and classical physics seem almost incompatible at first sight.

“The quantum principle of superposition implies that any combination of quan-
tum states is also a legal state. This seems to be in conflict with everyday reality:
States we encounter are localized. Classical objects can be either here or there,
but never both here and there” [1].

Indeed, it is an interesting fact that the standard formulation of quantum theory—with
state vectors in Hilbert space—looks as different as it does from the emergent classical
picture. In this paper, we take a step towards a reformulation of quantum theory that looks
more classical from the very beginning, being based on phase space rather than Hilbert
space. At the same time, we wish to avoid the negative probabilities of the Wigner-function
formulation, which is the most common phase-space formulation of quantum theory.

We are motivated largely by the general observation that it is good to have alternative
formulations of a well-established theory. Alternative formulations can provide novel
insights and new methods of analysis. In the present case, we can also hope that our
classical-like formulation will ultimately provide another perspective on the quantum-to-
classical transition.

Though we intend in future work to apply our methods to continuous quantum
variables such as position and momentum, in this paper, we restrict our attention to the
case of systems normally described with a finite-dimensional Hilbert space. For us, this
means that the phase spaces we use are discrete. Specifically, we use the discrete phase
space introduced in [2], which is simplest when the Hilbert-space dimension d is prime. In
that case, the phase space is a d× d array of points, with axes—analogous to position and
momentum axes—labeled by elements of the field Zd, that is, the integers mod d. As we
explain in the following section, in this phase space it makes sense to speak of “lines” and
“parallel lines”. Each line has exactly d points, and there are d + 1 ways of dividing the d2

points of phase space into d parallel lines.
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Our work is related to a construction due to Spekkens [3–6]. Starting with the same
discrete phase space, he defines an “epistemically restricted classical theory”: the points
of phase space are understood to be the actual, underlying states of the system, but an
observer cannot know this state. The most detailed description an observer can give is
a uniform probability distribution over one of the lines. Spekkens showed that many
qualitative features of quantum theory can be captured by this model, but the model cannot
fully imitate quantum theory because it is non-contextual.

In a recent paper, we showed how one can construct a picture that borrows some of
Spekkens’ ideas but that accommodates the full quantum theory of a d-state system [7].
Specifically, we found that one can decompose the quantum description of a complete
experiment—a preparation, a transformation (or a sequence of transformations), and a
measurement—into a collection of classical descriptions, each entailing certain epistemic
restrictions similar to but subtly different from the one imposed in Spekkens’ model. There
is one such classical description for each possible choice of what we call a “framework.”
The framework defines the epistemic restrictions placed on the classical model. Within each
framework, we can imagine a classical observer whose picture of the experiment is perfectly
compatible with an ontological model in which the system really does occupy a definite
phase-space point at every moment, and in which a transformation is represented by an
ordinary set of transition probabilities in phase space. Each classical observer will compute
their own prediction for the experiment, in the form of a probability assigned to each
possible outcome. We showed how to combine these classical predictions to reconstruct the
quantum prediction. In a slogan, we say the quantum prediction is obtained by “summing
the nonrandom parts”. The meaning of this slogan will become clear in the following
section, but essentially, the nonrandom part of a probability value is its deviation from
the value one would use under a condition of minimal knowledge. (Thus the expression,
“the nonrandom part,” is a kind of shorthand. We do not mean to imply that there is no
element of randomness in values of a probability that differ from the minimal-knowledge
value.) Intriguingly, the use of this unusual method of combining probability distributions
allows us to reproduce the operational statistics of the non-commutative theory of quantum
mechanics starting with ordinary (commutative) classical probability theory.

In [7], we were not able to come up with a simple set of criteria for determining
precisely what sets of classical descriptions are allowed—we did specify a set of criteria,
but it is not simple. Such criteria are desirable if our formulation of quantum theory is to
be self-contained, that is, not dependent on concepts from the Hilbert-space formulation.
The primary aim of the present paper is to identify such a set of criteria.

The rest of this paper is organized as follows. In the next section, we review the
formalism of [7]: how the frameworks are defined, how one decomposes the quantum
description of an experiment into epistemically restricted classical descriptions, and how
the predictions based on these classical descriptions are combined to recover the quan-
tum prediction. In Section 3, we write down four equations showing how any pair of
components of an experiment—the components being preparations, transformations, and
measurement outcomes—can be combined to obtain either other components or an ob-
servable probability. For example, a preparation followed by a transformation constitutes
another preparation, and for a preparation followed directly by a yes-or-no test, there is an
equation that yields the probability of the outcome “yes”. The basis of each of these four
equations is the principle that the nonrandom parts of the inputs should be summed to
obtain the nonrandom part of the output. At this point, we ask our main question: To what
extent do these four composition rules determine the allowed sets of classical descriptions?
That is, to what extent do these equations characterize the structure of quantum theory for
the d-state system? We find it useful to add a few auxiliary assumptions, but we do not
know whether all these assumptions are necessary. Conceivably, a more parsimonious set
of postulates is possible.

In Section 4, we specialize to the case of a single qubit and ask whether the composition
rules and auxiliary postulates of Section 3 determine the quantum theory of this simple
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system. We find that we recover either the standard quantum theory for a qubit or a theory
with a discrete set of transformations.

Of course, we would like to extend this approach to all possible Hilbert-space di-
mensions and to composite systems. We discuss the possibilities for doing this in the
concluding section.

For the remainder of this Introduction, we review briefly some of the earlier efforts
to reconstruct quantum theory from basic principles, as well as other work on quantum
theory in phase space and other approaches to representing quantum theory in terms of
probability distributions.

Reconstructions of quantum theory can be traced back to Birkhoff and von Neu-
mann [8]. In these initial forays, the focus was on mathematical axiomatizations [9–12].
However, it is appealing to think that quantum mechanics might be reconstructed by
stipulating a set of principles in the spirit of Einstein’s principles that lead to the theory of
special relativity. This more operationally oriented approach was ignited by Hardy [13].
In Hardy’s axiomatization, the addition of the key word “continuous” to one of his prin-
ciples differentiates quantum mechanics from classical probability theory. Although the
approach we describe here is different from Hardy’s, that same key word rears its head as
the distinguishing feature between quantum mechanics and a simpler theory, as we will
see in Section 4. Other important reconstruction efforts have likewise relied on operational
or information-theoretic principles [14–19]. Recently, diagrammatic postulates have been
used to reconstruct quantum theory [20].

In another vein, attempts to pinpoint essential quantumness have taken the tack
of augmenting classical physics with simple rules. As we mentioned, Spekkens and
collaborators have done this in a series of epistemically restricted classical theories used
to support an epistemic interpretation of the quantum state [3–5]. Spekkens’ model has
previously been provided with a contextual extension, but without fully capturing quantum
theory [21]. It has also been shown to hold strong similarities to stabilizer physics [22–24],
thereby providing a link to a subtheory of quantum mechanics that plays an important role
in quantum computing. Spekkens’ model is naturally set in phase space, which provides
the backbone for our work.

Quantum mechanics set in phase space has a history almost as long as quantum
mechanics itself [25,26]. Again, the most commonly used phase-space representation of a
quantum state is the Wigner function. An interesting complementary strategy is to invert
the definition of the Wigner function to make classical mechanics look more like quantum
theory [27,28]. A number of different discrete Wigner functions have been defined for
finite-dimensional quantum systems [2,29–33]. In this paper, although our aim is to go
beyond Wigner functions and use only nonnegative probabilities, we do use concepts from
the Wigner-function definition of [2].

There are numerous reasons to study quantum mechanics in phase space. In quantum
optics, the appearance of the negativity of the Wigner function signals the onset of quantum
behavior [34,35]. The negativity of the Wigner function has also been linked to contextuality,
which is another famous notion of nonclassicality [36–38], and to the power of quantum
computing [24,39–41].

The tomography of quantum states is closely tied to the Wigner function. We effectively
use tomographic representations of quantum states in this paper. For this reason, our work
is also closely related to the “classical” approach to quantum theory found in [42–44]. The
authors of these papers have successfully described a large number of quantum phenomena
from this perspective. Our approach diverges from theirs in that we treat every aspect of a
quantum experiment tomographically.

Certain subtheories of quantum mechanics have been proven to be nonnegative in
the Wigner-function representation. The stabilizer subtheory is one of them [31], and
sampling its nonnegative representation provides the basis for the classical simulation of
stabilizer physics [39]. Under certain assumptions, it has been shown that the full quantum
theory requires negativity in some aspect (preparation, transformation, or measurement)
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of a frame-theoretic generalization of the Wigner-function representation [45–47]. The
Pusey–Barrett–Rudolph theorem is another expression of the limitation on representing
quantum mechanics with classical probability theory [48]. Nonetheless, in the search
for new ways in which to simulate quantum systems, researchers have found positive
probabilistic representations of quantum theory by loosening certain assumptions upon
which the theorems are built [49–54]. In another setting, Fuchs and Schack have expressed
quantum states and transformations as probability distributions over the possible outcomes
of a SIC-POVM [55].

Again, our approach begins by decomposing the quantum description of an experi-
ment into a collection of classical probabilistic descriptions, as we explain more fully in the
following section.

2. A Quantum Experiment as a Collection of Classical Experiments

In this section, we briefly review the formalism developed in [7]. We begin with a bit
of notation and terminology.

Let us assume for now that the system we are studying has a Hilbert space with prime
dimension d. We use Greek letters to label the points of the d× d phase space. Each point
α can be specified by its horizontal and vertical coordinates, which we write as αq and
αp, respectively, to emphasize the analogy with position and momentum. Here αq and
αp both take values in Zd. A line is the set of points α satisfying an equation of the form
aαq + bαp = c for fixed a, b, c ∈ Zd with a and b not both zero. Two lines are parallel if they
can be specified by equations of this form differing only in the value of c. We refer to a line
passing through the origin as a ray.

A point in phase space is not a valid quantum state, but we find it extremely helpful
to associate with each point α a quasi-density matrix Âα, which we call a “phase point
operator.” This is a trace-one Hermitian matrix, but it is not a legitimate density matrix
because it can have negative eigenvalues. The matrices Âα that we use are the ones
introduced in [2] to define a discrete Wigner function (see below). The matrix Âα for any
odd prime d is written as follows in terms of its components:

(Âα)kl = δ2αq ,k+lω
αp(k−l), (1)

where ω = e2πi/d and the arithmetic in the subscript of the Kronecker delta is mod d. For
d = 2, there is a special formula:

Âα = 1
2
[
Î + (−1)αp X̂ + (−1)αq+αp Ŷ + (−1)αq Ẑ

]
, (2)

where X̂, Ŷ, Ẑ are the Pauli matrices and Î is the 2× 2 identity matrix. The Â matrices are
orthogonal in the Hilbert–Schmidt sense:

tr(Âα Âβ) = dδαβ, (3)

and because there are d2 of them, they serve as a basis for the space of all d× d matrices. In
particular, we can expand a density matrix ŵ as a linear combination of Â’s.

ŵ = ∑
α

Q(α|ŵ)Âα. (4)

The coefficients Q(α|ŵ) in this expansion constitute the discrete Wigner function representing
the given state.

The operators Âα also have the following special property, which we use immediately
in the following subsection. For any line �, the average of the Â’s over that line is a
one-dimensional projection operator:

1
d ∑

α∈�
Âα = |ψ�〉〈ψ�|, (5)
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where |ψ�〉 is a state vector associated with the line �. Since the Â’s are orthogonal to
each other, the |ψ〉’s associated with a complete set of parallel lines—we call such a set a
striation—constitute an orthonormal basis for the Hilbert space. Moreover, because any
two non-parallel lines intersect in exactly one point, Equation (3) guarantees that these
bases are mutually unbiased; that is, each basis vector is an equal-magnitude superposition
of the vectors of any of the other bases.

2.1. Defining the Frameworks

A “framework” is a mathematical structure that determines what epistemic constraint
one of our classical probability distributions must satisfy. The introduction of the concept
of a framework is one way in which our work differs from Spekkens’ model. In Spekkens’
model, there is just one classical world, and there is one epistemic constraint that applies to
it. In his model, for example, a uniform probability distribution over any line of the discrete
phase space counts as a legitimate epistemic state. By contrast, what we are doing, roughly
speaking, is to decompose this set of possibilities into distinct cases—one for each possible
slope of a line—and to associate each of these cases with a different classical world.

We now explain specifically what kind of mathematical structure constitutes a framework
for each component of an experiment—a preparation, a transformation, or a measurement—
and what epistemic restriction is associated with each of these frameworks.

For either a preparation or a measurement, a framework is simply a striation of the
phase space—a complete set of parallel lines. We label such a striation with the symbol B,
since each striation is associated with an orthonormal basis. For a given framework B, the
classical probability function representing a given preparation or measurement outcome is
required to be constant along each line of the striation B—this is the epistemic restriction
associated with the framework B. We define these restricted probability functions in the
next subsection.

To define the framework for a transformation, we need to consider a special class of
linear transformations on the discrete phase space. Let us think of a point α as represented
by a column vector with components αq and αp. Then a linear transformation is represented
by a 2 × 2 matrix, with elements in Zd, acting from the left on this column vector. A
symplectic transformation is a linear transformation that preserves the symplectic product:

〈α, β〉 = αpβq − αqβp. (6)

For the case we consider, in which the phase space has just two discrete dimensions, the
symplectic transformations are the same as the transformations whose matrices have unit
determinant.

The number of symplectic matrices for any prime d is d(d2 − 1). Our formulation
is simplest if, among these symplectic matrices, there exists a set T of just d2 − 1 such
matrices that has the “nonsingular difference” property: the difference between any two
matrices in T has a nonzero determinant. It turns out that this condition allows for a
particularly simple reconstruction of a quantum transformation from the classical transition
probabilities, defined in the following section. In [7], the nonsingular difference is the
only property we require of the set T , and to our knowledge, it is not known whether
such a set of d2 − 1 matrices exists for all prime d. However, for our present purposes,
we also need T to constitute a group, that is, a subgroup of the symplectic group Sp(2,d).
It is known that such a special subgroup exists for the values d = 2, 3, 5, 7, 11 but not for
larger values [56]. We can develop our formalism so as to apply to every prime dimension,
regardless of whether there exists a special set T—indeed, we did this in [7]. (If no such
set exists, we use the full symplectic group and insert a factor of 1/d whenever we sum
over the symplectic matrices.) However, in the present paper, for simplicity, we restrict our
attention to those dimensions for which such a special subgroup exists. This makes the
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equations simpler. In Section 4, we specialize to the case of a single qubit, for which we
now write down explicitly the unique special subgroup of symplectic matrices:

I =

(
1 0
0 1

)
R =

(
0 1
1 1

)
L =

(
1 1
1 0

)
(7)

One can verify that the difference between any two of these matrices has a nonzero de-
terminant. The choice of symbols comes from the fact thatR permutes the three nonzero
points by rotating them to the right, whereas L rotates them to the left.

Now, finally, we can say what we mean by a framework for a transformation. Again,
let T be a group of d2 − 1 symplectic transformations with the nonsingular difference
property. Then a framework for a transformation is simply a symplectic matrix S chosen
from the set T . (When such a group does not exist, we let every symplectic matrix define
a framework.)

As we have said, for a preparation or a measurement outcome, the associated proba-
bility function—defined in the following subsection—will be required to be constant along
each line of the striation B serving as the framework. Something similar happens for a
transformation. However, instead of working in phase space per se, we now imagine
ourselves working in the set of all ontic transitions from one point to another. Let us label
such a transition as α→ β. There are d4 ontic transitions. Now, just as a striation B parti-
tions the d2 points of phase space into d sets of d points each, we can regard a symplectic
transformation S as partitioning the d4 ontic transitions into d2 sets, each comprising d2

transitions.
Here is how this partitioning happens. For a fixed symplectic matrix S and a given

ontic transition α → β, let the displacement δ be defined by δ = β − Sα. That is, δ is
the extra displacement one needs to arrive at β, once one has applied S to α. Keeping S
fixed, we define the “displacement class” associated with δ to be the set of all the ontic
transitions α→ β such that β− Sα = δ. For any given S, there are d2 displacement classes,
each consisting of d2 ontic transitions. The framework S entails the following epistemic
restriction: the classical transition probabilities characterizing a given transformation must
be constant within each displacement class. In the following subsection, we show how such
a set of transition probabilities is to be defined.

Consider now an entire experiment consisting of a preparation, a transformation,
and a measurement. A framework for the whole experiment is obtained by choosing a
framework for each component of the experiment. We express a framework F for this
experiment as the ordered triple F = (B′, S, B), where B and B′ are the frameworks for the
preparation and measurement, respectively. (We read the ordered triple from right to left,
because in our equations, this is the order in which the associated probability functions
will appear.)

As it turns out, we need to consider only a subset of the possible combinations
(B′, S, B), namely those for which the striation B′ is precisely the striation obtained by
applying S to the striation B. We call such a combination a coherent framework for the
experiment. We may use other frameworks—ones that are not coherent—but it turns out
that such frameworks will contribute nothing to our predictions for the outcome of the
experiment. Similarly, if the experiment includes two or more successive transformations,
so that we have a framework (B′, Sn, . . . , S1, B), we need to consider only those frameworks
for which B′ = Sn . . . S1B.

We are now ready to show how the quantum description of a preparation, a trans-
formation, or a measurement outcome can be replaced by a set of epistemically restricted
classical descriptions.

2.2. Decomposing the Quantum Description of an Experiment into Classical Descriptions

We begin with the case of a preparation. The standard quantum description of a
preparation is given by a density matrix ŵ. We replace this single quantum description
with d + 1 classical descriptions RB(α|ŵ), one for each striation B. Each of these classical
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descriptions is simply a probability distribution over phase space, and each of these
probability distributions satisfies the epistemic constraint associated with B: the distribution
must be constant along each line of B.

The definition of RB(α|ŵ) in terms of the density matrix ŵ is simple:

RB(α|ŵ) =
1
d
〈ψ�|ŵ|ψ�〉, (8)

where � is the unique line in B that contains the point α. Again, |ψ�〉 is the state vector
associated with the line �. It is not hard to show that R is a properly normalized probability
distribution over phase space—that is,

∑
α

RB(α|ŵ) = 1, (9)

and it is clear that R is constant over each line in B. It is possible to reconstruct ŵ from the
whole set of R’s, but in this paper, our ultimate aim is to work wholly with the classical
descriptions. Therefore, we would like to think of the R’s as the primary description of
the preparation.

We now move on to the case of a measurement (saving the more complicated case of a
transformation for later in this subsection). We are interested just in the probabilities of the
outcomes of a measurement, not in any change in the system caused by the measurement.
A measurement in this sense is represented in quantum theory by a POVM, that is, a set of
positive semidefinite operators on the d-dimensional Hilbert space that sum to the identity.
Let Ê be one element of such a POVM, corresponding to a particular outcome of the
measurement. We now show how to replace Ê with a set of classical probability functions
RB(Ê|α), one for each striation B. In keeping with the associated epistemic restriction, the
function RB(Ê|α) will be constant along each line of B.

The definition of RB(Ê|α) is similar to the one in Equation (8).

RB(Ê|α) = 〈ψ�|Ê|ψ�〉, (10)

where � is again the unique line in B that contains α. Informally, we think of RB(Ê|α) as
the probability of the outcome Ê when the system is at the point α (an illegal quantum
state). Note that this function has a different normalization from the classical probability
distributions describing a preparation. We can think of the uniform distribution over phase
space—with the value 1/d2 for each point α—as representing the completely mixed state.
(This interpretation comes from the discrete Wigner function). Therefore, we expect the
following normalization:

∑
α

[
RB(Ê|α)× 1

d2

]
= tr

[
Ê( Î/d)

]
=

1
d

trÊ

=⇒ ∑
α

RB(Ê|α) = d trÊ.
(11)

One can see from Equation (10) that the function is indeed normalized in this way.
We now turn our attention to the case of a transformation. In general, the quantum

description of a normalization-preserving transformation is given by a completely positive,
trace-preserving map, which in turn can be specified by a set of Kraus operators. We
will replace this description by a set of classical probability distributions. We restrict our
attention to operations that preserve the Hilbert-space dimension, and we restrict our
attention to unital transformations, that is, transformations that leave the completely mixed
state unchanged.
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We begin by defining a set of transition quasiprobabilities that characterize a given
transformation. For an operation E , these are defined by:

QE (β|α) = 1
d

tr
[
ÂβE(Âα)

]
. (12)

In particular, if E is a unitary transformation, we have:

QE (β|α) = 1
d

tr
[

ÂβÛÂαÛ†
]
. (13)

In a discrete-Wigner-function formulation, we can interpret QE (β|α) as the quasiprobability
that a system at the point α will move to the point β when the transformation E is applied.
Thus, if the transformation is applied to a system described by the Wigner function Q(α|ŵ),
the resulting Wigner function Q(β|E(ŵ)) is given by:

Q(β|E(ŵ)) = ∑
α

QE (β|α)Q(α|ŵ). (14)

Though QE (β|α) plays the role of a probability in this equation, it is not a probability since
it can take negative values [57]. It is, however, normalized as a probability distribution:
∑β QE (β|α) = 1. Because our transformations are unital, QE is also normalized over its
second argument: ∑α QE (β|α) = 1.

We use QE (β|α) to define our classical transition probabilities (which are indeed
nonnegative). Again, the framework for a transformation is specified by a symplectic
transformation S chosen from the set T defined above. In the framework S, the probability
that a system at point α will move to β is given by:

RS
E (β|α) = 1

d2 ∑
μ

QE (Sμ + δ|μ), (15)

where δ = β − Sα. That is, we obtain RS
E (β|α) simply by averaging QE (β|α) over the

displacement class δ in which the ontic transition α→ β lies. By definition, then, RS
E (β|α)

is constant over each displacement class.
What is much less obvious is that RS

E (β|α) is always nonnegative. This was proven
in [7], and we do not repeat the proof here. (For the special case d = 2, the nonnegativity
depends on using the special subgroup T of symplectic matrices. For odd primes, RS

E is
nonnegative for any symplectic S). We also showed in that paper how to reconstruct the
quantum operation E from the entire set of RS

E ’s.
We now have all the ingredients we need for a classical description of a whole ex-

periment, within a specified framework. Let us suppose the experiment consists of a
preparation, followed by a transformation, followed by a measurement. In terms of stan-
dard quantum mechanical concepts, we can compute the probability of a particular outcome
via the equation:

P(Ê|E , ŵ) = tr
[
ÊE(ŵ)

]
, (16)

where ŵ is the initial density matrix, E is the transformation, and Ê is the POVM element
representing the outcome.

Within the classical framework (B′, S, B), we can try to compute the same probability
by writing:

P(Ê|E , ŵ)
?
= ∑

αβ

RB′(Ê|β)RS
E (β|α)RB(α|ŵ). (17)

Note that we are combining the probabilities in the standard way. Again, every function
inside the sum is nonnegative and properly normalized, so the resulting probability is at
least a legitimate probability. However, it is not the correct value. This is largely because
the classical story associated with a specific framework is by no means the whole story.
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We need the predictions obtained from all the coherent frameworks in order to recover the
quantum prediction. We show how this is done in the following subsection.

2.3. Recovering the Quantum Prediction: Summing the Nonrandom Parts

The formula for reconstructing the quantum prediction from the whole set of classical
predictions is quite simple. As we noted in the Introduction, it depends on the concept of
the “nonrandom part” of a probability, which we now explain.

For a probability distribution R(α) over the discrete phase space, we define the non-
random part ΔR(α) to be the deviation from the uniform distribution:

ΔR(α) = R(α)− 1
d2 . (18)

For the probability of a measurement outcome Ê, we define the nonrandom part by sub-
tracting the probability we would assign to the outcome Ê if we were starting with the
completely mixed state, or in phase-space language, if we were starting from the uniform
distribution over phase space. Thus, we have:

ΔRB(Ê|α) = RB(Ê|α)− 1
d2 ∑

γ

RB(Ê|γ), (19)

or, for an expression using standard quantum mechanical terms,

ΔP(Ê|ŵ) = P(Ê|ŵ)− 1
d

trÊ. (20)

For all these cases, “Δ” means that we are subtracting the “random part” of the given
probability, that is, the value we would assign to the probability under a condition of
minimal knowledge.

Let us now consider an experiment consisting of a preparation ŵ, a transformation
E , and a measurement, one of whose possible outcomes is Ê. We showed in [7] that
we recover the quantum mechanically predicted probability of the outcome Ê via the
following formula:

ΔP(Ê|E , ŵ) = ∑
F

ΔPF (Ê|E , ŵ), (21)

where the sum is over all coherent frameworks F = (B′, S, B), and:

PF (Ê|E , ŵ) = ∑
αβ

RB′(Ê|β)RS
E (β|α)RB(α|ŵ). (22)

That is, within each framework, we compute the probability of Ê in an utterly standard
way. What is nonstandard is that we then combine these various classical predictions by
summing the nonrandom parts.

One component of the derivation of Equation (21) is the formula that inverts Equation (15),
which was also proven in [7]:

ΔQE (β|α) = ∑
S

ΔRS
E (β|α). (23)

We will find this equation useful in Section 4 below.

3. The Composition Rules and Their Role as Foundational Postulates

In the preceding section, we started with the standard quantum mechanical description
of each component of an experiment and then defined our classical probability functions
in terms of the associated quantum concepts. Our ultimate aim, though, is to develop a
self-contained formulation of quantum theory, in which the basic objects are epistemically
restricted classical probability functions. This means that we cannot rely on the standard
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concepts of quantum theory to determine which sets of classical probability functions are
allowed. We must find criteria that are independent of the vectors and operators of Hilbert
space. It is to this aim that we now turn our attention. In this section, therefore, we switch
to an operational understanding of the symbols w, E , and E. We use those symbols to refer
to a preparation, a transformation, and a measurement outcome—processes and events
one can observe in a lab—and not to any particular mathematical objects. The absence of
hats on the symbols is a notational indication of this switch.

Again, the calculation in Equation (22), in which we compute the probability of the
outcome E from the perspective of one of our classical observers, is quite ordinary—all
the probabilities are being used in the standard way. It is only when we combine the
classical predictions, via Equation (21), that we combine probabilities in a way that we
would never do classically—by summing the nonrandom parts. We are inclined, then,
to regard the summing of the nonrandom parts as the essentially quantum mechanical
component of our formulation. We do not claim to fully understand the significance of
this procedure. However, it does seem to capture what is quantum mechanical about
our formalism, just as the superposition principle can be understood as the quintessential
quantum mechanical feature of the usual formulation. We do not mean to imply that our
rule is in any way an expression of the superposition principle, but only that we are giving
our rule a fundamental status in the mathematical formalism. (The superposition principle
is quite foreign to our approach, since we are working only with probabilities and not with
amplitudes).

This circumstance leads us to ask whether the procedure of summing nonrandom parts
can be used as a foundational principle, which could determine which sets of probability
distributions are permitted.

To that end, let us consider the following four equations—the “composition rules”—all
of which follow from the definitions of the preceding section, but all of which also make
sense without reference to any Hilbert-space concepts. In these equations, the symbol Δ is
consistently used to indicate the nonrandom part of whatever follows it:

1. Combining a preparation with a transformation to obtain another preparation:

ΔRB′(β|E(w)) = ∑
{(S,B)|SB=B′}

Δ

[
∑
α

RS
E (β|α)RB(α|w)

]
; (24)

2. Combining two transformations in sequence to obtain another transformation:

ΔRS
E2◦E1

(γ|α) = ∑
{(S2,S1)|S2S1=S}

Δ

[
∑
β

RS2
E2
(γ|β)RS1

E1
(β|α)

]
; (25)

3. Combining a transformation with a measurement outcome to obtain another mea-
surement outcome:

ΔRB′(E′|α) = ∑
{(B,S)|S−1B=B′}

Δ

[
∑
β

RB(E|β)RS
E (β|α)

]
, (26)

where E′ is the measurement outcome that is equivalent to applying E and then
obtaining the outcome E;

4. Combining a preparation w with a measurement outcome E to obtain the probability
P(E|w) of the outcome E given the preparation w:

ΔP(E|w) = ∑
B

Δ

[
∑
α

RB(E|α)RB(α|w)

]
. (27)
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We can summarize all of these equations by saying that in any combination of the compo-
nents of an experiment, one always sums the nonrandom parts of the classically expected
results, the sum being over all frameworks that are consistent with the framework of the
resulting classical probability function (or, in the last case, all frameworks that are coherent).

The equations listed above are all correct as statements within quantum theory, but
our question now is whether they are sufficient to pick out the allowed sets of R functions.

They may not be fully sufficient. These equations set conditions on the whole system
of probability distributions, describing all the components of an experiment, and there
could be trade-offs among these components. It is conceivable, for example, that by being
more restrictive in what we allow for measurements, we can be more generous in what we
allow for preparations. In this paper, we avoid some of this worry by making the following
three auxiliary assumptions, but we are not certain whether all these auxiliary assumptions
are necessary:

A. For each preparation w with probability functions RB(α|w), there is a corresponding
measurement outcome E with probability functions RB(E|α) = dRB(α|w), and the
random part of RB(E|α) is 1/d;

B. For an invertible transformation E with probability functions RS
E (β|α), the probability

functions of the inverse are RS
E−1(β|α) = RS−1

E (α|β);
C. Every preparation consistent with Equation (27) and Assumption A is physically

possible. Moreover, the complete system of preparations, transformations, and
measurement outcomes must be maximal. That is, it should not be possible to add
any other transformation or measurement outcome without violating Equations (24)–
(27) or one of our assumptions.

Assumption A minimizes the likelihood of precisely the kind of trade-off we described
above. Assumption B gives the most natural definition of the inverse in our formalism.
The spirit behind Assumption C is that we are starting with a picture in which all properly
normalized probability functions are allowed. The composition rules and the auxiliary
assumptions are intended simply to restrict the set of such functions, and we do not want
to restrict it more than necessary.

To see how a proposed set of R functions might run afoul of the composition rules and
the auxiliary assumptions, suppose that for a single qubit, we were to say that there exists
a preparation w such that for each striation B,

RB(α|w) =

{ 1
2 if α lies on the ray in B
0 otherwise

(28)

Then, by Assumption A, there exists a measurement outcome E such that:

RB(E|α) =
{

1 if α lies on the ray in B
0 otherwise

(29)

These functions are perfectly consistent with the epistemic constraint—each is constant
along each line of its striation B—but they are not consistent with Equation (27): the com-
puted probability for the outcome E, given the preparation w, comes out to be two, which
is not a legitimate value for a probability. Our question is whether similar considerations
will rule out all other sets of R’s that do not correspond to legitimate quantum states
and processes.

We have by no means answered this question in general, but we do have some answers
for the special case of a single qubit. They are the subject of the following section.

4. The Case of a Single Qubit

Here, we show how Equations (24)–(27) and Assumptions A, B, and C apply to the
case d = 2.
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4.1. The Allowed Preparations and Measurements

For now, let us continue to take d as any prime number. Let the functions RB(α|w)
describe a preparation w. Then, by Assumption A, there is a measurement outcome E
described by RB(E|α) = dRB(α|w). Inserting this w and E into Equation (27), we obtain:

ΔP(E|w) = ∑
B

Δ

[
∑
α

RB(E|α)RB(α|w)

]
. (30)

Each term in this equation that is preceded by Δ is a probability assigned to the outcome E.
Therefore, the Δ tells us to subtract 1/d (as is also specified in Assumption A). Collecting
the constant terms on the right-hand side, we have:

P(E|w) = ∑
B,α

[
RB(E|α)RB(α|w)

]
− 1. (31)

Now, we replace RB(E|α) with dRB(α|w) to obtain:

P(E|w) = d ∑
B,α

RB(α|w)2 − 1. (32)

In order to prevent P(E|w) from being larger than one, we need to insist that:

∑
B,α

RB(α|w)2 ≤ 2
d

. (33)

This condition must hold for every prime d. As we now show, for the case of a single qubit,
it completely defines the set of allowed preparations.

For a qubit, Equation (33) becomes simply:

∑
B,α

RB(α|w)2 ≤ 1. (34)

Suppose we have a set of functions RB(α|w) satisfying this inequality. Let us define the
quantities rx, ry, and rz as follows:

rx = ∑
α

(−1)αp RX(α|w)

ry = ∑
α

(−1)αq+αp RY(α|w)

rz = ∑
α

(−1)αq RZ(α|w),

(35)

where X, Y, and Z are the horizontal, diagonal, and vertical striations, respectively. These
equations can be inverted to give:

RX(α|w) = 1
4 [1 + (−1)αp rx]

RY(α|w) = 1
4
[
1 + (−1)αq+αp ry

]
RZ(α|w) = 1

4 [1 + (−1)αq rz].

(36)

One can see from Equation (36) that:

∑
B,α

RB(α|w)2 = 3
4 + 1

4

(
r2

x + r2
y + r2

z

)
. (37)

Therefore, Equation (34) is equivalent to the condition that the vector�r = (rx, ry, rz) has
length no greater than one.
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From the definition of RB(α|w) in Section 2, one can show that the R’s given in
Equation (36) correspond to the density matrix ŵ = 1

2 (I +�r ·�̂σ), where �̂σ is the vector of
Pauli matrices. We see, then, that the condition (34) is indeed sufficient to restrict the set of
R’s to their proper range (that is, to the range |�r| ≤ 1). Assumption C then tells us that the
entire set of such preparations is allowed. In this way, we recover the Bloch sphere.

Do our assumptions also pick out the valid measurement outcomes? In the standard
quantum formalism, we can characterize the allowed POVM elements Ê by the following
condition: an operator Ê is a valid POVM element if and only if the quantity:

P(E|w) = tr(Êŵ) (38)

lies in the interval [0, 1] for every density matrix ŵ. Now, Equation (27) is simply an
expression of Equation (38) in our formalism. Therefore, the condition that the P(E|w)
appearing in Equation (27) must be in the range [0, 1] is equivalent to the quantum condition
we have just stated. Equation (27) thus picks out the valid measurement outcomes, as long
as we know what the valid preparations are. This we do know, as we have seen in the
preceding paragraph.

4.2. The Allowed Invertible Transformations

Here, we aim to determine what set or sets of invertible transformations on a qubit are
consistent with our assumptions.

We begin by noting that for any invertible transformation E , we can derive from
Assumption B that RS

E (β|α) is normalized over its second index, as well as its first. (As we
noted earlier, the same is true for any unital transformation, a concept that still makes sense
in our phase-space setting). We use this fact a few times in what follows.

Our next step is to derive the representation of the identity transformation RS
I (β|α).

For d = 2, there is a valid preparation given by the following probability distributions:

RX(α|w) = RY(α|w) =
1
4

1 1

1 1
, RZ(α|w) =

1
2

1 0

1 0
. (39)

(The bottom left box of such a phase-space diagram corresponds to phase-space point
α = (0, 0), and the appropriate index increases by one when moving either up or right.)
This corresponds to the spin-up state in the z-direction for a qubit. From the instance of
Equation (24) that results from this preparation and the identity channel:

ΔRZ(β|w) = ∑
{(S,B)|SB=Z}

Δ

[
∑
α

RS
I (β|α)RB(α|w)

]
. (40)

Applying the normalization rule ∑α RS
I (β|α) = 1 to the terms with B = X and B = Y, for

which RB is uniform, yields a null contribution. What remains is:

ΔRZ(β|w) = Δ

[
∑
α

RII (β|α)RZ(α|w)

]
. (41)

For this to hold true, the transitions of RII (β|α) must not take either of the points on the
nonzero line of RZ(α|w) away from that line. However, this same argument can be made
for a preparation corresponding to any other line and the form of RII (β|α) should not
change. This implies:

RII (β|α) = δαβ. (42)

Therefore, whenever the identity transformation is inserted into Equation (24), the LHS of
the equation will always equal the term on the RHS that includes RII (β|α). The other two
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terms—corresponding to the symplectic matricesR and L—must sum to zero, which can
only be possible for all preparations when:

RRI (β|α) = RLI (β|α) = 1
4

. (43)

Equations (42) and (43) thus give us the representation of the identity transformation.
We now make use of Equation (25) specialized to the case of a transformation being

combined with its inverse. Leveraging Assumption B, we find:

ΔRS
I (γ|α) = ∑

S′
Δ

[
∑
β

RSS′
E (γ|β)RS′

E (α|β)
]

. (44)

We again use the fact that the sum of RE over its second argument is unity. From this, it
follows that we can move the Δ on the right-hand side of Equation (44) to the factors inside
the sum over β (see Appendix B of [7]):

∑
S′

Δ

[
∑
β

RSS′
E (γ|β)RS′

E (α|β)
]
= ∑

S′ ,β
ΔRSS′
E (γ|β)ΔRS′

E (α|β). (45)

From Equation (23), we have that:

QE (γ|β) =
1
4
+ ∑

S
ΔRS
E (γ|β). (46)

Combining Equations (44)–(46) with the inverse rule and the form of RII (β|α), one can
show that the transition quasiprobabilities for any invertible transformation can be thought
of as an orthogonal matrix:

∑
β

QE (γ|β)QE (α|β) = ∑
β

(
1
4
+ ∑

S
ΔRS
E (γ|β)

)(
1
4
+ ∑

S′
ΔRS′
E (α|β)

)
(47)

=
1
4
+ ∑

S,S′
Δ

[
∑
β

RSS′
E (γ|β)RS′

E (α|β)
]

(48)

=
1
4
+ ∑

S
ΔRS

I (γ|α) (49)

= δαγ. (50)

Although we ultimately want to know what sets of transition probabilities RS
E are

allowed in our theory, the argument is less cumbersome if we work with the quasiprobabil-
ities QE temporarily. They are of course well defined in terms of the transition probabilities
RS
E (by Equation (23)).

We can express the Wigner function Q(α|w) for a qubit as a four-component column
vector �Qw on which a transition quasiprobability matrix QE acts. Thus, Equation (14)
becomes:

�Qw′ = QE �Qw , (51)

where w′ = E(w). We also know that QE and its inverse both preserve normalization,
which means that each row and each column of QE sums to unity. Because of this, we
can write:

Δ�Qw′ = QEΔ�Qw , (52)
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where Δ�Q is defined through our usual Δ notation, that is, by subtracting 1/4 from each
component. Now, define the following orthogonal matrix:

M = 1
2

⎛⎜⎜⎝
1 1 −1 −1
1 −1 −1 1
1 −1 1 −1
1 1 1 1

⎞⎟⎟⎠. (53)

Then, we have: (
MΔ�Qw′

)
= MQEMT

(
MΔ�Qw

)
. (54)

Note that the last component of either MΔ�Qw or MΔ�Qw′ is zero due to normalization.
Therefore, these vectors are confined to three dimensions. Meanwhile, the matrix MQEMT

is still orthogonal. Moreover, it is block diagonal, consisting of a 3× 3 block in the upper left
and the number 1 in the lower right. Consequently, it is effectively a 3× 3 orthogonal matrix
acting on the three-dimensional space in which MΔ�Qw can have nonzero components.
Let us define ŵ to be ∑α Q(α|w)Âα. This matrix has unit trace, so we can express it as
ŵ = (1/2)(I +�r ·�̂σ) for some real vector�r. Then, one can show from the definition of Âα

that the three nonzero components of MΔ�Qw are the components r1, r2, r3 of�r. Thus, the
fact that QE is orthogonal implies that every reversible transformation can be thought of as
a rotation of the Bloch sphere, possibly combined with a reflection.

We now have a set of invertible transformations that is more permissive than that of a
qubit, since it includes the possibility of reflection. That is, it includes transformations rep-
resented by 3× 3 orthogonal matrices with determinant −1. (In standard quantum terms,
it includes antiunitary transformations.) However, not all of the negative-determinant
transformations are allowed, as we now show.

One can always decompose a negative-determinant orthogonal transformation of
the sphere into an inversion through the center followed by a rotation. We denote the
inversion operation as Ω. To find RS

Ω, note that the phase point operators are defined using
an expansion of Pauli operators and have unit trace, so they can be represented by points
in the same three-dimensional space in which�r lives. For example, Â(0,0) =

1
2 (I +�r ·�̂σ),

where�r = (1, 1, 1), and more generally, we can write Âα = 1
2 (I +�rα · �̂σ). Therefore, the

inversion operation Ω(Âα) is well defined: extra minus signs appear before the X̂, Ŷ, and
Ẑ terms. We can then use Equations (12) and (15) to find:

RIΩ(β|α) = 1
2 − δαβ,

RRΩ(β|α) = RLΩ(β|α) = 1
4 .

(55)

RIΩ has negative values and, therefore, is not compatible with our formalism.
This does not yet rule out any of the other negative-determinant transformations.

(It does, however, rule out the possibility of including even a single such transformation
if all the rotations are allowed, since we could then construct Ω.) Again, all negative-
determinant transformations can be written as an inversion followed by a rotation E , and
we can use the combination rule in Equation (25) to show that:

RS
E◦Ω(β|α) = 1

2 − RS
E (β|α). (56)

It follows that we can only allow transformations described by E ◦Ω, if the rotation E is
represented by transition probabilities that never exceed 1/2. In Appendix A, we show that
this leaves us with only twelve possible rotations that can be composed with inversion to
give legal transition probabilities. Let us call them Ej. These include 90 degree right-hand
rotations around each of the six cardinal directions and 180 degree rotations around each
axis that forms a 45 degree angle with a pair of cardinal axes.

The twelve operations Ej ◦Ω effect the permutations of the four vectors�rα. (Recall that
these vectors correspond to the four phase point operators and thus to the four points of

271



Entropy 2022, 24, 137

phase space.) Composing these operations, we obtain a set of twelve rotations of the form
Ej ◦ Ek. Altogether, this gives us a set of positive- and negative-determinant transformations
that correspond to the twenty-four ways one can permute the four phase point operators.
Although this set of twenty-four is quite different from the set of reversible transformations
of a qubit, it is intriguing that it is a nontrivial set of transformations that can easily be
understood classically.

We thus have two possibilities for the set of transformations: (i) a continuous set
consisting of all the rotations of the Bloch sphere—the set we were aiming for—or (ii) a
finite set that can be understood as comprising all possible permutations of the four ontic
states. Both sets are maximal in the sense that they cannot be augmented with any other
transformations.

To summarize, it appears that our composition rules and auxiliary assumptions do not
uniquely lead to qubit physics. Nonetheless, our simple setup does bring us remarkably
close. At this point, the best we can do is to include another assumption such as the
continuity of the set of transformations that would eliminate the finite set.

5. Conclusions

For a quantum system with a prime Hilbert-space dimension, we have a way of
decomposing the quantum description of an experiment into a set of classical, epistemically
restricted descriptions. For each of these classical descriptions, which consist of nothing
but probability functions, we can imagine an observer using these functions to compute
the probability of any given outcome of the experiment. For any given classical observer,
this prediction will be a bad prediction, but we know how to combine the predictions of all
the classical observers to recover the correct quantum mechanical probability: we sum the
nonrandom parts.

However, this picture begins with the standard formulation of quantum theory. Our
aim is to develop an alternative, self-contained formulation of quantum theory in which the
classical descriptions are the primary mathematical entities. The formulation we seek would
thus be based entirely on actual probability functions defined on phase space. To create
such a formulation, we need a set of criteria for determining when a given probabilistic
description of a preparation, a transformation, or a measurement outcome is legitimate. In
this paper, we have presented and begun to explore a set of equations that might serve as
the basis for such criteria. These equations—our four composition rules—can all be placed
under the heading, “sum the nonrandom parts.” We have been led to this approach by the
fact that this intriguing prescription is the only non-classical element of our formalism. We
are wondering whether summing the nonrandom parts is a key to what is characteristically
“quantum” about quantum theory, and we have speculated that it may play a fundamental
role loosely analogous to that of the superposition principle in the standard formulation.

Summing the nonrandom parts is a strange way to combine probability distributions.
It could easily lead to illegal probabilities if there were not some constraints on the proba-
bility distributions being combined. Therefore, simply by insisting that the probabilities
computed via this prescription are legitimate, we are implicitly placing constraints on
our classical probability distributions. This fact has led us to ask the question: Are those
constraints, along with a set of intuitively plausible auxiliary assumptions, sufficient to
define the structure of quantum theory?

We addressed this question for the case of a single qubit, with only reversible transfor-
mations, and we found that we can recover the usual quantum rules that determine what
states are allowed and what transformations are allowed. (For the case of transformations,
we need an assumption such as continuity to rule out a particular finite set of unitary and
antiunitary transformations that is consistent with our other assumptions.)

However, the case of a single qubit is relatively simple. In our formalism, the set of
allowed states is determined entirely by the condition that:

∑
B,α

RB(α|w)2 ≤ 1. (57)
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For a general qudit, we have an analogous equation:

∑
B,α

RB(α|w)2 ≤ 2
d

. (58)

However, for d > 2, this is not the only condition required for a state to be legitimate.
Therefore, any argument from our composition rules is not likely to be as simple as the one
we were able to use for a single qubit.

Once we permit ourselves the extra assumption that the set of transformations is
continuous, the reversible transformations on a single qubit are also relatively simple. They
are equivalent to the rotations in three dimensions. Therefore, we mainly needed to show
that the matrix of transition quasiprobabilities, QE (β|α), is an orthogonal matrix. In higher
dimensions, this matrix is again orthogonal, but other conditions must also be met in order
to arrive at the unitary transformations.

However, we have by no means used all the information available in our composition
rules (Equations (24)–(27)). Therefore, one can hope that these equations constitute a
sufficient or nearly sufficient set of restrictions for arbitrary prime d.

Ultimately, we would like to extend our work to all Hilbert-space dimensions. In
the analysis of [2], a system with composite dimension d is treated as a composite system.
It would be natural for us to use the same strategy here. Thus, the phase space for a
system with dimension six would be a four-dimensional space, the Cartesian product of
Z2

2 and Z2
3. A framework for a preparation or a measurement outcome would consist of a

striation B2 of Z2
2 and a striation B3 of Z2

3. In future work, we plan to use this factorization
scheme to extend our treatment of preparations and measurements to arbitrary composite
dimensions and, indeed, to arbitrary composite discrete systems. We see no obstacles there.
The treatment of transformations, on the other hand, is more challenging. One can show that,
if S ranges over all the 2× 2 symplectic matrices with entries in Zd, where d is composite,
then the whole set of probability distributions RS

E (β|α), defined in the natural way, does
not contain the information needed to reconstruct the transition quasiprobabilities QE (β|α).
(Moreover, factoring the group of symplectic transformations into groups associated with
the prime factors of d does not change the information content of the R’s.) This fact does
not imply that our formalism cannot be extended to composite dimensions, but it does
mean that new ideas will be needed.

Of course we would also like to extend our “classical” treatment of quantum theory to
the case of continuous phase space, the realm that is truly the domain of classical mechanics.
The concepts of striations, displacements, and symplectic transformations are all sensible
concepts for such a phase space. However, we anticipate challenges in finding the proper
analogue of our notion of the sum of the nonrandom parts. For example, whereas the
“random part” of a probability distribution over a discrete phase space is simply the uniform
distribution, there is no such thing as a normalized uniform distribution over an infinite
phase space. We plan to address this and related issues in future work.

Finally, it is interesting to ask whether our formalism lends itself to an ontological
account of a quantum experiment. Each of our imagined classical observers would have
no problem finding a realistic interpretation of their description of the experiment: the
system is always at some location in phase space, and when a transformation occurs, the
system jumps probabilistically to some other point. It is much more difficult, though, to
find an ontological account that incorporates all the classical descriptions. This is not to say
it cannot be done. If it is possible, it will certainly require expanding the picture beyond
that of a stochastic process on phase space. It would also require making physical sense of
the mathematical prescription to sum the nonrandom parts.
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Appendix A

Here, we prove that there is one possible set of transformations allowed within our
scheme that includes a finite set of negative-determinant orthogonal transformations of the
Bloch sphere.

Recall that we started with only our set of rules and assumptions and made no
reference to Hilbert space. Using these, we found that the legal transformations can be
understood as orthogonal transformations of the Bloch sphere. We now wonder what
the possible rotations are that can be composed with the inversion operations Ω without
generating a negative probability. We have seen that such a rotation must itself never
generate a probability greater than 1/2 for any of its R values. We could compute the
R values for the orthogonal transformation QE directly from Equation (15). However,
since we have established a correspondence between rotations of the sphere and unitary
transformations, it is legitimate to use Equation (13), together with Equation (15), to
compute these values.

The virtue of this strategy is that any unitary operation on a qubit can be expressed in
a simple way:

Û = u0 Î + iu1X̂ + iu2Ŷ + iu3Ẑ, (A1)

where �u = (u0, u1, u2, u3) is a real four-vector with unit length. The set of functions RS
E

(where E refers to this unitary transformation) holds twelve values that we can calculate
using Equations (13) and (15). (For each of the three S’s, RS

E has sixteen entries, but remem-
ber that these are partitioned into four displacement classes, each of which holds a single
value of RS

E .) These values are listed in the following phase-space diagrams, where the
label on the left is the symplectic transformation S and the phase-space points correspond
to the value δ = β− Sα.

I :
u2

3 u2
2

u2
0 u2

1

R :
1
4
×

(u0 − u1 + u2 − u3)
2 (u0 + u1 − u2 − u3)

2

(u0 + u1 + u2 + u3)
2 (u0 − u1 − u2 + u3)

2

L :
1
4
×

(u0 − u1 + u2 + u3)
2 (u0 + u1 + u2 − u3)

2

(u0 − u1 − u2 − u3)
2 (u0 + u1 − u2 + u3)

2

(A2)

Suppose for now that all the uj’s are nonnegative. Again, we have already seen in the
main text that in order to be composed with the inversion operator Ω, a transformation
can have no value of RS

E (β|α) greater than 1/2. Therefore, we must have the following
three relations:

u2
0 + u2

1 + u2
2 + u2

3 = 1,

uj ≤
1√
2

,

u0 + u1 + u2 + u3 ≤
√

2,

(A3)
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where the second line is from RIE and the third line is from RRE . The argument is easier to
see if we define vj =

√
2 uj. Then, the conditions on vj are:

v2
0 + v2

1 + v2
2 + v2

3 = 2,

vj ≤ 1,

v0 + v1 + v2 + v3 ≤ 2.

(A4)

Because each vj is no larger than one, v2
j ≤ vj. However, then, the only way to satisfy the

first and third conditions is to make each v2
j equal to vj. This means each vj must be either

zero or one. Then, the first equation tells us that exactly two vj’s are equal to one and the
other two are equal to zero. Therefore, exactly two of the uj’s are equal to 1/

√
2 and the

other two are equal to zero.
Of course, we also have to deal with the possibility that one or more of the uj’s is

negative. However, looking at the values of R in Equation (A2), we see that all possible
combinations of the plus and minus signs appear in RRE and RLE . Therefore, we can replace
the last v condition with |v0|+ |v1|+ |v2|+ |v3| ≤ 2. The middle equation can be |vj| ≤ 1.
Then, the same argument applies.

The only option we are left with is to form four-vectors where only two entries are
±1/
√

2 and the other two are zero. There are twenty-four ways to do this, but one-half
of that set of vectors is just the negative of the other half. Mapping back from �u to Û, this
minus sign is just a phase that can be ignored. We are left with twelve possible rotations
compatible with the inversion operator.
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Abstract: In a previous article we presented an argument to obtain (or rather infer) Born’s rule, based
on a simple set of axioms named “Contexts, Systems and Modalities" (CSM). In this approach, there
is no “emergence”, but the structure of quantum mechanics can be attributed to an interplay between
the quantized number of modalities that is accessible to a quantum system and the continuum of
contexts that are required to define these modalities. The strong link of this derivation with Gleason’s
theorem was emphasized, with the argument that CSM provides a physical justification for Gleason’s
hypotheses. Here, we extend this result by showing that an essential one among these hypotheses—
the need of unitary transforms to relate different contexts—can be removed and is better seen as a
necessary consequence of Uhlhorn’s theorem.

Keywords: quantum mechanics; contextuality; Gleason’s theorem; Uhlhorn’s theorem

1. Introduction

Many recent articles have proposed derivations of Born’s rule [1–4], which is clearly a
major theoretical basis of quantum mechanics (QMs). In the framework of this Special Issue,
let us note, in particular, the construction based on Quantum Darwinism and envariance, as
proposed by Wojciech Zurek [5–8]. It will be discussed further in the conclusion, but in this
article we take a different position, i.e., we start from some simple physical requirements or
postulates [1], based on established (quantum) empirical evidence [9–15]; then, we infer
a mathematical structure that can describe these physical requirements; and, finally, we
deductively obtain Born’s rule and, more generally, the probabilistic structure of QM. We
note that related ideas have been discussed in the framework of quantum logic [16,17], but
our approach here is a physicist’s rather than a logician’s. With respect to [1], the main
purpose of the present article is to simplify further the required mathematical hypothe-
ses, by showing that an essential one—the need of unitary transforms to relate different
contexts—can be removed and is better seen as a necessary consequence of Uhlhorn’s
theorem, to be introduced below.

2. The CSM Framework

The approach of “Contexts, Systems and Modalities” (CSM) is a point of view on
Quantum Mechanics based on a non-classical ontology, where physical properties are
attributed to physical objects consisting of a system within a context, that is an idealized
measurement apparatus. Such physical properties are called modalities, and a modality
belongs to a specified system within a specified context, which is described classically (see
Annex for more precise definitions). Loosely speaking, the mathematical description of a
modality includes both a usual state vector |ψ〉 and a complete set of commuting operators
admitting this vector as an eigenstate. Though it may appear heavier at first sight, this
point of view eliminates a lot of troubles about QM, and can be seen (in some sense) as a
reconciliation between Bohr and Einstein in their famous 1935 debate [18].
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The main feature which makes modalities non-classical is that they are both quantized
and contextual, as written above. More precisely, the empirical facts that we want to
describe mathematically are:

(i) in each context a measurement provides one modality among N possible ones, that are
mutually exclusive. No measurement can provide more than N mutually exclusive
modalities, and once obtained in a given context, a modality corresponds to a certain
and repeatable result, as long as one remains in this same context.

(ii) the certainty and repeatability of a modality can be transferred between contexts; this
fundamental property is called extracontextuality of modalities. All the modalities
that are related together with certainty, either in the same or in different contexts,
constitute an equivalence class that we call an extravalence class.

(iii) the different contexts relevant for a given quantum system are related between them-
selves by transformations g that have the structure of a continuous group G.

An essential consequence of statement (i), spelled out as Theorems 1 and 2 in [1],
is that a probabilistic description is necessary. The main idea is simple: since there are,
at most, N mutually exclusive modalities in any given context, as well as a continuous
infinity of different contexts all carrying N modalities, the only way to relate N modality
in a context to N modalities in another one must be probabilistic; otherwise, there would
be a “supercontext” with more that N mutually exclusive modalities. See [1] for details.
This idea is very fundamental in CSM, and it makes that probabilities are a necessary
consequence of contextual quantization. From this conclusion, together with statement (ii),
we can look for a probability law by using Gleason’s theorem.

The third statement (iii) tells that all the different contexts relevant for a given quan-
tum system are related between themselves by continuous transformations g, which are
associative, have a neutral element (no change), and have an inverse. Therefore, this set
has the structure of a continuous group G , which is generally not commutative (such as the
rotations of a macroscopic device). Our goal is then to identify a (non-classical) probabilistic
framework [1] corresponding to these requirements, and to draw consequences by using
suitable standard theorems.

For this purpose, the central mathematical ingredient is to associate a rank-one projec-
tor Pi (a N× N hermitian matrix, such as P2 = P = P† ) to each modality, with the rule that
modalities associated with orthogonal projectors are mutually exclusive and modalities
associated with the same projector are mutually certain. Correspondingly, a context is
associated with a set of mutually orthogonal projectors, whereas an extravalence class
of modalities is associated with a single projector. In addition, we assume that, given
a modality in a context, the probability to get another modality in another context is a
function of the two projectors associated with these two modalities (or equivalently with
their two extravalence class).

The heuristic motivation for using a complete set of mutually orthogonal projectors to
build up a context is that this ensures that the events associated with modalities cannot be
subdivided in more elementary events, as this would be the case with classical (partition-
based) probabilities. On the other hand, the construction warrants that certainty can be
transferred between contexts for extravalent modalities.

Now, we want to show that the usual structure of QM follows from the above hy-
potheses; this means that unitary transforms between projectors as well as Born’s rule are
necessary in the above framework. Let us emphasize that it is easy to show these results
fulfill our hypotheses; however, showing that they are necessary requires powerful (and
difficult to demonstrate) mathematical theorems. Necessity also means that if one wants to
give up unitary transforms or Born’s rule, one has to give up one of the statements above,
without contradicting empirical evidence, which is an interesting challenge [19].

3. Necessity of Unitary Transforms

As said above, the basic mathematical tool we use is to associate N mutually orthog-
onal projectors with the N mutually exclusive modalities within a given context. The
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choice of such a specific orthogonal set of projectors associated with a context is not given
a priori, but once it is done, the sets of projectors in all other contexts should be obtained
by a bijective map Γ reflecting the structure of the continuous group G of context changes.
For consistency, if two orthogonal projectors are associated with two mutually exclusive
modalities, they should stay orthogonal under the map Γ, whatever choice is made for
the projectors associated with a “reference" (fiduciary) context. Then, let us consider
the following.

Theorem 1 (Uhlhorn’s theorem [20,21]). Let H be a complex Hilbert space with dim(H) ≥
3, and let P1(H) denote the set of all rank-one projections on H. Then, every bijective map
Γ: P1(H) → P1(H), such that pq = 0 in P1(H) if and only if Γ(p)Γ(q) = 0, is induced by a
unitary or anti-unitary operator on the underlying Hilbert space.

This theorem implies that if orthogonality is conserved as required above, then the
transformations between the sets of projectors associated with different contexts is unitary
or anti-unitary. (As a reminder, an anti-unitary operator U is a bijective antilinear map,
such that 〈Ux|Uy〉 = 〈x|y〉∗ for all vectors x, y inH). In the case of a continuous group of
transformations, which is the case here, then the transformation must be unitary (and not
anti-unitary) as long as it is continuously connected to the identity, which is the situation
we are interested in (see also below).

The strength and importance of Uhlhorn’s theorem is that it requires that the map
keeps the orthogonality of rank-one projections, or equivalently of non-normalized vectors
(or rays). A transformation mapping an orthonormal basis onto an orthonormal basis is
clearly a unitary or anti-unitary transform; however, this result is far from obvious if the
conservation of the norm is not required. A related (but weaker) result is Wigner’s theorem,
reaching the same conclusion as Uhlhorn’s if the modulus of the scalar product of any two
vectors is conserved by the transformation. Uhlhorn’s theorem is much more powerful,
since it only assumes that the scalar product is conserved when it is zero, i.e., when the two
rays are orthogonal [22].

We thus get a major result: once a set of mutually orthogonal projectors associated with
a fiduciary context has been chosen, the sets of projectors associated to all other contexts
are obtained by unitary transformations, so we are unitarily “moving” in a Hilbert space.
There are also various arguments for using unitary (complex) rather than orthogonal (real)
matrices. In our framework, the simplest argument is to require that all permutations of
modalities within a context are continuously connected to the identity. This is not possible
with (real) orthogonal matrices, which split into two subsets with determinants ±1, but is
possible with unitary ones [12,14].

4. Necessity of Born’s Rule

The next step is to consider the probability f (Pi) to get a modality associated with
projector Pi. By construction, a context is such that ∑i=N

i=1 Pi = I and ∑i=N
i=1 f (Pi) = 1 for any

complete set {Pi}. However, these are just the hypothesis of Gleason’s theorem, so there is
a density matrix ρ such that f (Pi) = Trace(ρPi). More precisely :

Theorem 2 (Gleason’s Theorem [23,24]). Let f be a function to the real unit interval from the
projection operators on a separable (real or complex) Hilbert space with a dimension at least 3. If
one has ∑i f (Pi) = 1 for any set {Pi} of mutually orthogonal rank-one projectors summing to the
identity, then there exists a positive-semidefinite self-adjoint operator ρ with unit trace (called a
density operator), such that f (Pi) = Trace(ρPi).

If we start from a known modality as written in Section 2 above, then the probability
value 1 is reached and ρ is also a projector Qj, so that f (Pi) = Trace(QjPi) which is the
usual Born’s rule. As already explained in [1], we considered initial and final modalities,
i.e., rank 1 projectors [14], but, more generally, Gleason’s theorem provides the probability
law for density operators (convex sums of projectors), interpreted as statistical mixtures.
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This clarifies the link between Born’s rule and the mathematical structure of density oper-
ators [25]. One, thus, can obtain the basic probabilistic framework of QM; this is enough
for our purpose here, but more is needed for a full reconstruction. In particular, composite
systems and tensor products should be included. See [19] for a preliminary discussion.

In addition, one must explicitly define the relevant physical properties and associated
contexts that may go from space–time symmetries (Galileo group, Lorentz group) to qubits
registers. Then, the unitary transforms appear as representations of the relevant group of
symmetry [26]. In any case, contextual quantization applies and sets the scene where the
actual physics takes place.

5. Discussion

For the sake of completeness, it is useful to reinforce the fact that some statements have
already been presented in [1]. A key feature of the contextual quantification postulate (see
Appendix A) is the fixed value N of the maximum number of mutually exclusive modalities,
which turns out to be the dimension of Hilbert space. This provides another heuristic reason
for using projectors: the projective structure of the probability law guarantees that the
maximum number of mutually exclusive modalities cannot be circumvented.

This would not be the case in the usual partition-based probability theory as partition-
ing all modalities into N subsets for any given context would not prevent subpartitions,
corresponding to additional details or hidden variables forbidden by our basic postulate.
This is mathematically equivalent to the Bell’s or Kochen–Specker’s (KS) theorems and
all their variants, which essentially demonstrate the inadequacy of probabilities based on
partitions. This problem disappears when projectors are used, and then, starting from
Gleason’s theorem, there is no choice but Born’s rule.

It should also be noted that Bell’s or KS theorems consider discrete sets of contexts,
while Gleason’s theorem is based on the interaction between the continuum of contexts and
the quantified number of accessible modalities in a given context. This feature is also fully
consistent with the ideas of CSM. Therefore, Gleason’s assumptions in our approach have
a deep physical content that combines contextual quantification and extracontextuality
of modalities. Since these features are required by empirical evidence, the usual QM
formalism provides a good answer to a well-posed question.

We note, however, that our approach leads to some differences with the standard
(textbook) one; in particular, the usual quantum state vector |ψ〉 is not predictively complete,
since it provides a well-defined probability distribution only when “completed” by the
specification of a context [27]. A complete description, also including the contexts requires
the use of algebraic methods [19].

To conclude, let us come back to some epistemological difference between the approach
used here and the one favored by Wojciech Zurek [5–7]. In his point of view, the role of
mathematics is prescriptive. First, “Let be Ψ”, and then all the rest should follow. On the
contrary, in our approach its role is descriptive; there is a physical world out there, and
the mathematical langage is our best tool to “speak” about it—but it is a langage, not the
Tables of the Law. Additionally, in CSM, there is no “Emergence of the Classical” [7] as
both classical and quantum descriptions are needed to make sense of our physical universe,
where an object is a system within a context.

More specifically about Born’s rule, in [8], Wojciech Zurek proposes to derive it,
and to identify and analyse origins of probability and randomness in physics, based on
environment-assisted invariance (envariance), i.e., a quantum symmetry of entangled
systems. An interesting remark in this article is “The only known way to recognize effective
classicality in a wholly quantum Universe is based on decoherence. But decoherence
is ’off limits’ as it employs tools dependent on Born’s rule. On the other hand, when
classicality was ’imposed by force’ by Gleason (. . . ), this seemed to work to a degree,
although interpretational issues were left largely unaddressed and doubts have rightly
persisted”. The goal pursued in the present paper is to address these interpretational issues
with precision and hopefully to remove the corresponding doubts.
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These subtleties may appear more philosophical than practical, and they do not pre-
clude an agreement on more down-to-the-earth issues, e.g., the management of decoherence
for applications to quantum technologies. However, keeping such foundational issues
opened and discussed is certainly a compost for new ideas to germinate.
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Appendix A. CSM Definitions and Postulates

For the convenience of the reader, this Appendix summarizes the basic elements of
CSM, that have already been published elsewhere, see, e.g., [1].

Hypothesis 1a (ontology). Let us consider a quantum system S interacting with a specified set
of measurement devices, called a context. The best physically allowed measurement process provides
a set of numbers, corresponding to the values of a complete set of jointly measurable quantities.
Ideally, these values will be found again with certainty, as long as the system and context are kept
the same; they define a modality, belonging to a system within a context.

We note that the free evolution of the system is omitted here; if it is present, the result
of a new measurement can still be predicted with certainty, but in another context that
can be deduced from the free evolution. Here, the word “context” includes the actual
settings of the device, e.g., the fact that Sz is measured rather than Sx. Thus, the context
must be factual, not contrafactual. On the other hand, all devices designed to measure Sz
are equivalent as a context, in a (Bohrian) sense that they all define the same conditions for
predicting the future behaviour of the system. Note that the modalities are not defined in
the same way as the usual “quantum states of the system” since they are explicitly attached
to both the context and the system. This leads to the following addition:

Hypothesis 1b (extravalence). When S interacts in succession with different contexts, certainty
and repeatability may be transferred between their modalities. This is called extracontextuality,
and defines an equivalence class between modalities, called extravalence.

The equivalence relation is obvious. For more details and examples of extravalence
classes, see [14]. Note that extravalent modalities appear only if N ≥ 3, which has an
obvious geometrical interpretation in relation with both Gleason’s and Uhlhorn’s theorems.
From the above postulates, one measurement provides one and only one modality. There-
fore in any given context the various possible modalities are mutually exclusive, i.e., if one
is true, or verified, all other ones are not true or not verified. This is formalized by

Hypothesis 2 (contextual quantization). For a given context, i.e., a given “knob settings” of
the measurement apparatus, there exist N modalities that are mutually exclusive. The value of N,
called the dimension, is a characteristic property of a given quantum system and is the same in any
relevant context.

Modalities observed in different contexts are generally not mutually exclusive, they
are said to be incompatible, meaning that if a result is true, or verified, one cannot tell
whether the other one is true or not. The corresponding (Born’s) probability law is obtained
from Gleason’s theorem [1]. Finally, a last statement defines the relation between contexts:

Hypothesis 3 (changing contexts). The different contexts relevant for a given quantum system
are related between themselves by (classical) transformations that have the structure of a generally
non-commutative continuous group G.
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The intuitive idea behind these statements is that making more measurements in QM
(by changing the context) cannot provide “more details” about the system, because this
would increase the number of mutually exclusive modalities, contradicting Hypothesis 2.
One might conclude that changing context randomizes all results, but this is not true either,
as some modalities may be related with certainty between different contexts.

This is why extravalence is an essential feature of the construction, both as a physical
requirement, and as a justification for Gleason’s hypotheses. Given also Uhlhorn’s hypothe-
ses, that changing the context must preserve the mutual exclusiveness of modalities, or the
orthogonality of projectors, Born’s rule appears as a necessity.
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Emergence of Objectivity for Quantum Many-Body Systems

Harold Ollivier
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harold.ollivier@inria.fr

Abstract: We examine the emergence of objectivity for quantum many-body systems in a setting
without an environment to decohere the system’s state, but where observers can only access small
fragments of the whole system. We extend the result of Reidel (2017) to the case where the system
is in a mixed state, measurements are performed through POVMs, and imprints of the outcomes
are imperfect. We introduce a new condition on states and measurements to recover full classicality
for any number of observers. We further show that evolutions of quantum many-body systems can
be expected to yield states that satisfy this condition whenever the corresponding measurement
outcomes are redundant.

Keywords: decoherence; quantum–classical transition; many-body system; quantum Darwinism

1. Introduction

The emergence of classical reality from within a quantum mechanical universe has al-
ways been central to discussions on the foundations of quantum theory. While decoherence—
through interactions of a quantum system with its environment—accounts for the disappear-
ance of superpositions of quantum states [1–3], it does not provide an a priori explanation for
all intrinsic properties of a classical world and, in particular, for the emergence of an objective
classical reality.

Quantum Darwinism [4–11] proposes a solution to fill this gap. Its credo states
that rather than interacting directly with systems of interest, observers intercept a small
fraction of their environment to gather information about them. Classicality then emerges
naturally from quantum Darwinism. First, observing the system of interest S indirectly, by
measuring its environment E rather than directly with an apparatus, restricts obtainable
information to observables on S that are faithfully recorded in the environment. In practice,
these observables are commuting with the well-defined preferred pointer basis induced by
decoherence due to the interaction Hamiltonian between S and E . Second, requiring the
observer to be able to infer the state of S by measuring only a small fraction of E implies
that many such observers can do the same without modifying the state of the system. This,
in turn, grants the state of the system an objective existence, as it can be discovered and
agreed upon by many observers.

While early descriptions of quantum Darwinism [4,5] focused on simple models to
build intuition, several subsequent works have studied the redundancy of information in
more complex settings. References [8,12–15] show that quantum Darwinism—through the
redundant proliferation of information about the pointer states in the environment—is a
rather ubiquitous phenomenon encountered in many realistic situations.

The models used above to exemplify quantum Darwinism consider that the whole
universe can be naturally split between S , the system of interest, and E , the environment
itself subdivided into subsystems E = ∪iEi. As a consequence, the emergence of classicality
is de facto analyzed relative to this separation. Redundant information is sought about
observables on S in E . Yet, this is already going beyond what seems to be the minimal
requirement that should allow to recover classical features of the universe: a natural
egalitarian tensor–product structure for the state space, without explicit reference to a
preferred system–environment dichotomy.
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Such a scenario is particularly relevant for the Consistent Histories framework [16–18].
The universe is viewed as a closed quantum system in which one wants to identify a single
set of consistent histories that describe the quasi-classical domain, where emergent coarse-
grained observables follow the classical equations of motion [19], and become objective
for observers embedded in the quantum universe. In a similar fashion, this scenario is
adapted for understanding the emergence of objective properties in many-body physics.
The reason is that for such composite systems, quantum fluctuations can be recorded
into complex mesoscopic regions, e.g., in the course of their amplification by classically
chaotic systems. Hence, redundant information need not be relative to observables of a
single subsystem or any predefined set of subsystems, but rather to observables of to-be-
determined sets of subsystems. Ref. [20] examines this question and shows that, due to
the absence of a fixed set of subsystems defining the system of interest S , it is possible to
construct redundant records for two mutually incompatible observables. While this gives a
clear example where redundancy of information is not enough to guarantee the uniqueness
of objective observables, the main result of [20] shows that this ambiguity requires the
redundant records to delicately overlap with one another. In practical situations, such a
delicate overlap is expected to be unlikely, thereby recovering the usual uniqueness of
objective observables.

The present work shows that a similar conclusion can be expected in a more general
setting, where redundant records are not required to be perfectly imprinted in the Hilbert
space of the whole universe and where observables are replaced with POVMs (Throughout
this paper, observable refer to sharp observables, so that POVMs are a generalization of
observables). To this end, Section 2 presents an overview of [20] and outlines some of
the key ingredients used implicitly when relying on perfect redundant records of observ-
ables. Section 3 generalizes the tools defining redundancy and classicality to our scenario.
Section 4 provides a sufficient criterion on the approximate redundant records to recover
classicality for a single set of POVMs on S . Finally, Section 5 takes a dynamical perspective
to the emergence of objectivity and shows that our criterion is expected to hold in a wide
range of situations, thereby implying that quantum Darwinism is a ubiquitous explanation
for the emergence of classical properties in quantum many-body systems.

2. Objectivity for Idealized Quantum Many-Body Systems

In Ref. [20], an archetypal quantum many-body system is introduced to study the
emergence of objective properties. It consists of a quantum system S composed of a
collection of microscopic quantum systems S = ∪N

i=1Si. As a consequence, the Hilbert
spaceHS of S has a natural tensor–product structure,HS =

⊗
iHSi .

Objective classical properties for S are expected to emerge from redundant imprints
that are accessible to observers using feasible measurements on fractions of S . More
precisely, assuming S is in a pure state |ψ〉, redundant observables should induce a decom-
position of |ψ〉 into orthogonal but un-normalized branches |ψi〉

|ψ〉 = ∑
i
|ψi〉, (1)

each |ψi〉 being a common eigenstate of the redundant observables. This implies that, for
measurements on fractions of S , this coherent superposition is indistinguishable from
the incoherent classical mixture ∑i|ψi〉〈ψi|, thus forbidding observers to experience the
quantumness of the correlations between fragments of S .

The similarity with quantum Darwinism should be clearly apparent: for both, not
all subsystems can be measured simultaneously, thus forcing partial observations. In the
presence of faithful redundant imprints, this would allow several observers to agree on
their measurement results, thereby granting those records and associated observables an
objective existence.

However, the similarity stops here. For quantum many-body systems, one cannot
readily conclude that evolutions inducing faithful redundant imprints will favor the emer-
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gence of a single set of redundant observables, contrarily to usual system–environment
settings [21]. The reason for such difference stems from the absence, in the many-body
setting, of precise localization for the redundant records themselves.

For instance, in Ref. [21], although the choice of one subsystem of the whole universe
for playing the role of reference system is arbitrary—any other would be equivalent for
the purpose of the conducted analysis—it is clearly identified, and the redundant imprints
refer to a measurement record of an observable for this specific subsystem. Therefore,
comparisons between the conclusions drawn for different choices of the reference sub-
system cannot be made. Even more strikingly, Ref. [20] gives a concrete example of two
redundantly recorded, yet non-commuting, observables for S . One or the other could
then equally pretend to be objective, while their combination does not allow the branch
decomposition of Equation (1).

To see this, consider S made of qubits Si,j where (i, j) ∈ [1, N] × [1, N]. The state
of S is prepared by applying a CPTP map Λ from a single qubit to S and defined in the
following way:

|0〉 → |0̄〉 = 1√
2N

N⊗
i=1

⎛⎝ N⊗
j=1
|0〉i,j +

N⊗
j=1
|1〉i,j

⎞⎠
|1〉 → |1̄〉 = 1√

2N

N⊗
i=1

⎛⎝ N⊗
j=1
|0〉i,j −

N⊗
j=1
|1〉i,j

⎞⎠.

Clearly, for fixed i, the measurement of the qubits labeled {(i, j), j ∈ [1, N]} in the
basis (

⊗N
j=1|0〉i,j ±

⊗N
j=1|1〉i,j)/

√
2 is equivalent to the measurement of the whole system

relative to the basis {|0̄〉, |1̄〉}. This means that the information about the observable
Z̄ = |0̄〉〈0̄| − |1̄〉〈1̄| is perfectly imprinted N times in S .

In addition, one can also rewrite the vectors |0̄〉 and |1̄〉:

|0̄〉 = 1√
2N

N⊗
i=1

⎛⎝ N⊗
j=1
|0〉i,j +

N⊗
j=1
|1〉i,j

⎞⎠
=

1√
2N

2N−1

∑
b=0

N⊗
j=1

∣∣bj
〉

(2)

|1̄〉 = 1√
2N

N⊗
i=1

⎛⎝ N⊗
j=1
|0〉i,j −

N⊗
j=1
|1〉i,j

⎞⎠
=

1√
2N

2N−1

∑
b=0

N⊗
j=1

(−1)b∣∣bj
〉
, (3)

where, for a given b written as a binary string b = (b1, . . . , bN), |b〉 =
⊗N

i=1|bi〉i. Combining
Equations (2) and (3), the conjugate basis has a simple expression:

|0̄〉+ |1̄〉√
2

=
1√
2N ∑

b∈[0,2N−1]
h(b):even

N⊗
j=1

∣∣bj
〉

|0̄〉 − |1̄〉√
2

=
1√
2N ∑

b∈[0,2N−1]
h(b):odd

N⊗
j=1

∣∣bj
〉
,

where h(b) denotes the Hamming weight of b. As a consequence of this rewrite, for
fixed j, any measurement of qubits labeled {(i, j), i ∈ [0, N]} that reveals the parity of the
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weight of bj is equivalent to a measurement of the conjugate observable X̄ = |0̄〉〈1̄|+ |1̄〉〈0̄|.
Hence, the information about X̄ is perfectly imprinted N times in S , leading to an apparent
paradox. Each X̄ and Z̄ defines a set of redundantly imprinted observables, yet each set is
incompatible with the other. The measurement results that can be gathered by observers
measuring the redundant imprints cannot be explained by resorting to a classical mixture of
orthogonal states. Here, redundancy is not enough to imply the classicality of observables.

Nonetheless, it should be noted that both observables cannot be measured simultane-
ously by different observers in spite of their redundancy. This is because any redundant
record of X̄ and any reduncant record of Z̄ overlap in exactly one qubit and require incom-
patible measurements for this specific qubit. Thus, it is not possible to share one redundant
record of Z̄ with one observer, and one about X̄ with another. It is also not possible to have
the first observer perform a non-destructive measurement of Z̄ on its part of S and pass the
overlapping qubit to the second observer so that he/she measures X̄: the first measurement
already destroys the needed coherence for the second.

This remark is the core of the main result of [20] for recovering objectivity for quantum
many-body systems. A sufficient criterion is introduced to guarantee that any two redun-
dant records in S , possibly corresponding to different observables F and G, can always
be measured in any order and yet yield compatible results. More precisely, it ensures that
the state |ψ〉 of the whole system S can be written as |ψ〉 = ∑i|ψi〉, where each |ψi〉 is a
simultaneous eigenstate of F and G, thereby ensuring the orthogonality of the |ψi〉 and the
indistinguishability between |ψ〉 and ∑i|ψi〉〈ψi| for feasible measurements.

To make this formal (see [20] for details), suppose F = {Ff } f∈F and G = {Gg}g∈G
are two sets of redundantly recorded observables on S with respect to the corresponding
partitions F and G of the microscopic sites Si of S . This means that for each element f ∈ F ,
there exists an observable Ff ∈ F on f that can be decomposed into projectors {Fα

f }α where
α is an eigenvalue of Ff such that

∀α, ∀ f ′ ∈ F , Fα
f |ψ〉 = Fα

f ′ |ψ〉,

and similarly for Gg ∈ G on g ∈ G with projectors {Gμ
g}μ associated to eigenvalues μ of

Gg. Then, a sufficient condition on F and G to ensure that results of Ff on f are compatible
with those of Gg on g, for all values of f and g, is that for all f , f ′ ∈ F , there exists g ∈ G,
possibly depending on f , and f ′ such that f ∩ g = f ′ ∩ g = ∅, and vice versa with the roles
of F and G permuted. This property is called non pair-covering of F and G [20].

As a result, when F and G are not pair covering each other, we have

∀ f , f ′ ∈ F , ∃g ∈ G, Fα
f Gμ

g |ψ〉 = Fα
f ′G

μ
g |ψ〉,

∀g, g′ ∈ G, ∃ f ∈ F , Gμ
g Fα

f |ψ〉 = Gμ
g′F

α
f |ψ〉.

In essence, this means that not only are there redundant imprints of the observables
in F in the state |ψ〉 of S , but the redundancy remains even though Gg ∈ G is actively
measured or |ψ〉 is decohered as a result of tracing out g ∈ G (and the same with the roles
of F and G permuted).

This is indeed enough to impose the commutation on the support of |ψ〉: using the
same notation, for any f and g, the non-pair covering condition gives

∃g′, f ∩ g′ = ∅

∃ f ′, f ′ ∩ g = f ′ ∩ g′ = ∅.
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Then,

Fα
f Gμ

g |ψ〉 = Fα
f Gμ

g′ |ψ〉 (4)

= Fα
f ′G

μ
g′ |ψ〉 (5)

= Gμ
g′F

α
f ′ |ψ〉 (6)

= Gμ
g Fα

f ′ |ψ〉 (7)

= Gμ
g Fα

f |ψ〉, (8)

where Equations (4) and (8) follow from the redundancy of records, Equations (5) and (7)
derive from the non-pair covering condition, and Equation (6) is a direct consequence of
the absence of overlap between f ′ and g′.

One can now prove by induction that the same holds for multiple sets of redundantly
imprinted observables F, G, . . . Z. Their projectors commute over |ψ〉, allowing to define a
common branch decomposition for the state of the system as prescribed by Equation (1).

3. Approximate Records and Classicality for Quantum Many-Body Systems

The significance of the non-pair covering criterion introduced in the previous section
is due to the relative ease with which it is met in practice. The overlap that is required to
maintain the ambiguity between redundantly recorded, yet incompatible, observables is
too delicate to happen in realistic physical systems—see [20] for an extended discussion on
this point.

However, this reasoning suffers from several drawbacks. First, the non-pair covering
criterion is applicable only to (sharp) observables and not to the broader information
gathering strategies that can be implemented using POVMs. Second, redundant observables
must be perfectly imprinted in fragments of S . Both restrictions can be ultimately traced
back to how redundancy is measured and how classicality is deemed, that is, whenever
projective measurements are compatible on the state |ψ〉 of the system, or equivalently,
whenever they commute on the support of |ψ〉.

The paragraphs below address these two points by providing a definition of approxi-
mate redundant records of POVMs and an alternative witness for their classicality.

3.1. Approximate Copies of POVM Records

Let S = ∪N
i=1Si be a many-body system with N microscopic sites. Denote by F a

partition of [1, N] and by S f = ∪i∈ f Si, for f ∈ F .

Definition 1 (δ-approximate records). For f , f ′ ∈ F with f �= f ′, and two POVMs Ff = {Fα
f }α

and Ff ′ = {Fα
f ′ }α, respectively, on S f and S f ′ . For δ > 0, we say that Ff ′ δ-approximately records

Ff on the system state ρ if, ∀α,

tr
(

Fα
f ⊗ Fα

f ′ρ
)
≥ (1− δ) tr

(
Fα

f ρ
)

.

As expected, this definition captures the fact that, given that outcome α is observed by
measuring Ff on ρ, a measurement of Ff ′ yields the same outcome α with a probability of
at least 1− δ. This is because

Pr
(

Ff ′ yields outcome α|Ff yields outcome α
)
=

tr
(

Fα
f ⊗ Fα

f ′ρ
)

tr
(

Fα
f ρ
) .

When the above property is true for all f , f ′ ∈ F , we say that the set of POVMs
= {Ff } f∈F is |F |-times δ-approximately redundant.

The following lemma shows that Definition 1 falls back to that of [20] for δ = 0, pure
system states and (sharp) observables.
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Lemma 1. Assume Ff and Ff ′ are projective measurements on disjoint subsets f and f ′ of [1, N],
and that Ff ′ 0-approximately records Ff on |ψ〉. Then

Fα
f ⊗ Fα

f ′ |ψ〉 = Fα
f |ψ〉.

Proof. Define the following normalized states

∣∣∣ψFα
f

〉
=

Fα
f |ψ〉

tr
(

Fα
f |ψ〉〈ψ|

) and
∣∣∣∣ψFα

f ′

〉
=

Fα
f ′ |ψ〉

tr
(

Fα
f ′ |ψ〉〈ψ|

) .

By assumption, tr
(

Fα
f ⊗ Fα

f ′ |ψ〉〈ψ|
)
= tr

(
Fα

f |ψ〉〈ψ|
)

. Using the definition of
∣∣∣ψFα

f

〉
, this

becomes
tr
(

Fα
f ′

∣∣∣ψFα
f

〉〈
ψFα

f

∣∣∣)× tr
(

Fα
f |ψ〉〈ψ|

)
= tr

(
Fα

f |ψ〉〈ψ|
)

.

Hence, one concludes that tr
(

Fα
f ′

∣∣∣ψFα
f

〉)
= 1, which implies that

Fα
f ′

∣∣∣ψFα
f

〉
=
∣∣∣ψFα

f

〉
. (9)

Similarly, for all α, β, we have

tr
(

Fα
f

∣∣∣∣ψFβ

f ′

〉〈
ψ

Fβ

f ′

∣∣∣∣) =
tr
(

Fα
f ⊗ Fβ

f ′ |ψ〉〈ψ|
)

tr
(

Fβ
f ′ |ψ〉〈ψ|

) .

Using equation (9) on the rhs above and recalling that Fα
f ′ × Fβ

f ′ = Fα
f ′ ×1α=β, we obtain

tr
(

Fα
f

∣∣∣∣ψFβ

f ′

〉〈
ψ

Fβ

f ′

∣∣∣∣) =
tr
(

Fα
f |ψ〉〈ψ|

)
tr
(

Fβ
f ′ |ψ〉〈ψ|

) × 1α=β.

For fixed β, taking the sum over α yields 1, because
∣∣∣∣ψFβ

f ′

〉
is normalized and ∑α Fα

f = 1,

so that we can conclude that tr
(

Fα
f

∣∣∣ψFα
f

〉)
= 1. In turn, this implies that Fα

f

∣∣∣∣ψFα
f ′

〉
=

∣∣∣∣ψFα
f ′

〉
and we arrive at

Fα
f |ψ〉 = Fα

f ⊗ Fα
f ′ |ψ〉 = Fα

f ′ |ψ〉.

3.2. Extending the Compatibility Criterion as a Witness for Classicality

As previously argued, one expects that quantum Darwinism for a many-body sys-
tem S implies that (i) a preferred set of POVMs emerges from the sole requirement of
being approximately redundantly recorded in the state of S , and (ii) these POVMs exhibit
classicality.

The natural choice of witness for classicality is that observers accessing fragments
of S will be able to explain all the correlations of their measurement results without the
recourse to quantum correlations. In [20], this is required for arbitrary pure quantum states
of the system, which translates into the ability of the preferred observables to induce a de-
composition of the state |ψ〉 of S into a superposition of orthogonal branches |ψ〉 = ∑i|ψi〉,
where each |ψi〉 is a common eigenstate of all observables in redundantly imprinted sets
O1, O2, . . ., i.e.,

∀O ∈ O1 ∪O2 ∪ . . . , O|ψi〉 = ω(i, O)|ψi〉,
thereby defining the compatibility of all the observables of O1 ∪O2 ∪ . . . on |ψ〉.
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As anticipated, compatibility does not generalize straightforwardly to POVMs due to
the absence of a meaningful equivalent to eigenstates of observables. Nonetheless, several
options have been proposed in other contexts to understand and sometimes quantify the
classicality of POVMs, namely through the introduction of commutativity, non-disturbance,
joint-measurability and coexistence (see, for example, [22,23]). Our choice, justified below,
for the substitute for compatibility is based on joint measurability.

Definition 2 (Joint-measurability). Let O be a set of POVMs, and for O ∈ O denote its elements
by {Oω}ω. The set O is jointly measurable if and only if there exists a POVM T with elements
{Tθ}θ such that

∀O ∈ O, ∀ω, Oω = ∑
θ

p(ω|O, θ)Tθ , (10)

where p(ω|O, θ) is a probability distribution for ω when O and θ are fixed.

This definition states that all measurements in O can be simulated by first measuring
T and then, depending on the obtained outcome θ and the chosen O ∈ O, by sampling ω
according to the probability distribution p(ω|O, θ).

This choice is motivated by the operational approach promoted by quantum Dar-
winism. Observers can perform measurements, accumulate statistics and investigate
correlations between them. When POVMs are jointly measurable, observers are able to
interpret the correlations of measurement results through a simple marginalization process.

Joint measurability is further justified as a witness of classicality, as it rules out
steering—a purely quantum phenomenon—(see [24] for a review). On the contrary, coex-
istence can reveal steering [25], and is therefore not an appropriate choice in our context.
Additionally, non-disturbance suffers from drawbacks in light of quantum Darwinism:
it is usually asymmetric, meaning that measurements need to be carried out in a precise
order so as to not disturb one another. This ordering requirement contradicts our everyday
experience of classical features obviously robust to the precise order in which measure-
ments are performed. Finally, commutativity is shown to imply joint measurability [22],
but the converse is in general not true. Hence, without further good reasons to rule out joint
measurability, witnessing classicality through commutativity risks being too restrictive and,
thus, potentially missing the emergence of objectivity.

Additionally, Proposition 1 of [22] shows that when restricted to projective measure-
ments, joint measurability is indeed equivalent to the commutativity of observables. Thus,
our choice of witness for classicality reduces to that of Ref. [20], as compatibility on the
state of the system reduces to commutativity on its support.

Lastly, to obtain a useful criterion for classicality in our context, it needs to account for
(i) approximations and (ii) systems whose evolutions practically restrict their attainable
states to a subset of all possible density matrices. To this end, we note that the operator
equality of Equation (10) is equivalent to a statement on probabilities of the outcomes
computed for system states ρ that span the set of density matrices for S . This is because the
trace function is an inner product for the real Hilbert space of Hermitian matrices. Hence,
we can deal with (i) by stating that probability distributions are close to that obtained for
jointly measurable POVMs, and (ii) can be accounted for by enforcing the relation only on
the set D of attainable states.

Definition 3 (δ-approximate joint measurability over D). Let D be a set of density matrices,
δ ≥ 0 and O a set of POVMs, where the elements of O ∈ O are {Oω}ω. The set O is δ
approximately jointly measurable over D if there exists a POVM T with elements {Tθ}θ such that

∀O ∈ O, ∀ω, ∀ρ ∈ D,

∣∣∣∣∣tr(Oωρ)−∑
θ

p(ω|O, θ) tr
(

Tθρ
)∣∣∣∣∣ ≤ δ, (11)

where p(ω|O, θ) is a probability distribution for ω when O and θ are fixed.
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4. Recovering Joint Measurability

As seen in Section 2, redundancy is not enough to imply classicality. The absence of
a natural, or preferred, way to group microscopic sites of a quantum many-body system
allows information about incompatible observables to be redundantly recorded in the whole
system. Although incompatible observables cannot be read off at the same time by multiple
observers—so that this statement does not violate axioms of quantum mechanics—they
can still collectively decide beforehand which one to recover.

In the case of perfect redundant records of projective measurements, the non pair-
covering condition ensures that only a single set of compatible observables can be accessed
by observers, thus corresponding to the everyday experience. Given our definitions of
approximate records and the replacement of compatibility with approximate joint measura-
bility, the question we have to address is whether non pair-covering is enough to guarantee
the joint measurability of a single set of observables.

Theorem 1. Let S be a quantum many-body system, such that there exists F , a partition of [1, N]
of the microscopic sites Si of S . Let F = {Ff } f be a set POVMs, where Ff acts on f only and
satisfies ∀α and ∀ f , f ′ ∈ F ,

∀ρ ∈ D, tr
(

Fα
f ⊗ Fα

f ′ρ
)
≥ (1− δ) tr

(
Fα

f ρ
)

,

for some δ > 0, and D a set of density matrices. Assume there exists G, a second partition, and
= {Gg}g with g ∈ G a second set of POVMs satisfying the corresponding approximate redundantly
recorded condition stated above. Assume that F and G do not pair-cover each other, then for all
f ∈ F and g ∈ G, Ff and Gg are δ-approximately jointly measurable on D.

Proof. The non pair-covering condition imposes that

∀ f , f ′ ∈ F , ∃g ∈ G, s.t. f ∩ g = ∅ and f ′ ∩ g = ∅

∀g, g′ ∈ G, ∃ f ∈ F , s.t. g ∩ f = ∅ and g′ ∩ f = ∅.

For given f ∈ F and g ∈ G, using the non pair-covering condition, it is possible to
choose f ′ ∈ F and g′ ∈ G such that

f ∩ g′ = ∅ = f ′ ∩ g′

g ∩ f ′ = ∅ = g′ ∩ f ′.

Then, using redundancy and the disjointness conditions above, for all α, we obtain

tr
(

Fα
f ρ
)
≥ tr

(
Fα

f ⊗ Fα
f ′ρ
)

= tr

(
Fα

f ⊗ Fα
f ′ ⊗∑

ν

Gν
g′ρ

)

≥ (1− δ) tr

(
Fα

f ′ ⊗∑
ν

Gν
g′ρ

)
,

and similarly for all ν

tr
(

Gν
gρ
)
≥ tr

(
Gμ

g ⊗ Gμ
g′ρ
)

= tr

(
Gμ

g ⊗ Gμ
g′ ⊗∑

β

Fβ
f ′ρ

)

≥ (1− δ) tr

(
Gμ

g′ ⊗∑
β

Fβ
f ′ρ

)
.
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We also have

tr
(

Fα
f ρ
)
= 1−∑

β\α
tr
(

f β
f ρ
)

≤ 1− (1− δ) ∑
β\α

tr

(
Fβ

f ′ ⊗∑
ν

Gν
g′ρ

)

= 1− (1− δ)(1− tr

(
Fα

f ′ ⊗∑
ν

Gν
g′ρ

)
)

= (1− δ) tr

(
Fα

f ′ ⊗∑
ν

Gν
g′ρ

)
+ δ,

and similarly for tr
(

Gν
gρ
)

.
Combining both inequalities, we arrive at

∀α, ν,

∣∣∣∣∣tr(Fα
f ρ
)
− tr

(
∑
ν

Fα
f ′ ⊗ Gν

g′ρ

)∣∣∣∣∣ ≤ δ, and

∀β, μ,

∣∣∣∣∣tr(Gμ
f ρ
)
− tr

(
∑
β

Fβ
f ′ ⊗ Gμ

g′ρ

)∣∣∣∣∣ ≤ δ.

This concludes the proof, as the probabilities of obtaining outcomes Fα
f and Gμ

g are

δ-close to that obtained by measuring Fα
f ′ ⊗Gμ

g′ followed by the appropriate post processing,
consisting of summing over the outcomes of the ignored POVM.

Hence, any pair of approximately redundantly recorded POVMs is approximately
jointly measurable. The trouble to recover a perfect analogue to the ideal case with pure
states and projective measurements is that pairwise joint measurability does not imply
global joint measurability [26]. That is, for three POVMs, all pairs can be jointly measurable,
but all three of them might not be the marginals of a single POVM. As a consequence, one
cannot claim full classicality in such a situation.

Global joint measurability can nonetheless be obtained by strengthening the non
pair-covering condition into non tuple-covering.

Definition 4 (non tuple-covering). F ,G, . . . ,Z partitions of [1, N] are non tuple-covering each
other iff, ∀ f ∈ F , g ∈ G, . . . , z ∈ Z , ∃ f ′ ∈ F , g′ ∈ G, . . . , z′ ∈ Z s.t.

f ′ ∩ g = f ′ ∩ g′ = . . . = f ′ ∩ z = f ′ ∩ z′ = ∅

g′ ∩ f = g′ ∩ f ′ = . . . = g′ ∩ z = g′ ∩ z′ = ∅
...

z′ ∩ f = z′ ∩ f ′ = z′ ∩ g = z′ ∩ g′ = . . . = ∅.

Using this definition, the following theorem allows to recover global joint measurability.

Theorem 2. Let F = {Ff } f∈F , G = {Gg}g∈G , . . . Z = {Zz}z∈Z be sets of δ-approximate
redundantly recorded POVMs on the state of a quantum many-body system S , with F ,G, . . .Z
partitions of [1, N], the indices of the microscopic sites. If the partitions F ,G, . . .Z do not tuple-
cover each other, then for any f , g, . . . z, Ff , Gg, . . . Zz are δ-approximately joint measurable.

Proof. Given the non tuple-covering condition, one could appropriately replace any mea-
surement of Ff , Gg, . . . Zz by a measurement of Ff ′ , Gg′ , . . . Zz′ . From there, the same proof
technique as the one used for Theorem 1 applies. Using the said replacement of mea-
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surements, one arrives at a situation where all POVMs Ff ′ , Gg′ , . . . , Zz′ act on different
subsets of the microscopic sites. They are, thus, defining a global POVM with elements
Fα

f ′ ⊗ Gβ
g′ ⊗ . . . Zζ

z′ from which the probabilities of the outcomes (α, β, . . . , ζ) can be δ-
approximated through classical post-processing. This allows to conclude about the δ-
approximate joint-measurability criterion for POVMs {Ff } f∈F , {Gg}g∈G , . . . , {Zz}z∈Z .

5. Dynamical Approach to the Emergence of Classicality

The non pair-covering condition has an appealing property of being rather simple
and allowing the recovery of objectivity for usual many-body physics experiments: pair-
covering is too delicate to maintain for macroscopic systems containing possibly millions
or billions of microscopic sites so that they would necessarily be exhibiting only usual
classical properties.

On the contrary, the non tuple-covering seems a more complex, if not harder, condition
to achieve. This, in turn, weakens considerably the above argument and, as a consequence,
the reach of quantum Darwinism for quantum many-body systems. Yet, we prove below
that this is not the case, and that quantum Darwinism is a ubiquitous mechanism to explain
the emergence of a single set of approximately jointly-measurable POVMs.

The way to address this question is to take a dynamical view at the creation of the re-
dundant imprints into the state of the quantum many-body system. More precisely, we need
to acknowledge the fact that the redundant imprints—be they perfect or approximate—are
the result of an evolution from some initial state of an initial uncorrelated system R. In
other terms, it results from the transformation of a state σ ∈ D(R) to a state ρ ∈ D(S),
where D(R) is the set of density matrices for R and similarly for S . The transformation
can then be represented by a CPTP map Λ so that ρ = Λ(σ).

The structure of the correlations, and hence of the information, betweenR and S can
be analyzed using the techniques pioneered in [21] and refined in [27]. Yet, these need to
be recast to fit into the quantum many-body setting, as they have been developed in the
system–environment context.

Theorem 3. Let Λ be a CPTP map from D(R) to D(S), and wq, w f ∈ [1, N], with S = ∪N
i=1Si

and wq + w f ≤ N. For all σ ∈ D(R), consider 	 = Λ(σ) the state of a generic quantum
many-body system that evolved from the initial preparation state σ through Λ. Then, there exists a
subset q of [1, N] of size at most wq such that for all subsets f of [1, N] \ q with size w f , and for all
POVMs Ff = {Fα

f }α on f

∀α,

∣∣∣∣∣tr(Fα
f 	
)
−∑

θ

p(α|Ff , θ) tr
(

Tθ
q 	
)∣∣∣∣∣ ≤ δ,

with δ = dR
√

2 ln(dR)
w f
wq

, where Tq is a fixed POVM on q that does not depend on f nor σ,
and where p(α|Ff , θ) is a classical probability distribution for α when Ff and θ are fixed that is
independent of σ. Above, dR denotes the dimension ofR.

Proof. The proof will proceed in two steps. First, it will follow the steps of Theorem 2
of [27] to obtain a bound on the distance between the Choi-states of two specific channels,
one being the channel Λ reduced to some sufficiently small subsets f and the other one
being a measure and prepare channel from R to f . The second step will focus on the
measurement done by the measure and prepare channel and show that it can be understood
as a measurement on a subset q disjoint and independent of f .

Consider a basis |i〉 ofR and a fiducial reference systemR′ isomorphic toR. Define
the maximally mixed state |ψ〉 of RR′ as 1/

√
dR ∑i|ii〉RR′ . The Choi-state of Λ is then

ρ = (1R′ ⊗Λ(|ψ〉〈ψ|) (see, for example, [28]). We can now apply Proposition 1 of [27] to ρ.
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For w f , wq ∈ [1, N], there exists q ⊆ [1, N] of size wq and Ξq a quantum–classical channel
on q such that

∀ f ⊆ [1, N] \ q, | f | = w f , max
Ξ f∈QC

I(R′ : f |q)Ξ f⊗Ξq(ρ) ≤ S(R′)ρ

w f

wq
.

Above, Ξ f is a quantum–classical channel on f such that Ξ f (X) = ∑α tr
(

Fα
f |α〉〈α|

)
for some POVM Ff on f ; S(R′)ρ is the von Neumann entropy for the system R′ when
the global state is ρ; and I(R′ : f |q)Ξ f⊗Ξq(ρ) is the quantum mutual information between
R′ and f conditioned on q for the global state Ξ f ⊗ Ξq(ρ)—note that to ease notation, the
obvious identity operators will continue to be omitted. The interest of this proposition is
that it constructs a subset q of microscopic subsystems of S of size at most wq such that,
irrespective of the choice of another subset f of microscopic subsystems of size w f disjoint
from q, the correlations betweenR′ and any observation on f through Ξ f conditioned on
an observation of q through Ξq can be made small. This means that observing q through
Ξq extracts all there is to know aboutR′ so that it becomes uncorrelated with any further
observation on f . By analogy with the classical case, Ref. [27] refers to the region q as a
quantum Markov blanket. We can now use this bound to arrive at a statement of closeness
between two Choi-states. More precisely, for Ξq implementing the POVM Tq = {Tθ

q }θ on q

so that Ξq(X) = ∑θ tr
(

Tθ
q X
)
|θ〉〈θ|, we have

tr f̄ (Ξ f ⊗ Ξq(ρ)) = Ξ f

(
∑
θ

pθρθ
R′ f |θ〉〈θ|

)
, with (12)

pθ = tr
(

Tθ
q ρ
)

(13)

ρθ
R′ f =

1
pθ

tr f̄ q(T
θ
q ρ), (14)

where f̄ is the complement of f in [1, N] \ q so that the system S decomposes into f f̄ q.
As a consequence, I(R′ : f |q)Ξ f⊗Ξq(ρ) = ∑θ I(R′ : f )Ξ f (ρ

θ
R′ f )

. Using the quantum Pinsker

inequality [29] for I(R′ : f )Ξ f (ρ
θ
R′ f )

, one obtains that

1
2 ln 2

∥∥∥Ξ f (ρ
θ
R′ f − ρθ

R′ ⊗ ρθ
f )
∥∥∥2

1
≤ I(R′ : f )Ξ f (ρ

θ
R′ f )

.

This being true for all θ, using the convexity of both the square function and the
1-norm, we obtain

1
2 ln 2

∥∥∥∥∥Ξ f (ρR′ f −∑
θ

pθρθ
R′ ⊗ ρθ

f )

∥∥∥∥∥
2

1

≤ I(R′ : f |q)Ξ f⊗Ξq(ρ).

Now, using Equation (5) and S(R′) ≤ log(dR), we have that for all quantum–classical
channels Ξ f on f : ∥∥∥∥∥Ξ f (ρR′ f −∑

θ

pθρθ
R′ ⊗ ρθ

f )

∥∥∥∥∥
1

≤
√

2 ln(dR)
w f

wq
. (15)

Above ρR′ f is the Choi-state corresponding to Λ f obtained by reducing the channel
Λ to f , while ∑θ pθρθ

R′ ⊗ ρθ
f defines Γ f , corresponding to a measure and prepare channel

fromR to f , as its Choi-state is separable with respect to theR′ f partition. Note that in Γ f ,
the prepared states ρθ

f are independent of the input of the channel.
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We can define two additional channels, Λ
Ξ f
f = Ξ f ◦ Λ f and Γ

Ξ f
f = Ξ f ◦ Γ f that

correspond to the Choi-states Ξ f (ρR′ f ) and Ξ f (∑θ pθρθ
R′ ⊗ ρθ

f ), respectively, and that are
realized by measuring the output states of Λ f and Γ f with the POVM Ff = {Fα

f }α. Then,
we have, for all Ξ f ∈ QC

∥∥∥Λ
Ξ f
f − Γ

Ξ f
f

∥∥∥
'
≤ dR

∥∥∥∥∥Ξ f (ρR′ f −∑
θ

pθρθ
R′ ⊗ ρθ

f )

∥∥∥∥∥
1

which implies, as the diamond norm is the result of an optimization over all input states
and because of Equation (15), that

∀σ ∈ D(R),
∥∥∥Λ

Ξ f
f (σ)− Γ

Ξ f
f (σ)

∥∥∥
1
≤ dR

√
2 ln(dR)

w f

wq
. (16)

We almost arrive at our result and just need to give a more explicit interpretation to

both states in the above equation. Λ
Ξ f
f (σ) = ∑α tr

(
Fα

f Λ(σ)
)
|α〉〈α| is the state obtained after

measuring Λ(σ) using Ff acting on subset f of size w f . To interpret the state Γ
Ξ f
f (σ), recall

that the output of a given channel Φ from R to f can be inferred from its corresponding
Choi-state ρΦ

R′ f , using the simple identity Φ(σ) = trR′(ρΦ
R′ f σT). Therefore, we have

Γ
Ξ f
f (σ) = trR′

(
∑
θ

pθρθ
R′σ

T

)
⊗
(

∑
α

tr
(

Fα
f ρθ

f

)
|α〉〈α|

)

= trR′

(
∑
θ

tr f f̄ q(T
θ
q ρ)σT

)
⊗
(

∑
α

tr
(

Fα
f ρθ

f

)
|α〉〈α|

)

= tr

(
∑
θ

Tθ
q Λ(σ)

)
⊗
(

∑
α

tr
(

Fα
f ρθ

f

)
|α〉〈α|

)
,

where we use Equation (14) to replace pθρθ
R′ with tr f f̄ q Tθ

q Λ(ρ). Note that for the states

ρθ
f for varying θ are independent of σ so that tr

(
Fα

f ρθ
f

)
can be rewritten as p(α|Ff , θ), a

classical probability distribution for α, given Ff and θ. Equation (16) can now be rewritten
as

∀σ ∈ D(R), ∑
α

∥∥∥∥∥tr
(

Fα
f Λ(σ)

)
− tr

(
∑
θ

Tθ
q Λ(σ)

)
tr
(

Fα
f ρθ

f

)∥∥∥∥∥
1

≤ dR

√
2 ln(dR)

w f

wq
.

All derivations above are independent from the choice of subset f and of quantum-
classical channel Ξ f —or, equivalently, of Ff —as long as w f and wq are chosen such that

δ = dR
√

2 ln(dR)
w f
wq

is small. This concludes the proof as

∀	 ∈ D, ∀α,

∣∣∣∣∣tr(Fα
f 	
)
−∑

θ

p(α|Ff , θ) tr
(

Tθ
q 	
)∣∣∣∣∣ ≤ ∑̃

α

∣∣∣∣∣tr(Fα̃
f 	
)
−∑

θ

p(α̃|Ff , θ) tr
(

Tθ
q 	
)∣∣∣∣∣ ≤ δ.

In effect, Proposition 1 of [27] identifies a fraction of S that contains all the information
that can be accessed about the initial state σ after Λ has taken place. This then decoheres
all other possible smaller fractions f of S disjoint from q. The consequence is that any
measurement on such fractions can be implemented by first measuring q and then by post
processing classically the result depending on the choice of measurement Ff on f . This
being true for all sufficiently small fractions f and any measurement on Ff , we recover the δ-
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approximate joint measurability for such measurements over the states that are dynamically
created by Λ from any initial state σ. Hence, when observers are restricted to fractions f ,
quantum Darwinism yields objective properties of the system that can all be understood as
stemming from a single classical measurement on the Markov blanket q.

6. Conclusions

The last section shows that generic evolutions of quantum many-body systems do
systematically generate Markov blankets that capture all correlations between fragments of
S . As a consequence, measurement results obtained by observers measuring fragments
of S outside Markov blankets can be explained using classical correlations only. This
implies that the non tuple-covering condition is generically satisfied for all partitions of S
that contain the Markov blanket. Hence, while the non tuple-covering condition seemed
an a priori more complex requirement to satisfy compared to the non pair-covering, as
soon as Markov blankets are outside the reach of observers, quantum Darwinism can be
invoked to recover robust classical objective properties of quantum many-body systems.
This is a situation similar to that of system–environment settings, where Markov blankets
are created generically by quantum evolutions and are responsible for objective classical
reality [21,27]. Further analysis of the precise location and accessibility of Markov blankets
in realistic settings is left for future work.
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Abstract: I explore the processes of equilibration exhibited by the Adapted Caldeira–Leggett (ACL)
model, a small unitary “toy model” developed for numerical studies of quantum decoherence
between an SHO and an environment. I demonstrate how dephasing allows equilibration to occur in
a wide variety of situations. While the finite model size and other “unphysical” aspects prevent the
notions of temperature and thermalization from being generally applicable, certain primitive aspects
of thermalization can be realized for particular parameter values. I link the observed behaviors to
intrinsic properties of the global energy eigenstates, and argue that the phenomena I observe contain
elements which might be key ingredients that lead to ergodic behavior in larger more realistic systems.
The motivations for this work range from curiosity about phenomena observed in earlier calculations
with the ACL model to much larger questions related to the nature of equilibrium, thermalization,
and the emergence of physical laws.

Keywords: equilibration; thermalization; quantum entanglement; ergodicity; closed systems; emergence;
finite systems

1. Introduction

In [1], my collaborators and I introduced a toy model which adapted the Caldeira–
Leggett model for numerical analysis. This “Adapted Caldeira–Leggett” (ACL) model was
designed to optimize decoherence and einselection between a simple harmonic oscillator
(SHO) and an environment. The SHO and environment are treated together as a closed,
unitarily evolving quantum system. The ACL model naturally equilibrates when evolved
for a sufficient length of time. We used equilibrium states thus obtained in [2] to study the
extent to which equilibrium states can exhibit einselection [3] despite the absence of an
arrow of time. That work was motivated especially by cosmological considerations.

In this paper, I dig deeper into the equilibrium behavior exhibited by the ACL model.
I show that a range of equilibration behaviors is possible, some of which show attributes
that might be seen as a primitive form of “thermalization,” and others that definitely do not.
I show how the different behaviors are controlled by parameters in the ACL Hamiltonian
and relate these behaviors to properties of the global energy eigenstates.

One motivation for this work is to make sure the equilibrium states of the ACL
model form a suitable foundation for the studies in [2] (they do). However, by design,
the ACL model eschews a number of physically realistic features (such as locality in the
environment) to allow decoherence to function efficiently with limited computational
resources. One might ask, what is the point of studying equilibration in a system with
significant unphysical features? While in [1], and also in [4], we do make some connection
to results from Nuclear Magnetic Resonance experiments, for the purposes of this paper, I
regard the physically unrealistic aspects of the ACL model as a strength.

I have long been fascinated by the question of the emergence of physical laws through
the identification of (possibly multiple) semiclassical domains in large quantum systems (as
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discussed, for example, in [5,6]). One feature that seems to be important is the capability of
large numbers of degrees of freedom to behave in very simple ways that have a semiclassical
description. In physically realistic situations, this is often achieved by the processes of
equilibration and thermalization. I am interested in turning the question around and
learning in general terms what sorts of physical systems can achieve these behaviors. I
am curious if the need to have equilibration and thermalization can help choose—in some
selection process associated with their emergence—key features of the laws of physics as
we know them. This paper takes a very small step in that direction by exploring the various
behaviors of the ACL model.

I introduce the ACL model in Section 2 and in Section 3 demonstrate how the process
of dephasing lies at the root of the wide range of equilibration processes that the model
exhibits. I point out that, quite generically, the dephasing processes provide all that is
needed to produce suitable equilibrium states for the work in [2]. In Section 4, I show that
the processes depicted in Section 3 are missing a key feature associated with thermalization.
Sections 5 scan a range of results produced by varying a parameter in the Hamiltonian.
I show how an appropriate choice of this parameter allows the ACL model to include
the thermalizing features, and argue that additional approximately conserved quantities
are present in cases in which such features are absent. The discussion up to Section 5 has
been shaped by tracking the energies of the SHO and the environment, specifically the
first moments of the energy distributions for each of these subsystems. Section 6 expands
the discussion to scrutinize the full energy distributions for these subsystems, starting
with their initial forms and tracking them as they settle into equilibrium. I explore how
these also depend on the parameters of the system and study the presence or absence of
the thermalizing behavior in this context. Section 7 examines the properties of the global
energy eigenstates, first establishing their general properties and then relating those to
various behaviors reported earlier in the paper. The question of the tuning of parameters
and the initial states is examined briefly in Section 8, and Section 9 presents some further
discussion and conclusions. This is an invited paper for a special volume honoring the 70th
birthday of Wojciech Zurek, and I offer some appropriate reflections in Section 10.

2. ACL Model

In [1], my collaborators and I introduced a toy model which adapted the Caldeira–
Leggett model for numerical analysis. This “Adapted Caldeira–Leggett” (ACL) model has
a “world” Hamiltonian Hw of the form

Hw = Hs ⊗ 1e + HI + 1s ⊗ He (1)

where the “system” Hamiltonian Hs represents a truncated simple harmonic oscilla-
tor (SHO).

The interaction term is given by HI = qs ⊗ HI
e , where qs is the SHO position operator

and HI
e has the form

HI
e = EI Re

I + E0
I . (2)

The matrix Re
I is a random matrix constructed by drawing each of the real and imaginary

parts of each independent matrix element of this Ne × Ne Hermitian matrix from a distribu-
tion that is uniform over the interval [−0.5, 0.5]. Throughout this paper, I will use Ne = 600
(the size of the environment Hilbert space) and Ns = 30 for the truncated SHO (as used
in [1,2]).

The environment self-Hamiltonian is given by

He = EeRe + E0
e (3)

where Re is constructed in the same manner as Re
I , but as a separate realization. In

Equations (2) and (3), EI and Ee are c-numbers which parameterize the overall energy
scales. Both Re

I and Re are fixed initially and are not changed during the time evolution.
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The full Hamiltonian of the ACL model is time independent. All the results in this paper
use E0

I = E0
e = 0, but nonzero values for these offset parameters have been useful in other

contexts such as [2].
In [1], we demonstrated how the ACL model is able to numerically reproduce decoher-

ence phenomena typically studied with the original Caldeira–Leggett model, and argued
that the specific form of Hw enables the numerical studies to reproduce these phenomena
in an efficient manner. In [2], we used ACL model calculations to address the relationship
between the arrow of time and the emergence of classicality (a topic we motivated with
cosmological considerations), and, in [4], we explored new phenomena at the early stages
of decoherence.

We made a point in [1] of demonstrating the capability of the ACL model to equilibrate,
and these equilibrated states played a key role in [2]. The focus of this paper is to more fully
understand the equilibration processes in the ACL model, and place them in the context of
modern ideas from quantum statistical mechanics.

3. Basic Equilibration and Dephasing

The basic equilibration process of the ACL model is demonstrated in Figure 1. In this
example, energy flows from the SHO to the environment for a period of time, and then the
energies in both systems stabilize, up to small fluctuations.
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a)

b)

Figure 1. Equilibration in the ACL model: Entropy increases and energy flows from the environment
to the SHO for a period of time, and then stabilizes up to small fluctuations. (a) entanglement entropy
between the SHO and the environment; (b) subsystem energies 〈Hs〉 (blue) and 〈He〉 (red), and
interaction energy

〈
HI〉 (grey).

For these curves, I used Ee = 1 and EI = 0.02. Throughout this paper, I use units
where h̄ωSHO = 1. The initial state is a product of a coherent state for the SHO and an
eigenstate of He, each with energies as shown in the plot.

As inferred in Appendix A of [2], the basic mechanism for this equilibration is “de-
phasing.” When expanding the global state as

|ψw〉 = ∑
i

αi
w(t)

∣∣∣Ei
w

〉
(4)
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where
∣∣Ei

w
〉

are the eigenstates of Hw, special relationships are required among the αi
w(t = 0)

to realize the initial product form of |ψw〉. The dimension of the global space (Nw = Ns ×
Ne = 18,000) is sufficiently large, and the eigenvalues of Hw are sufficiently incommensurate
that these special relationships come undone over time. The equilibrium state corresponds
to the state where the phases of the αi

w(t = 0) are fully randomized. This is demonstrated
explicitly in Figure 2 where additional curves are included from an initial state where the
phases of αi

w were randomized “by hand” at t = 0.
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Figure 2. Dephasing: In addition to the curves shown in Figure 1, I have added dotted curves from
the calculations with randomized αi

w phases discussed in the text. The convergence of the dotted and
solid curves at later times reflects the dephasing nature of the equilibration process.

This dephasing process is well-known in the quantum statistical mechanics literature
(as reviewed, for example, in [7]. Some nice historical reflections can be found in [8]).
Papers such as [9,10] also demonstrate its general relevance to decoherence. In Appendix B
I elaborate a bit on how how I used the term dephasing here, and its connection to other
topics such as decoherence.

Figure 3 shows the effect of choosing different random number seeds on curves from
Figure 2.

In this figure, the curves from Figure 2 are reproduced along with four additional
curves. The additional curves were generated the same way, except with different seeds for
the random number generator used for randomizing phases and for the random entries in
He and HI

e . The similarity of these sets of curves reflects the fact that artifacts of individual
random number seeds show up only in the small scale fluctuations.

I note that the equilibration process driven by dephasing presented here is more than
sufficient as a basis for the equilibrium states studied in [2]. For that work, the crucial piece
is that detailed balance should be respected, so that fluctuations and their time reverse are
equally likely to appear. Next, I turn to more nuanced aspects of equilibration in this model
which I find interesting, although not specifically in the context of [2].
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Figure 3. Random artifacts: The curves from Figure 2 are shown with additional curves (in brighter
shades) giving the same calculations using different random number seeds. The small panels zoom
in on the 〈H〉’s during equilibrium, and show the same state in each panel, with and without the
randomized phases. The matched pairs converge tightly (supporting the dephasing picture), while
subtle changes to the Hamiltonian from changing the random number seed generate a slightly larger
scatter from one set to another. The small panels have black horizontal lines that are the same for
both sets as a reference to aid in tracking the vertical scatter between the sets.

4. Equilibration without “Thermalization”

Figure 4 plots the entanglement entropy and subsystem energies from Figure 1 along
with equivalent curves produced with different initial conditions.

In each case, the total energy was set at 〈Hw〉 = 25, but the initial energy was dis-
tributed differently between the environment and the SHO. As with Figure 1, all SHO initial
states were coherent states with initial energies as shown in the plot, and the environment
initial states were eigenstates of He. More details about how the initial conditions are
constructed appear in Appendix A.

One expects isolated physical systems with the same global energy to thermalize to
the same distribution of energies among subsystems, regardless of initial conditions. To
the extent that that has not happened in the examples shown in Figure 4, it appears that
this equilibration process does not exhibit that aspect of thermalization. There appear to be
interesting parallels between the behaviors of the ACL model and the behaviors associated
with localization phenomena in condensed matter systems [11]. I will touch on this a couple
of times in this paper but warn the reader that I use the term “thermalize” with a grain of
salt since no example given here has all the features one associates with full thermalization.
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Figure 4. Varying the initial conditions: In addition to the curves from Figure 1, I have added results
from different initial conditions (all with the same total energy 〈Hw〉). The new curves have a different
shade of the same color and each set (S, 〈Hs〉 and 〈He〉) is matched by line type. Note that, while the
total energy is the same, at the end of the equilibration process, the energy distribution between the
environment and the SHO is different in each case. Here, EI = 0.02.

5. Varying the Coupling Strength EI

It is instructive to consider the special case of EI = 0. In that case, no energy will
flow between the environment and the SHO, and the energies 〈He〉 and 〈Hs〉 are separately
conserved. When EI = 0, formally, any initial state is already “equilibrated” in terms of
the values 〈He〉 and 〈Hs〉, insofar as after an extended period of evolution these will be
unchanged. In this section, we examine the different behaviors that emerge as EI is varied.
We will see that the EI = 0 case offers a useful reference point for this exploration and helps
us interpret the lack of “thermalization” discussed with Figure 4.

Figure 5 uses EI = 0.007, a factor of 0.35 down from the case shown in Figure 4. The
sets of initial conditions and the other parameters in Hw are identical for the two figures.

Here, the energy in each subsystem changes very little, and the equilibrium energy
values achieved from different initial conditions are further apart than in Figure 4. This
is as expected since one is closer to the EI = 0 case. One might have the intuition that
any nonzero value of EI should allow equilibration, with smaller EI ’s leading to longer
equilibration times. I believe that intuition is only valid for much larger systems, and, in
any case, it is certainly not valid for the results reported here.

Figure 6 corresponds to EI = 0.1, considerably larger than values used for Figures 4 and 5.
The energy for each subsystem converges to the same value after equilibration, re-

alizing the sense of “thermalization” considered in Section 4. I will further explore the
ways this equilibration process is different from what is seen for other values of EI in later
sections of this article. In addition, note that the interaction energy 〈HI〉 (black curves)
shows larger fluctuations than for the previous plots, but that these curves still settle down
to the same value, which is considerably smaller than the equilibrium energies in either
subsystem. This allows one to still consider this a “weakly coupled” case.

Figure 7 shows a strongly coupled case, with EI 10 times larger than the value used
for Figure 6.

With such a large coupling, each subsystem has much less of an individual identity
in terms of its evolution and the interpretation of 〈Hs〉 and 〈He〉. However, the dephasing
process still leads to stable values for 〈Hs〉, 〈He〉 and S at later times, with only small
fluctuations.
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Figure 5. EI = 0.007: These curves correspond to the curves in Figure 4, but evolved with a lower
value of EI , closer to the limit of complete decoupling. These curves exhibit less energy flow, and
greater differences among the equilibrium values for each subsystem, despite the fixed value of the
global energy. This is what one expects as one approaches the EI = 0 limit.
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Figure 6. EI = 0.1: Similar to Figures 4 and 5, but evolved with a larger value of EI (5 times larger
than for Figure 4). All the initial conditions converge to the same energy value for each subsystem,
realizing the primitive notion of “thermalization” discussed in Section 4.
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Figure 7. EI = 1: This case is strongly coupled. Under such conditions, each subsystem has less of an
individual identity, but the dephasing process still creates some notion of equilibration.

6. Energy Distributions

Throughout this paper, I take the global system to be in a pure quantum state |ψw〉. In
general, each subsystem will be described by a density matrix according to

ρs ≡ Tre(|ψ〉ww〈ψ|) (5)

and
ρe ≡ Trs(|ψ〉ww〈ψ|). (6)

When written on the basis of eigenstates of Hs and He, respectively, the diagonal elements
of ρs and ρe give the probabilities assigned to different values of the subsystem energies. I
define

Ps(E) ≡ diag(ρE
s ) (7)

and
Pe(E) ≡ diag(ρE

e ) (8)

where the superscript E indicates that the energy eigenbasis is used. Note that, for the ACL
model, the argument E on the left side of these expressions is drawn from the discrete set
of energy eigenvalues.

These figures show the case for which the energies (namely, the first moments of these
distributions) are shown in Figure 1. One can see that, as we have already seen in the case
of the first moments, the whole distribution stabilizes at late times, up to small fluctuations.

Figures 10 and 11 show the late time distributions for the full range of initial conditions
and choices of EI considered above. It is certainly not surprising that the cases where the
subsystem energies equilibrated to different values show significantly different late time
forms for the overall distributions. It is interesting though that, in the case (EI = 0.1) where
the subsystem energies equilibrated to the same values for different initial states, the entire
distribution appears to equilibrate to the same form, encompassing many more moments
than just the first.

Figure 8 shows the time evolution of Ps(E) and Figure 9 shows the corresponding
Pe(E) evolution.
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Figure 8. Time evolution of SHO energy distribution Ps(E) for the case shown in Figure 1. The
histogram in the lower panel is the density of energy eigenstates for the SHO (which is uniform). I
have connected the discrete set of points given by Ps(E) here for ease of viewing.
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Figure 9. Time evolution of environment energy distribution Pe(E) for the case shown in Figure 1.
The histogram in the lower panel shows the density of energy eigenstates for the environment
(which reflects the Wigner semicircle form expected for a random Hamiltonian). The Ne = 600
different eigenvalues have been binned as shown in the histogram and I plot Pb

e (E), which is the
total probability in the corresponding bin. This discrete set of points is connected for visualization
purposes.
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Figure 10. Late time energy distributions for the SHO. Each panel shows a set corresponding to the
five different initial conditions, evolved using the value of EI as marked. For EI = 0.1, the SHO
energies (first moments of Ps(E)) converged at late times for the different initial conditions (see
Figure 6). These results indicate that many more than just the first moment converges for this value
of EI . The EI = 0.1 panel includes the phase randomized version of each curve as well.

In Section 4, I discussed a primitive notion of “thermalization” based on the expec-
tation that a thermalized system should share energies in the same proportions among
different subsystems, regardless of the initial state, as long as each initial state had the same
total energy. Among the cases considered in Section 5, we saw that only the EI = 0.1 case
met that criterion. Figures 10 and 11 show that, for EI = 0.1, the system meets a stronger
criterion, namely that many moments of the final energy distributions are independent
of the initial state. This is certainly what one gets in the case of true thermalization of
realistic physical systems, although it is worth emphasizing that none of the distributions
shown are truly thermal in the sense of having the Gibbs form, as a function of an actual
temperature. Still, having a parameter to dial which can turn on or off the rudimentary
features of thermalization discussed here suggests that further explorations might reveal
some insights into the notion of thermalization in general. I undertake such explorations in
what follows.

It is tempting to make contact with the notion of “generalized canonical state” as
discussed, for example, in [12]. However, in the places I have seen the generalized Gibbs
distribution discussed it has taken a more idealized form. For example, a thermodynamic
limit is taken or an idealized notion of “passivity” [13,14] is utilized. Those idealizations
would preclude the sort of small fluctuations that appear in the my results.
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Figure 11. Late time energy distributions for the environment. Each panel shows a set corresponding
to the five different initial conditions, evolved using the value of EI as marked. For EI = 0.1,
the environment energies (first moments of Pe(E)) converged at late times for the different initial
conditions (see Figure 6). These results indicate that many more than just the first moment converges
for this value of EI . The EI = 0.1 panel includes the phase randomized version of each curve as well.

Before concluding this section, I want to comment about the strongly coupled EI = 1
case. I have included it in this paper for completeness, but it should be emphasized that,
due to the strong coupling, there is little meaning to the s and e subsystems. The quantities
plotted in that case (〈Hs〉, 〈Hs〉, Ps(E) and Pe(E)), are mathematically well-defined, but they
do not have natural physical interpretations. It seems unlikely that the EI = 1 case admits
a physically useful interpretation of the full space as a tensor product of any subspaces—
certainly not the specific e and s ones considered here. One point one can make about
this case is that it demonstrates that a rudimentary process of equilibration, driven by
dephasing, is possible without any reference to energy flow, or any sense in which one
subsystem is acting as a “bath” to another. Comments along these lines appear in [12].

7. The Hw Eigenstates

7.1. Energy Distributions in the Subspaces

Here, I explore the relationship between the phenomena discussed above and the
form of the eigenstates of the global Hamiltonian Hw. I will focus here on the EI = 0.007
and EI = 0.1 cases. The EI = 0.02 case exhibits behavior intermediate between those
two, and, as discussed above, the EI = 1 is not amenable to deeper analysis due to the
strong coupling.

Recall that, for the EI = 0 case, the eigenstates of Hw are products of eigenstates of Hs
and He. Once the interaction is turned on, in general, Hw eigenstates will appear as density
matrices in the s and e subspaces. I will utilize the techniques from Section 6 to focus on
the energy distributions Ps(E) and Pe(E), given by the diagonal elements of the density
matrices according to Equations (7) and (8). While these give incomplete information
(only certain matrix elements will be shown, and Pe(E) will appear binned as above), that
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information is sufficient to get a sense of what is going on. I have studied the properties
of these states with more complete information than presented here and have confirmed
that the information I do present gives a reasonable characterization for the points I want
to make.

Figures 12 and 13 show information about a broad range of Hw eigenstates in terms of
Ps(E) and Pe(E), respectively, for the EI = 0.007 case.
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Figure 12. A selection of eigenstates of Hw (running from minimum to maximum eigenvalues)
represented in terms of distributions in SHO energy. Here, EI = 0.007. Note that, while these are not
perfect delta functions, they are reasonably sharply peaked, as one would expect for a situation close
to the EI = 0 limit.

For this case, one can see that, while the eigenstates of Hw may not be perfect product
states of Hs and He eigenstates, the energy distributions are still quite localized, as one
would expect for very weak coupling.

Figure 14 shows energy distributions in both s and e subspaces for three adjacent
energy eigenstates of Hw.

While the three pairs of curves represent eigenvalues of Hw which differ by at most
0.04%, the energy distribution between s and e is very different for each of the three cases.
This is simply a reflection of the fact that there are many ways of distributing a fixed total
energy among the two subsystems, and the peaked nature of the energy distributions for
this very weakly coupled case allows that fact to play out in a simple and vivid way in the
eigenstates of Hw.
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Figure 13. The same eigenstates shown in Figure 12 are shown here in terms of the (binned) distribu-
tions in environment energy. These too are reasonably sharply peaked, as expected.
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Figure 14. Energy distributions shown in both s (blue) and e (red) for three adjacent eigenstates of
Hw, with EI = 0.007. Although the associated values of Ew are essentially identical the energy is
distributed in very different ways between the two subsystems.

Figures 15 and 16 show information about a broad range of Hw eigenstates in terms of
Ps(E) and Pe(E), respectively, this time for the EI = 0.1 case.
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Figure 15. A selection of eigenstates of Hw (running from minimum to maximum eigenvalues)
represented in terms of distributions in SHO energy. Here, = EI = 0.1. While this case is weakly
coupled by some measures, the interaction is strong enough to mix many of the energy eigenstates of
the SHO, creating much broader distributions than seen in Figure 12 for the EI = 0.007 case, at least
away from the extreme ends of the spectrum.
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Figure 16. The same eigenstates shown in Figure 15 are shown here in terms of the distributions in
environment energy. These distributions are also much more broad than those shown in Figure 13 for
the EI = 0.07 case.

While in many respects the EI = 0.1 case might be thought of as “weakly coupled”—
for example, note the small relative values of the interaction energy shown in black in
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Figure 6—the interaction term is strong enough to mix many eigenstates of Hs and of
He, leading to much broader distributions, except at the extremes of the spectrum. Note
that the relevant measure for understanding the breadth of these distributions is the size
of the interaction term relative to the spacing of the energy eigenvalues of the respective
subsystems.

Figure 17 shows energy distributions in both s and e subspaces for three adjacent
energy eigenstates of Hw, here with EI = 0.1.
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Figure 17. Energy distributions shown in both s (blue) and e (red) for three adjacent eigenstates of
Hw with EI = 0.1. For these broad distributions, the differences between neighboring eigenstates are
more subtly compared with the more weakly coupled case shown in Figure 14.

In contrast with what was seen for the more weakly coupled case in Figure 14, the
changes in the subsystem energy distributions as one steps between adjacent eigenstates of
Hw are more subtle, although the differences can be discerned upon inspection.

7.2. Energy Distributions in the Global Space w

Having established significant differences between eigenstates of Hw as they appear
in the subsystems, depending on the strength of the coupling EI , I will now consider how
the initial conditions are represented in these different sets of eigenstates. Figure 18 shows
the distributions Pw(E), defined in the same manner as Ps and Pe (Equations (7) and (8))
but in the global “world” space w using ρw = |ψ〉ww〈ψ|. The Pw’s are time independent,
and the different curves correspond to the set of five different initial conditions used to
create each of Figures 4–7. (Note that I have only been using the same set of five initial
conditions throughout this paper. I have been evolving and analyzing each one using Hw’s
with different values of EI .)
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Figure 18. The (binned) global energy distributions Pb
w(E) corresponding to the five initial states

used throughout this paper. One can see that these curves have very different behaviors depending
on the coupling strength EI . For example, the EI = 0.007 curves frequently approach zero, and the
EI = 0.1 curves do not. The bottom panel shows a histogram representing the density of energy
eigenstates N(Ew). Technically, N(Ew) will be different for the two values of EI , but both the values
shown here are small enough not to change the form of N(Ew) significantly.

Figure 19 shows zoomed-in portions of the top two panels of Figure 18.
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Figure 19. A zoomed-in look at the first two panels of Figure 18. One can see that not only do the
EI = 0.007 curves approach zero frequently, in contrast to the EI = 0.1 curves, but the curves for each
state exhibit very different patterns of large and small values.
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The large oscillations of the EI = 0.007 curves are especially clear in Figure 19, and one
can see that the individual curves have very different locations of their peaks and minima.

7.3. Interpretation

I have presented information about the eigenstates of Hw using both the subsystem
and global perspectives. These perspectives can be brought together in the following way.
Consider the state |Ei〉s

∣∣Ej
〉

e, a product of eigenstates of Hs and He (with particular values
of i and j), and consider expanding that state in eigenstates of Hw. For the EI = 0.007
case, if a particular eigenstate |Ek〉w of Hw has a strong overlap with |Ei〉s

∣∣Ej
〉

e, then the
(k + 1)th state is likely to have a much weaker overlap. This is expected given the way the
energy distributions shift among the subsystems as the index is incremented, as illustrated
in Figure 14. (A similar situation is considered for many body systems in [15].) Expanding
in eigenstates of Hw with EI = 0.1 will work very differently. As illustrated in Figure 17,
neighboring eigenstates will have energy distributions in the subsystems which are not
radically different as the index is incremented. This suggests that the overlaps will vary
much more smoothly with the index of Ek.

Similarly, the breadth of the distributions of |Ew〉’s in the s and e energy distributions
for EI = 0.1 suggests initial states with energy shared differently between s and e can
still pick up similar overlaps with the |Ew〉’s, accounting for the overall shape similarity
among the different curves in the 2nd panel of Figure 18. Furthermore, since Pw(E), plus
the phases, gives complete information about the global state |ψ〉w, it is not surprising
that, under equilibrium conditions (when the phases may be taken as random), states with
similar Pw(E)’s also give similar Ps(E)’s and Pe(E)’s. (The |Ew〉 energy distributions in
the s and e are not perfectly broad, so, not surprisingly, I have found examples of other
initial states with particularly extreme energy distributions among s and e which have
somewhat different shapes for Pw(E), and even the 2nd panel of Figure 18 shows noticeable
variations.)

The initial states studied here are products of coherent states in s with energy eigen-
states in e. That makes the simple illustration above less rigorous, but the coherent states are
somewhat localized in energy, so the main thrust of the illustration should carry through. In
addition, the energy distributions in s and e only contain some of the information relevant
for calculating the overlap (s〈Ei|e

〈
Ej
∣∣) · |Ek〉w, but again that information seems enough

to capture some sense of what makes the Pw(E) curves so different for the two values of
EI . Similar arguments can be used to relate my results to the Eigenstate Thermalization
Hypothesis, which I do in Appendix C.

Finally, if one considers some process of extending this analysis to larger systems, one
could imagine cases where the Pw(E) distributions become more narrow (perhaps einse-
lected into sharp energies through weakly coupled environments as in the “quantum limit”
discussed in [16]). The smooth qualities of Pw(E) we see for EI = 0.1 could correspond in
such a limit to a relatively flat distribution within the allowed range. This could connect
with ergodic ideas which count each state equally within allowed energies, making contact
with conventional statistical mechanics.

On the other hand, looking at the EI = 0.007 case suggests another limit where Pw(E)
could remain more jagged, preventing simple statistical arguments from taking hold. By
envisioning limits in this way, it does seem like the primitive “thermalized” behaviors
of the EI = 0.1 case discussed in Sections 5 and 6 are in some sense precursors to a full
notion of thermalization for larger systems. Likewise, the alternative limit suggested by the
EI = 0.007 case has parallels with Anderson and many body localization in large systems.
The localized systems exhibit a lack of thermalization for the same sorts of reasons as the
toy model considered here, namely the lack of full access to states that should be allowed
based purely on energetic reasons. In addition, just as the localized case appears to reflect
additional (approximately) conserved quantities [17], I have associated the special features
of the EI = 0.007 case with the (partially broken) symmetry conserving 〈Hs〉 and 〈He〉
separately in the EI = 0 limit.
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7.4. The Effective Dimension as a Diagnostic

One way to characterize the different qualities of the sets of curves in Figures 18 and 19
is using the ”effective dimension”

dw
e f f ≡

1
∑i(Pw(Ei))2 . (9)

This quantity takes its minimum value of unity if P(Ei) is a delta function, and reaches
its maximum possible value, Nw, if all P(E)’s are identical. Table 1 compiles information
about the dw

e f f values for the curves shown in Figure 18, as well as for the Pw(E)’s for EI = 1
and EI = 0.02 (which I have not displayed in graphical form and for which de f f takes on
intermediate values).

Table 1. The effective dimension (dw
e f f , from Equation (9)), evaluated for and averaged over the five

sets of initial states used in this paper. The effective dimension is larger when the function P(E) is
broad and smooth. Comparing the curves in the top two panels of Figure 18 (as well as Figure 19)
suggests it is not surprising that de f f for EI = 0.1 is more than 60 times greater than the EI = 0.007
case. (The quantity Δ gives the variance of de f f across the five solutions.)

EI
〈

dw
e f f

〉
/Nw Δ % of dw

e f f (EI = 0.1)

1 0.087 30% 27%
0.1 0.24 8% 100%
0.02 0.06 33% 25%
0.007 0.004 70% 1.6%

The extremely different natures of the EI = 0.1 and EI = 0.007 curves are nicely
captured by the large difference between their de f f values. In addition, Δ, the variance
of de f f across the five different states gives one measure of “scatter” among the different
Pw(E) curves for fixed EI . This scatter is smallest for the EI = 0.1 case, which is consistent
with the observations made about energy distributions in Section 6 (although those were
focused on energy distributions in the subsystems).

8. Tuning of States and Parameters

In the analysis presented here, the “thermalized”-like behavior seems to emerge as a
special case for a particular value (presumably actually a small region of values) for EI . In
much larger systems exhibiting localization discussed in the literature, it is typically the
non-thermalized behavior that seems special, usually associated with specific parameter
choices that lead to integrability. I simply note here that it is not surprising that such
matters of tuning depend on measures implicit in the model being considered. I regard
the ACL model as too simplistic to draw broad conclusions about tuning of parameters,
except as an illustration of how measures can turn out differently. If the “emergent laws”
perspective mentioned in the introduction is ever realized, that will come with its own
perspective (and probably challenges) regarding measures.

I also note that tuning of the initial state is involved in the notion of equilibration.
A special choice of initial state with a low entropy is required in order to see a system
dynamically approach equilibrium. The fact that the actual Universe did indeed have such
a special low entropy initial state is a source of great interest and curiosity to me, and
although it is not often stated that way, it is related to the notorious “tuning problems” in
cosmology (see [18] for pioneering work and Section 5 of [2] for a recent summary). That is
certainly not (directly) the topic of this paper, although I can not help but note with interest
the very different perspective I sometimes see in the statistical mechanics literature (for
example, [12] which implies that the Universe should be taken to be in a typical state).
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9. Discussion and Conclusions

This research originated with my curiosity about various behaviors of the ACL model
that I encountered in earlier work [1,2]. On one hand, the equilibration process seemed so
robust I wondered if there was a straightforward ergodicity picture to back it up. On the
other hand, examination of the energy distributions that appeared in equilibrium made it
clear that no conventional notion of temperature applied. Furthermore, standard arguments
would interpret the part of the environment density of states N(E) that decreases with
E (see Figure 9) as a “negative temperature”. Would that introduce strange artifacts in
our results?

In this work, I have examined the equilibration processes in the ACL model sys-
tematically. I have seen how the dephasing process is the solid foundation on which the
equilibration takes place. Dephasing is able to drive equilibration under conditions where
the notions of temperature and ergodicity do not apply. I have argued that this very basic
form of equilibration is sufficient to support the use of the ACL model in studies of the
equilibrium phenomena explored in [2].

Even though the notion of temperature does not apply, I have considered some
primitive aspects of “thermalization.” Specifically, I have considered the expectation that
different initial states with the same global energy thermalize to the same subsystem energy
distributions. The ACL model is only able to realize this expectation in equilibrium for
certain values of the coupling strength. When this aspect of thermalization is realized, the
energy distributions in the global space are smooth. In the other cases, the global energy
distribution can be quite jagged. I have related these different behaviors to the intrinsic
properties of the global energy eigenstates, and argued that the smooth behavior could
be viewed as something of a precursor to ergodicity, which might take a more concrete
form in the limit of larger system sizes. In addition, I have noted some rough parallels with
discussions of the presence or absence of thermalization in large condensed matter systems.

Regarding negative temperature, even in the absence of a solid notion of temperature,
the evolution of the energy distribution depicted in Figure 9 toward regions of lower energy
but higher density of states might be seen as a more primitive version of the phenomena
that can be associated with a negative temperature in other systems.

I have found it interesting to learn the degree to which the very simple ACL model is
able to reflect certain familiar elements of equilibration, while still missing out on others
due to its small size and other “unphysical” aspects. Understanding systems such as this
one that are on the edge of familiar behaviors could prove useful in exploring selection
effects in frameworks where the laws of physics themselves are emergent, one of the
motivations for this research I discussed in the Introduction. Such work might ultimately
help us understand the origin of the specific behaviors of the world around us that we
call “physical”.

10. Reflections

It is a great pleasure to contribute to this volume honoring Wojciech Zurek’s 70th
birthday. I first met Wojciech at an Aspen Center for Physics workshop the summer after I
completed my PhD in 1983. I have had the good fortune of having numerous connections
with Wojciech since then, including as his postdoc later in the 1980s. Wojciech has been an
inspiration to me in many ways. For one, his unbounded and energetic curiosity has led to
some of the most joyful and adventurous conversations of my entire career. It is definitely
in the spirit of this adventurous style that I have pursued the topics of this paper. I am also
grateful to Wojciech for helping me develop a taste for natural hot springs. It is fitting that
certain advances on this project were made while partaking of some of my local favorites
(experiencing temperature, but fortunately not equilibrium).
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Appendix A. Initial Conditions

As discussed in [1], coherent states can be constructed for the truncated SHO using
the standard formula

|α〉 = exp
(

αâ† − α∗â
)
|0〉. (A1)

The five initial states used throughout this paper are constructed by selecting the ith eigen-
state of He, with i drawn from {300, 400, 450, 500, 550} (ordered with increasing eigenvalue).
Recall that Ne = 600.

I then adjust α so that the initial state |α〉s|i〉e has 〈Hw〉 = 25. Note that 〈Hw〉 includes
the interaction term, so the value of α technically depends on EI . Except for the strongly
coupled EI = 1 case, this dependence is very weak. The exact values of the different initial
subsystem energies in each case can be read from Figures 4–7.

Appendix B. Dephasing, Decoherence and Dissipation

This work focuses on dissipative processes which cause energy to flow and then
stabilize at equilibrium values. My focus on energy flow is natural for studying the topic of
thermalization. In [1], we explored how decoherence and dissipation happen on different
time scales in the ACL model, a difference which is much more pronounced for larger
systems. In addition, I note here that the term dephasing can mean different things,
for example, relating the phases of two different beams as discussed in [19], where the
notion of depolarization is also explored and contrasted. I use dephasing to refer to the
randomization of the αi

w phases over time. The dephasing I observe is not absolute, since
recurrences are to be expected eventually. However, the recurrence time lies far beyond the
time ranges explored here (and in fact far outside the dynamic range of my computations,
which are documented in [1]). This arrangement of the various relative time scales is well
suited for the topics of this paper.

Appendix C. Eigenstate Thermalization Hypothesis

The Eigenstate Thermalization Hypothesis (ETH) [20–22] proposes that important
statistical properties of thermalized systems can be expressed by single eigenstates of the
global Hamiltonian. Even though the ETH is intended to apply to much larger systems,
out of curiosity I have explored how the ACL behaviors might relate to the ETH. Focusing
on the Ps(E)’s and Pe(E)’s, one can see from Figures 14 and 17 that the subsystem energy
distributions look more similar for individual eigenstates of Hw for EI = 0.1 than for
EI = 0.007. This similarity suggests that for the “thermalized” EI = 0.1 case individual
eigenstates are starting to line up behind a common statement about the subsystem energy
distributions, which would be a signature of the ETH. But the fact that significant differences
remain among the EI = 0.1 curves suggests this signature is not expressed strongly.

Figure A1 presents a more systematic analysis of the Hw eigenstates relevant to the sets
of initial conditions used here. (The selection of the eigenstates is illustrated in Figure A2.)
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Figure A1. Exploring ETH: The energy distributions for the EI = 0.1 case from Figures 10 (system)
and 11 (environment) are shown (blue and red curves, respectively). In addition, the energy distri-
butions for individual eigenstates of Hw are plotted. As depicted (and color coded) in Figure A2,
the particular Hw eigenstates are chosen to be representative of the global energy distributions that
correspond to the original curves from Figures 10 and 11. No single eigenstate fully characterizes the
equilibrium distributions (although they are not completely off the mark), and there is significant
scatter among the distributions drawn from the individual eigenstates. These results suggest only a
very loose realization of the ETH.

The Ps(E) and Pe(E) curves for those eigenstates approach the energy distributions for
our set of initial states reasonably well, but they still retain considerably greater scatter than
seen for the non-Hw eigenstate states. Thus, the averaging over the entire distribution in
Pw(E) space appears to have a significant role in realizing the sharpness of the convergence
of the Ps(E) and Pe(E) curves. Although one could try to argue that there are elements of
the ETH being expressed here, any such expression is only an approximate one.
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Figure A2. Selected eigenstates: The eigenvalues of the Hw eigenstates chosen for Figure A1 are
shown here (vertical lines), against the backdrop of the global energy distributions from the EI = 0.1
panel in Figure 18, which correspond to the original energy distributions depicted for the subsystems
in Figure A1. There are three green and three purple lines, which are unresolved in the figure because
they show adjacent eigenvalues (which only differ at the 0.01% level). The curves in Figure A1 are
matched by color with the eigenvalues shown here.
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Abstract: We study the non-perfect propagation of information for evolving a low-dimensional
environment that includes self-evolution as well as noisy initial states and analyse the interrelations
between the degree of objectivization and environment parameters. In particular, we consider an
analytical model of three interacting qubits and derive its objectivity parameters. The numerical
analysis shows that the quality of the spectrum broadcast structure formed during the interaction
may exhibit non-monotonicity both in the speed of self-dynamics of the environment as well as
its mixedness. The former effect is particularly strong, showing that—considering part of the
environment as a measurement apparatus—an increase of the external magnetic field acting on the
environment may turn the vague measurement into close to ideal. The above effects suggest that
quantum objectivity may appear after increasing the dynamics of the environment, although not with
respect to the pointer basis, but some other, which we call the generalized pointer or indicator basis.
Furthermore, it seems also that, when the objectivity is poor, it may be improved, at least by some
amount, by increasing the thermal noise. We provide further evidence of this by analysing the upper
bounds on distance to the set of states representing perfect objectivity in the case of a higher number
of qubits.
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1. Introduction

Quantum mechanics works perfectly and is reliable in an appropriate regime. Never-
theless, it leaves us with cognitive discomfort, as a theory that pretends to be fundamental
should describe whole physical reality, including the classical objective properties of the
systems that are inter-subjectively verifiable by independent observers. The problem is
that quantum formalism does not offer a simple footbridge from the quantum world to our
actual world. This issue involves many aspects; it has a long history and huge literature [1].
In particular, it involves a highly non-trivial question: Is it possible to circumvent the
fundamental restrictions (no-broadcasting [2,3]) on the processing of quantum informa-
tion to explain the emergence of the objective nature of information redundancy in the
actual world?

Thanks to Zurek’s quantum Darwinism concept [4], there are strong reasons to believe
that the decoherence theory pioneered by Zeh [5] and developed by Zurek [6,7] and
others [8,9] based on the system–environment (or, in the Bohr’s spirit: system–context [10])
paradigm offers the most promising approach to the emergence of classicality from the
quantum world.

Quantum Darwinism (QD) considers a decohering environment E as a “witness” that
monitors and can reveal the information about a system S . The environment consists of
multiple independent N fragments, and objectivity emerges when interacting with the
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system led to redundant information proliferation about system S measured by quantum
mutual information I(S : E) between the system and an accessible fragment of the environ-
ment, E ⊂ E, where I(S : E) = H(S) + H(E)− H(SE) is the mutual information between
the system and part of the environment and H(·) is the von Neumann entropy (see [11] and
the references therein). The term “objectivity” means that the state of the system satisfies
the following:

Definition 1. A system state S is objective when many independent observers can determine the
state of S independently, without perturbing it, and arrive at the same result [12–14].

The different theoretical and experimental implementations of QD have been consid-
ered and discussed based on the information-theoretic condition:

I(S : E) = H(S). (1)

In many cases, the above relation is sufficient to identify correctly emergent objective
properties in a quantum system in contact with an environment. Interestingly, sometimes
the nature of the quantum-classical interplay may be richer. In particular, examples have
been found in which QD can falsely announce objectivity, and it has been indicated that QD
can be inconsistent with the emergence of objectivity when the condition (1) is used [14–16].

In connection with the QD, a problem arises: To identify quantum primitive information
broadcasting state responsible for the emergence of the perceived objectivity. This issue was raised
in [14], where it was proven that Bohr’s non-disturbance measurement, full decoherence
and “strong independence” lead to the paradigmatic spectrum broadcast structure (SBS)
responsible for objectivity, which can be written in the following form:

	SE = ∑
i

pi|ψi〉〈ψi | ⊗ 	
E1
i ⊗ · · · ⊗ 	EN

i , (2)

where E is the accessible environment, Ek ∈ {E1, E2, . . . , EN}, Ek ∩ Ek′ = ∅, Ek ⊂ E are the
subenvironments. The conditional states {	Ek

i } can be used to perfectly distinguish index i,
where {|ψi〉} is some diagonal basis of the S and {pi} its spectrum.

The basis {|ψi〉} has a special role in the above picture. It represents the objective
information about the quantum system. The above form (2) is agnostic about the physical
mechanism leading to it. Hence, we shall call the basis {|ψi〉} a generalised pointer basis (or,
alternatively an indicator basis). In the case of quantum Darwinism, when determined by
the interaction Hamiltonian, this basis becomes exactly the pointer basis. However, there
may be other physical processes that lead to the above (2) structure. This is directly related
to the main point of the present paper: any pointer basis is the generalized pointer basis
but not vice versa.

The above SBS state clearly shows the meaning of the terms “objective”/inter-subjective
used in Definition 1. This reveals the contextual nature of objectivity, which emerges as
a property of a system dependent on the combined properties of the system and the en-
vironment. These states have a discord of zero; hence, only the “classic” spectrum of the
system {pi} is broadcast to the environment, and therefore independent observers do not
have access to quantum information.

It has been proven that SBS is a stronger condition than the QD, i.e., SBS implies
QD [14]. The objective states with spectrum broadcast structure can be used as ideal
“frames of reference” to which any real states can be compared. The SBS was identified
in the many models of open quantum systems (see [17] and the references therein), and
its simulations on a quantum computer were demonstrated [18]. It was also shown that
the objectivity is subjective across quantum reference frames [19], including its dynamical
aspects [20].

It was mentioned in [14] that the SBS-like states may open a “classical window” for
life processes within the quantum world. Interestingly, the process of objectivization of
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information over time was analysed using quantum state discrimination and potential
applications for the theory of evolution of senses were suggested [12]. Remarkably, in
nature, there are thermal states the properties of which, seem to contradict objectivity
suggesting that thermality and objectivity are mutually exclusive. Recently Le et al. [21]
examined the overlap between thermal and objective states and showed that there are
certain regimes in which exist states that are approximately thermal and objective.

As mentioned above, the SBS implies quantum Darwinism condition (1); however,
the opposite implication does not hold. The discrepancy between the QD and SBS led
to the discovery of a stronger version of quantum Darwinism (SQD) [22], where (1) is
replaced by a stronger condition: A system state is objective if the following conditions
hold simultaneously:

I(S : E) = χ(S : E), (3a)

Iacc(S : Ek) = H(S), (3b)

I(E1 · · · EN |S) = 0, (3c)

where χ(S : E) is the Holevo information in the pointer basis π, Iacc(S : Ek) is the accessible
information and I(E1 · · · EN |S) is the conditional multipartite mutual information. It has
been shown that SQD is equivalent to bipartite SBS, and it is sufficient and necessary for
objectivity [22–24]. Thus, SBS and SQD are two extensions of the standard QD based on
the quantum state structure and information, respectively [25].

However, in the limit of a large environment the standard QD works very well.
In [11], the authors investigated a model based on imperfect C-NOT gates and showed that
relevant quantities for QD exhibited similar dependence on the size |Ek | of a fragment of
environment Ek, including scaling independent from the quality of the imperfect C-NOT
gates and the size of the fragment of environment Ek.

2. Aspects of Emergence of Objective Information on Quantum Ground

The fundamental elements of Zurek’s quantum Darwinism discovery were (1) The
methodological identification that classical correlations between the system and environ-
ment and redundant character of the information about the system in the environment are
a constitutive feature of objectivity. (2) Proof that this objective information is very special,
unambiguously determined by a system–environment interaction. More precisely, the
interaction chooses a basis, called the pointer basis, and this is the information concerning
the question “In which state of the pointer basis is the system in?” that is replicated by
interaction in the environment in a stable way. Quite remarkably, the latter feature is
responsible for the strong cognitive power of the whole process.

This is the case for the following three reasons. First, the information-theoretic correla-
tions between the system and parts of the environment have a classical, well-understood
character. Second, a subject observing a part of the environment not only knows that the
system is in some particular state but also knows exactly what the system state is, since the
latter belongs to a special basis—the pointer basis. Third, by a repetition of an experiment
of placing the system in the same state many times into the environment and observing
some part of the latter, the subject is also able to learn (via a collection of the experiment
statistics) about some parameters of the initial state of the system.

These correspond to the diagonal of the state written in the pointer basis. The parame-
ters are revealed in this process. In this sense, we may understand the quantum Darwinism
process as a process of objectivization that discloses the parameters of the system state.

In the present paper, we inquire as to whether and when the dynamical emergence of
objectivity is possible in a more relaxed sense—namely, when one retains only the element
(1) of Zurek’s program. More precisely, we only demand that the information about the
system being in one of the elements of some basis is classically present in the environment—
there are only classical correlations between system and environment. However neither
the basis needs to be directly related to the system–environment interaction nor do the
corresponding statistics need to directly correspond to some particular parameters of the
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initial state of the system. In this sense, the basis has only the character of the generalized
pointer basis (see discussion below (2)).

Below, we show that this kind of objectivization can emerge in low-dimensional
qubit systems. For this purpose, we examine the non-perfect propagation of information
from system S to the noisy environment E with self-evolution and analyse interrelations
between the degree of objectivization and environment parameters. We consider two
different environments, the first composed of one observed and one unobserved qubit and
the second one where there are seven observed qubits and one unobserved.

In particular, we consider an analytical model of three interacting qubits and derive
its objectivity parameters. Then, we show that, if the imperfection of the C-NOT gate is
known, the emergence of the objectivity albeit with respect to a different basis than the
one associated with the gate itself—can be triggered by carefully chosen environment
self-dynamics. For a seven-qubit environment, numerical calculations show that dynamics
of the environment may help the emergence of relaxed objectivity to happen.

3. Analytical Model for Three Interacting Qubits

Let us now investigate a model of three interacting qubits, where we consider one of
them as the observed system, and the remaining two constitute the observing environment
E . In the following, we will derive a closed analytical formula for the objectivity parameters,
viz. decoherence and orthogonalization, in a scenario where the information is widespread
using imperfect C-NOT gate (C-INOT gate), and where the time evolution includes self-
evolution of each of the qubits and their inter-environmental interaction.

3.1. Derivation of Objectivity Parameters

We model the C-INOT gates [11] defined by the formula:

UC-INOT ≡

⎡⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 sin(θ) cos(θ)
0 0 cos(θ) − sin(θ)

⎤⎥⎥⎦, (4)

where θ ∈ [0, π/2] is the imperfection parameter. For θ = 0, the gate reproduces the perfect
C-NOT gate. It does not allow to model the two qubit identity unitary. In this work, we
have chosen the Kronecker product convention where the primal structure of the matrix
representation is determined by the first space involved in the product.

There is an infinite number of Hamiltonians that can realise the gate (4) after some
fixed time of interaction. Here, we choose the following Hamiltonian:

HC-INOT ≡

⎡⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 (π/2)(1− sin(θ)) −(π/2) cos(θ)
0 0 −(π/2) cos(θ) (π/2)(1 + sin(θ))

⎤⎥⎥⎦. (5)

One may check that exp(−itHC-INOT) = UC-INOT for t = 1. We denote by H1
C-INOT, H2

C-INOT,
the Hamiltonians of C-INOT acting on the first and second qubits of the environment,
respectively, conditioned by the system bit.

We assume that the total Hamiltonian is given by:

HTOTAL ≡ H1
C-INOT + H2

C-INOT + α1H1 + α2H2 + α3H3. (6)

where
H1 ≡ σZ ⊗ 112 ⊗ 112, (7a)

H2 ≡ 112 ⊗ σZ ⊗ 112 + 112 ⊗ 112 ⊗ σZ, (7b)
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H3 ≡σZ ⊗ σZ ⊗ 112 + σZ ⊗ 112 ⊗ σZ+

112 ⊗ σZ ⊗ σZ + σZ ⊗ σZ ⊗ σZ,
(7c)

with 112 denoting identity on a single qubit space. Here, H1 is the self-evolution Hamiltonian
of the central system; H2 is the self-evolution of the environmental qubits that can be, e.g.,
caused by an external magnetic field; H3 contains inter-qubit interactions, between each pair
of the qubits plus the joint interaction between all three qubits via ZZ and ZZZ coupling,
respectively. α1, α2, α3 ≥ 0 are the interaction strength parameters.

Whereas (7b) easily generalizes for cases with more qubits in the environment, (7c) is
specific for the two-qubit case. Further in this paper, we consider other inter-environmental
interactions with larger environments.

One can rewrite HTOTAL = (π− α1)118 + M with 118 being the 3-qubit identity operator,
and M a block-diagonal matrix, giving V ≡ exp(−itM) also of block-diagonal form, with
blocks denoted by V0 and V1. The explicit form of those matrices is given in Appendix A.

We assume that the initial system–environment state 	SE is given by:

	SE = |+〉〈+ | ⊗ 	E1 ⊗ 	E2 , (8)

where
	E1 = 	E2 = 	 ≡ p| 0〉〈0 |+ (1− p)| 1〉〈1 | (9)

are the environment qubit states, p ∈ [0, 0.5].
We note that, for α1 = α3 = 0 the state 	 is the termal state of the environment and

p = e−α2/β

e−α2/β+eα2/β , or 1/β = 1
2α2

ln((1− p)/p), where β is the inverse temperature. This
holds because of the form of H2, i.e. the state | 1〉 is the ground state of the Hamiltonian.
After the time evolution, given by exp(−itHTOTAL), the joint state of the system and two
qubit environment in the computational basis of the observed system is

ρSE1E2comp = (1/2)
[

V0EV†
0 V0EV†

1
V1EV†

0 V1EV†
1

]
, (10)

where each element of the 2 × 2 matrix is a block 4 × 4 matrix and E ≡ 	 ⊗ 	 and
Vk ≡ exp(−itMk), k = 0, 1. After tracing out the second environmental qubit, we find,
again, in the computational basis, the following two qubit joint state of the system and
observing qubit:

ρSE1comp = (1/2)
[

Tr2(V0EV†
0 ) Tr2(V0EV†

1 )
Tr2(V1EV†

0 ) Tr2(V1EV†
1 )

]
, (11)

where Tr2 is the second qubit partial trace operation. Hence, we obtain the collective
decoherence factor in the form

Γ =
∣∣∣∣∣∣Tr2

(
V0EV†

1

) ∣∣∣∣∣∣
Tr

. (12)

This equation is the value of the trace norm of a 2 × 2 upper off-diagonal block of the 4 × 4
matrix (11). The trace norm is defined as ||A ||Tr = Tr(

√
A† A).

The probabilities c0 and c1 of the system being in a state 0 or 1 of the computational
basis are given by ci = (1/2)Tr (ViEV†

i ) = 0.5 and are revealed to be constant in time.
Conditioning upon the system state in the computational basis and tracing out the second
environmental qubit, we find that the conditional states of the remaining (observing) qubit,
denoted 	0 and 	1, where 	i ≡ 〈i |S

(
ρSE1

)
| i〉S is a single qubit. Those states are obtained

by a projection of the joint state of the system and part of the environment on one of the
possible states of the system in the computational basis. If there is no coherence between
different states of the system, then the off-diagonal elements should vanish, as is explicitly
stated in the definition of SBSs.
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The (generalized) fidelity [26] (also called the Bhattacharyya coefficient), used as a
measure of state overlap [12] for two matrices 	0 and 	1 is defined as

F (	0, 	1) ≡ Tr
√√

	0	1
√

	0. (13)

The larger the value of the fidelity, the poorer the orthogonalization of the relevant observ-
able. We provide explicit formulae for (12) and (13) in Appendix B.

The upper bound to the distance to the Spectrum Broadcast Structure [12,14] is

||ρSE1 − ρ
(SBS)
SE1

|| ≤ 2(Γ +
√

c0c1F (	0, 	1)), (14)

which is true for some state ρ
(SBS)
SE1

having the SBS form (2). The bound (14) can be applied
to any state, not only qubit-qubit states. In Appendix C, we discuss the distance of the
evolved state to the thermal state.

3.2. Generalised Pointer Basis Optimal for SBS

Since the constituent Hamiltonians in (7) do not commute with the C-INOT gate
Hamiltonians, one cannot follow the paradigm of [6] and determine the generalized pointer
basis from the interaction Hamiltonian only. In other words, this is the case when the
generalized pointer basis (which may also be called the indicator basis) is a different object
from the pointer basis known from quantum Darwinism.

Above in (11), we wrote the evolved state in the computational basis, and the calcula-
tions of (A12) and (A16) refer to this basis. On the other hand, one may ask the question,
whether there exists some other basis of the observed system that manifests structure closer
to SBS.

For the two environmental qubit cases with one of them being traced out, we shall
look for the optimal SBS state—namely, the one that is the closest to the actual system–
environment state represented in the computational basis ρSE1comp (see (11)). To this aim,
we minimize the distance of the latter to the SBS states, which, by definition, have the form:

ρSBS
SE1

= p̃|ψ〉〈ψ |S ⊗ | χ〉〈χ |E1 + (1− p̃)|ψ⊥〉〈ψ⊥ |S ⊗ | χ⊥〉〈χ⊥ |E1 . (15)

Note that this form easily generalizes for environments of higher dimension with | χ〉〈χ |E1

and | χ⊥〉〈χ⊥ |E1 replaced with orthogonal 	E1
0 and 	E1

1 :

ρSBS
SE1

= p̃|ψ〉〈ψ |S ⊗ 	
E1
0 + (1− p̃)|ψ⊥〉〈ψ⊥ |S ⊗ 	

E1
1 . (16)

In the two-qubit case, minimisation of the corresponding distance∣∣∣∣∣∣ρSE1comp − ρSBS
SE1

∣∣∣∣∣∣
Tr

(17)

over all probability p̃, and state vectors |ψ〉, and | χ〉 defining (15) gives the optimal
SBS state:

ρSBS
SE1opt = p̃∗|ψ∗〉〈ψ∗ |S ⊗ | χ∗〉〈χ∗ |E1 + (1− p̃∗)|ψ∗⊥〉〈ψ∗⊥ |S ⊗ | χ∗⊥〉〈χ∗⊥ |E1 . (18)

The basis {|ψ∗〉, |ψ∗⊥〉} for which the minimum of (17) is attained should be consid-
ered as a candidate for the generalised pointer (equiv. indicator) basis for the case when
the total Hamiltonian (6) does not commute with the interaction Hamiltonians (5).

To be more specific, for |ψ〉 and | χ〉 being qubits, as in (15), we use the standard Bloch
parametrization

|ψ〉 = cos
(

xψ/2
)
| 0〉+ sin

(
xψ/2

)
exp

(
iyψ

)
| 1〉, (19)

with xψ ∈ [0, π], yψ ∈ [0, 2π], and similarly for | χ〉. Further, without loss of generality, we
assume p̃ ∈ [0.5, 1]. This last assumption assures continuity of the parameters obtained in
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the optimization, as without it the optimization has two possible equivalent solutions, viz.
the one from (15) and the second one with p̃ replaced with 1− p̃ and states replaced with
their orthogonal complements.

In the actual numerical calculations, we used unconstrained gradient search with
a continuous map R → [0.5, 1] for the p̃ parameter, and postprocessing of the resulting
optimal values xψ, yψ, xχ, yχ ∈ R to obtain angles within the proper Bloch parameter range
yielding the same qubit states. We illustrate the optimization of the SBS basis in Figure 1.

(a) SBS distance (b) p̃

(c) max(cos(xψ/2), sin(xψ/2)) (d) yψ

Figure 1. Sample results of SBS basis optimization (15) using the Bloch parametrization (19). We
consider the state state after time t = 1, with Hamiltonian (6) with parameters α1 = α3 = 0, for
different values of α2 and environmental mixedness p, cf. (9), and perfect CNOT interaction. Figure 1a
contains the minimized distance (17) obtained for p̃, xψ and yψ parameters shown in Figure 1b–d,
respectively. Note thin Figure 1a is the same as in Figure 2a (seen from a different angle). For xψ in
Figure 1c, we used trigonometric transformation, and thus that the value 1 refers to the computational
basis. Note that the phases factor yψ of the Bloch qubit strongly fluctuates in the region where the
computational basis is optimal, as in that case yψ has no impact on the state. In Figure 1c, the yellow
part corresponds to the standard basis and the light purple represents bases complementary to the
standard basis. The latter bases are in general different from Hadamard basis, which can be seen by
examination of the phases in Figure 1d. Each of the basis in the light purple region represents some
generalised pointer basis (see the discussion at the beginning of Section 3.2).
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(a) θ = 0 (b) θ = π/8

(c) θ = π/4 (d) θ = 0.9π/2

Figure 2. SBS distance for C-INOT central interaction with various values of the gate imperfection
parameter θ with 2 environmental qubits. Each value of θ = 0, π/8, π/4, 0.9π/2 refers to different
interactions between the central system and each of the environmental qubits, as given in (4). The
axis α2 describes the strength of the self-evolution of the environmental qubits, see (7b), and p refers
to the initial mixedness of the environmental qubits, see (9). The figure illustrates non-monotonic
dependence of the distance of the evolved state from the closes SBS state of the form (15) from the
parameters α2 and p. In particular, it can be seen that, in many cases, it is not the smallest value of
mixedness that leads to states close to the SBS form but the “optimal” environment mixedness p
depends on the value of the self-evolution strength α2.

3.3. Marginal Cases

Another interesting marginal case is for maximally mixed environment, i.e., for p = 0.5.
Then, μ = 1/4 and ν = 0, again leading to F (	0, 	1) = 1. This is in agreement with [27], as
this case refers to maximal entropy of the environment, and thus its capacity is 0.

For fixed p �= 0.5 and θ < π/2, we see from (A16) that the orthogonalization factor is a
function of r4. Thus, by changing the difference α2− α3, we can adjust the total Hamiltonian
so that the orthogonalization reaches its maximum. Thus, knowing the imperfections of
the interaction θ, mixedness p environment, and the internal interaction H3, we can, e.g.,
manipulate the magnetic field H2 acting on the environment, to improve the quality of the
measurement. We illustrate this adjustment in the following section.

4. Central Interaction: Optimization of Spectrum Broadcast Structure for
2 Environmental Qubits

We now consider the case when α1 = α3 = 0, and α2, θ ≥ 0, i.e., with imperfect central
interaction and self-evolution of environmental qubits with initial mixedness parameter p
after time t = 1, viz. at the time after which the central interaction has fully occurred.

We first note that, in the former Section 3, we considered the Spectrum Broadcast Struc-
ture obtained in the pointer basis [6], which was, in that case, equal to the computational
basis of the observed system. Yet, it is possible to calculate the SBS distance for a different
basis, viz. for the optimal basis, as introduced in Section 3.2.
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We used the gradient method [28] to find the basis that minimizes the SBS distance.
We note that the considered setup with only two qubits is very far from the one involving
the macroscopic environment, and thus the objectivity present in this model can be only
temporary since a single qubit is not able to induce full decoherence that is stable in time or
orthogonalization of observables.

Yet, we are interested in the classical properties of the evolved system at a particular
time moment, namely, the time that we denote as t = 1, the time at which the measurement
is supposed to occur. Still, this scenario illustrates the mechanism, and we leave the actual
scaling of the discussed non-monotonic phenomena for further research.

We performed the calculation of the SBS distance (17) for the case with α1 = α3 = 0 as
a function of self-evolution of the environment parameter α2 and environmental mixedness,
or noise, parameter p for various C-INOT imperfection parameter θ. The results are shown
in Figure 2. For better readability we show their marginal values for p = 0 in Figure 3a,
and for α2 = 0 in Figure 3b.

We observe that, for θ > 0, there exist values of α2 that allow improving the SBS
structure of the evolved state; thus, the self-evolution can to some extent counter-act the
interaction gate imperfections.

For the perfect C-NOT depicted in Figure 2a, we observe that, for small p, the self-
evolution has a destructive influence on the SBS formation. On the other hand, for large
values of p, adding some self-evolution may improve the SBS structure. This reveals
that, for p close to 0.5, the Hadamard basis is the actual optimal basis for SBS formation.
For α2 ≈ 1.5, we observe a surprising phenomenon—that increasing the environmental
mixedness may also improve the SBS formation.

A similar situation of non-monotonicity in both α2 and p can be clearly noticed in
Figure 2b,c refering to imperfect C-NOT with θ = π/8 and θ = π/4, respectively. For
small α2 ≈ 0 with increasing environmental mixedness, the optimal SBS basis approaches
the actual computational basis.

For large imperfections of C-NOT, with θ = 0.9π/2, Figure 2d, we see that the SBS is
being destroyed by noise in a monotonic way, but non-monotonicity in α2 shows that the
state is closest to SBS for α2 ≈ 1.5.

To better illustrate the non-monotonic phenomena, we depicted the marginal cases in
Figure 3a, where we show the SBS distance depending on α2, and in Figure 3b, where the
dependence on p is plotted.

(a) (b)

Figure 3. Illustration of non-monotonicity of SBS distance from the self-evolution of the environment
parameter α2 and environmental mixedness (noise) p. (a) Dependence of the SBS distance as a
function of α2 for α1 = α3 = p = 0 for various values of θ. (b) Dependence of the SBS distance as a
function of p for α1 = α2 = α3 = 0 for various values of θ.

For the sake of completeness, let us consider another form of the interaction between
the two environmental qubits—that is, the neighbour–neighbour interaction 2112 ⊗ σZ ⊗ σZ.
We plot this dependence in Figure 4. The same non-monotonic pattern can be seen as in
Figure 2.
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(a) θ = 0 (b) θ = π/8

Figure 4. SBS distance for interactions with C-INOT for various gate imperfection parameter θ with
2 environmental qubits. Visible is the dependence of the optimal environment mixedness p on the
value of the inter-environmental-evolution strength α3 for the Hamiltonian H3 = 2112 ⊗ σZ ⊗ σZ

instead of (7c).

Importance of the Basis Choice

In the present section, we illustrate the emergence of different indicator bases than
the pointer basis in another way, rougher than the one performed in Section 3.2. Rather
than performing full optimization, we perform a partial one, fixing the first one of the two
anticipated bases (standard or Hadamard) and analysing a specific parameter that will tell
us which of the bases is closer to the optimum.

To be more specific, in the optimization of the quantity (17), we allowed for any SBS
basis | φ〉 of the observed system in the calculation of the minimal distance of ρSE1comp from
the SBS set.

Now, let us assume that the basis | φ〉 is fixed, and the optimization is performed
only over pure qubits | χ〉 and p̃ ∈ [0, 1]. To this end, let us define the following subset of
SBS states:

S|ψ〉 ≡
{

σ : σ = p̃|ψ〉〈ψ | ⊗ | χ〉〈χ |+ (1− p̃)|ψ⊥〉〈ψ⊥ | ⊗ | χ⊥〉〈χ⊥ |, p̃ ∈ [0, 1]
}

. (20)

We define the distance D of the state ρ from the set S:

D[ρ,S] ≡ min
σ∈S
||ρ− σ ||Tr. (21)

Now, we illustrate the difference between choices of different bases by comparing
SBS distance if the basis of the SBS state is fixed to be either in the computational or in
the Hadamard basis in (15). To this end, in Figure 5, we plot the difference between the
minimized SBS-distance in the latter basis subtracted the minimized SBS distance in the
former basis, viz.

Δ ≡ D
[
ρSE1comp,S|+〉

]
−D

[
ρSE1comp,S| 0〉

]
. (22)

It can be easily seen that, even if we are not considering the optimal basis from (18)
but restrict to the two simplest choices, the computational and Hadamard, the formation of
the SBS structure favours either the former or the latter basis depending on the evolution
and environment parameters, even though the pointer basis in quantum Darwinism sense
does not change. One must remember that this is a very rough picture if compared to
that of Section 3.2. However, it shows that some tendencies concerning the information
about the system encoded in the environment may still be identified despite the use of less
computational effort.
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(a) θ = 0 (b) θ = π/8

(c) θ = π/4 (d) θ = 0.9π/2

Figure 5. The difference Δ, see (22), of SBS distance for interaction with C-INOT various gate
imperfection parameter θ with 2 environmental qubits if the SBS is restricted to be in the Hadamard
basis subtracted with the SBS distance if the SBS is restricted to be in the computational basis. The
warmer color indicates that the evolved state ρSE1comp is closer to SBS in the computational basis, and
the cooler colour is in those regions, where the evolved state is closer to SBS in the Hadamard basis.

5. Central Interaction: Optimization of Spectrum Broadcast Structure for
8 Environmental Qubits

Next, we considered a case with a larger number Nenv of environmental qubits. In this
case, we consider the broadcast Hamiltonian to be a sum

Hint =
Nenv

∑
i=1

Hi
C-INOT, (23)

where Hi
C-INOT is defined by (5) with transformation over i-th environmental qubit con-

trolled by the central system. We consider only the self-evolution of separate environmental
qubits, and thus this is a direct generalization of the three-qubits case with α1 = α3 = 0
and arbitrary α2. The self-evolution Hamiltonian is (in analogy to the 3-qubit case from
Section 3.1):

H2 = α2

Nenv

∑
i=1

σi
Z, (24)

where σi
Z acts on i-th environmental qubit.

We performed numerical calculations for an 8-qubit environment. We assumed that
7 of these qubits constitute the observer, with the last qubit being trace-out. In all cases in
this section, we considered the optimal SBS basis.

The optimization of (17) for environments of dimension larger is much more difficult;
thus, we were not able to find the state (16) exactly. Instead, we calculated the upper bound
of [12], cf. (14) to check if the non-monotonic phenomena that we observed for two qubits
can be expected to occur also in this case. The results of the numerical optimization are
shown in Figure 6. The calculated upper bounds suggest that there exists some regime of
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gate imperfection θ, where both self-evolution and noise of the environment can improve
the SBS structure as in the case of a two-qubit environment (see Sections 3 and 4).

We stress that the quantity (14) of [12] is only an upper bound, even though it can be
applied to a state, and is easily computable. The calculation of (14) is purely algebraic and
does not require any optimization procedure. On the other hand, since it provides only an
upper bound, the exact results may diverge from those obtained with the bound, yet the
similarity of behaviour of the plots obtained with the bound (see Figure 6) is similar to those
derived using optimization of an exact formula (see Figure 2). This shows that the upper
bound is able to properly grasp the non-monotonic tendencies occurring in both scenarios.

(a) θ = 0 (b) θ = π/8

(c) θ = π/4 (d) θ = 0.9π/2

Figure 6. SBS distance for C-INOT with various gate imperfection parameters θ with 8 environmental
qubits. Each value of θ refers to a different interaction between the central system and each of the
environmental qubits, as given in (4). The axis α2 describes the strength of the self-evolution of the
environmental qubits, see (24), and p refers to the initial mixedness of the environmental qubits,
see (9). The figure illustrate non-monotonic dependence of the upper bound (14) on the distance of
the actually evolved state from the closes SBS state of the form (15) on the parameters α2 and p. In
particular, it can be seen that, in many cases, it is not the smallest value of mixedness, which leads to
states closing (in an upper bound sense) to the SBS form, but the “optimal” environment mixedness
p depends on the value of the self-evolution strength α2.

For perfect C-NOT, see Equation (4), with θ = 0, for majority values of α2 the SBS
distance is gradually growing with increasing p, approaching value close to 1 for the
maximal mixedness p ≈ 0.5. For α2 ∈ [0, 1] the SBS distance is also increasing for p ≈ 0.
Yet, for large values of α2 and p, a slightly non-monotonic behaviour is seen in p.

For θ = π/8, a clear improvement in SBS formation with increasing p can be seen
in Figure 6b, where the optimal value of α2 is increasing with p. For α2 ≈ 0, it can
be observed that the SBS is best formed for p ≈ 0.1, which is also a surprising effect,
confirming the previous observation that, with self-evolution of environment, it is possible
that more noised (mixed) initial environment is more suitable for SBS formation that the
pure environment. Even stronger effect is visible in Figure 6c. Still, it should be noted that,
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in those cases the SBS distance upper-bound is very large, close to 1, or even higher, and
thus its behaviour may serve only as a preliminary suggestion regarding the behaviour of
the actual distance to SBS of the formed states, and as such, should be followed by tight
analytical approximations in the future.

In the case of large imperfections of C-INOT, viz. θ = 0.9π/2, see Figure 6d, a
clear effect of improvement in SBS formation for increasing self-evolution of environment
parameter α2 occurs, which is especially strong for small p ≈ 0.

6. Non-Central Interaction for Eight Qubits

Now, let us consider the case with interaction between environmental qubits of the
following neighbour–neighbour form:

H3 = α3

Nenv

∑
i=1

σi
Z ⊗ σ

(i mod Nenv+1)
Z , (25)

where Nenv is the number of qubits in the environment, and σi
Z acts on i-th qubit of the

environment. We calculated the upper bound [12] for the case with α1 = α2 = 0 and eight
qubits as a function of the imperfection of C-INOT parameter θ and environmental noise
p. The results are show in Figure 7. A strong non-monotonicity in α3 can be observed for
low values of p, e.g., in the case of θ = 0.9π/2, where taking α3 ≈ 2 can repair the effect of
C-INOT imperfection.

The analogous situation takes place for fixed α ≈ 0.75 where the bound is decreasing
with increasing initial noise for the region of p ≈ 0.1. One should remember, however,
that, in this case, the numerical values of the bound are high, and the search for possible
non-monotonous behaviour of the exact distance as a function of p should be continued.

Figure 7. Upper bound on the distance to an SBS state for 8-qubit environment and α1 = α2 = 0 as a
function of neighbour–neighbour interaction (25) strength α3 and mixedness p of the environment.

7. Conclusions and Discussion

We examined the aspects of the emergence of objective information in the dynamic
physical scenario in low-dimensional qubit systems. More precisely, we considered the
non-perfect propagation of information from the system to the noisy environment with
self-evolution, where the imperfect C-NOT gate [11] is accompanied by the presence of
the self-dynamics of the environment, which—in general—may be in an initially mixed
(thermal) state. We considered two different environments, the first composed of one
observed and one unobserved qubit and the second one where there are seven observed
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qubits and one unobserved. In particular, we examined an analytical model of three
interacting qubits, and we derived the objectivity parameters.

We considered examples with the system in the Hadamard state and showed that, if
the imperfection of the C-NOT gate is known, the emergence of the objectivity—albeit with
respect to a different basis than the one associated with the gate itself—can be enhanced
by a carefully chosen environment self-dynamics, which may be interpreted only as an
external magnetic field. The numerical optimization shows that the quality of the spectrum
broadcast structure formed during the interaction may be non-monotonic both in the speed
of self-dynamics of the environment as well as its mixedness. We interpret this phenomenon
as the emergence of a new type of objectivity, which may be called a relaxed objectivization,
since the statistics do not disclose any parameters of the initial state of the system but
present to the observer some new ones, generated during the complex dynamical process.

We also discussed the case of eight qubits of environment and numerical calculations
supporting the general conjecture, where the dynamics of the environment may help the
emergence of objectivity to occur. This suggests that, even if the imperfectness of the C-NOT
is large enough to destroy objectivity in the standard scenario [11], one may observe its
“comeback” as a kind of phase transition due to the carefully tuned self-dynamics of the
environment.

We believe that the above concept of the relaxed objectivization is interesting in itself
because it concerns the general question of whether the system is in fully classical relation
with the environment in the philosophical, purely existential sense—namely, that one is
allowed to make a sensible claim that some of its property exists. In this sense, the present
approach brings out the ontological aspect of emergent objectivity in a quantum world.

The possible cognitive and practical consequences lead two directions. First, if we
are in the engineering paradigm, we know that objectivity (technically represented here
by the SBS structure) makes the system–environment composition useless for coherent
quantum information processing. This may be important in experiments monitoring a
general interaction of a given system with a mesoscopic environment, including quantum
memory and other coherent effects. In such cases, one should know methods to keep its
state far from such an objective form.

The present analysis suggests that it can be done in a simple way—namely, by tuning
an external magnetic field. Second, the present analysis may inspire several open questions
concerning the possibility of the emergence of objectivity close to the original quantum
Darwinism paradigm, yet more relaxed in certain physical scenarios [29].

For instance, we considered only the situation when the information was objectively
“mirrored” in one environment (cf. [21]). Is it possible to observe the present, relaxed
objectivity effect stable in time for a large number of environments as in the case of
quantum Darwinism objectivity? If so, is it possible to find situations when, despite the
“unfriendly circumstances”—environment dynamics, noise and deviation from the C-NOT
gate interaction—the information about some parameters of the initial state of the system
can still be easily retrieved from the environment?

Another question would be, whether and when the present objectivised basis can
be exploited to read out some well-defined parameters of the whole dynamics. The
original pointer basis was defined by a local element, i.e., a system–environment interaction
Hamiltonian. Concerning our case: does one need to know all the global dynamics, or are
there cases when knowledge of some parameters of the global dynamics (and, perhaps, its
particular symmetries) is sufficient to determine our analogue of the pointer basis?

For more than two environments, the SBS structure is stronger than Strong Quantum
Darwinism [22]. However, the concept of generalized pointer basis in those dynamical
scenarios where interaction Hamiltonian alone does not determine objectivity may be, in
full analogy, defined for Strong Quantum Darwinism, since the latter is also agnostic to the
physical mechanism leading to it. The corresponding system environment state satisfying
SQD is of a quite general form 	SE′ = ∑i pi|ψi〉〈ψi | ⊗ 	E

′
1···E ′N

i but with a special property.

334



Entropy 2022, 24, 467

There must exist some isometries that act locally on the parts of environments UE
′
1

i ⊗
· · · ⊗UE

′
N

i : E′1 ⊗ · · · ⊗ E′N → E1E”1 ⊗ · · · ⊗ ENE”N and transform the state 	SE′ into
another state 	SEE” in such a way that, after tracing out the E” parts of the environment,
one finds the SBS state defined in (2) (the domains of the isometries also involve those
degrees of freedom that carry possible correlations between different parts of environments
but are irrelevant for objectivity). If there are interactions between different parts of the
environment, it is likely that objectivity will be encoded in the above general SQD form
due to correlations produced by the interactions.

Searching for a generalized pointer basis in a dynamical system may be even more
demanding, especially if the environment corresponds already to so-called macrofractions
(see [14]). In those cases, most likely new analytical methods will be needed due to the
complexity and numerical intractability of the problem.

Finally, the observed non-monotonicity of objectivity under the parameters of the two
potentially “unfriendly” elements of the scenario—the speed of the environment dynamics
and mixedness of its states seems counterintuitive. We believe that this requires further
investigation in more complex models—both from the SBS as well as SQD perspective—
and may lead to some applications that are difficult to identify at this present, early stage
of analysis.
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Abbreviations

The following abbreviations are used in this manuscript:

SBS spectrum broadcast structure
QD quantum Darwinism
SQD strong quantum Darwinism
C-NOT controlled-NOT gate
C-INOT controlled imperfect-NOT gate
F fidelity
I(S : E) mutual information between the system and part of the environment
H(·) von Neumann entropy
χ(S : E) Holevo information between S and E

Appendix A

Direct calculations show that HTOTAL = (π − α1)118 + M, where 118 is the 3-qubit

identity operator, and M ≡
[

M0 0
0 M1

]
is a block diagonal matrix with M0 and M1 given by:

M0 ≡

⎡⎢⎢⎣
ξ1 0 0 0
0 ξ2 0 0
0 0 ξ2 0
0 0 0 ξ3

⎤⎥⎥⎦, (A1a)
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M1 ≡

⎡⎢⎢⎣
−y −x/2 −x/2 0
−x/2 0 0 −x/2
−x/2 0 0 −x/2

0 −x/2 −x/2 y

⎤⎥⎥⎦, (A1b)

where we denote:
ξ1 ≡ −π + 2α1 + 2α2 + 4α3, (A2a)

ξ2 ≡ −π + 2α1 − 2α3, (A2b)

ξ3 ≡ −π + 2α1 − 2α2, (A2c)

x ≡ π cos(θ), (A2d)

y ≡ π sin(θ)− 2α2 + 2α3. (A2e)

We often use the following term:

w ≡
√

x2 + y2. (A3)

Calculating the eigendecomposition of (A1b), we find that M1 = U · D ·U†, where D
is the diagonal matrix with elements (0, 0, w,−w), and unitary U is given by:

U ≡ (1/2)

⎡⎢⎢⎣
0

√
2x/w (w− y)/w (w + y)/w√

2 −
√

2y/w −x/w x/w
−
√

2 −
√

2y/w −x/w x/w
0 −

√
2x/w (w + y)/w (w− y)/w

⎤⎥⎥⎦. (A4)

Using this formula, we can calculate V ≡ exp(−itM) to be block diagonal with blocks V0
and V1, where V0 is the diagonal matrix with elements (u1, u2, u2, u3),

ui ≡ exp(−itξi), (A5)

and V1 = R + iQ, with R and Q defined as follows:

R ≡

⎡⎢⎢⎣
r1 r2 r2 r3
r2 r4 r3 −r2
r2 r3 r4 −r2
r3 −r2 −r2 r1

⎤⎥⎥⎦, (A6a)

Q ≡

⎡⎢⎢⎣
−q1 q2 q2 0
q2 0 0 q2
q2 0 0 q2
0 q2 q2 q1

⎤⎥⎥⎦, (A6b)

where
r1 ≡ 0.5(x2 + (w2 + y2) cos(tw))/w2,

r2 ≡ −0.5xy(1− cos(tw))/w2,

r3 ≡ −0.5x2(1− cos(tw))/w2,

r4 ≡ 0.5(x2 cos(tw) + w2 + y2)/w2,

(A7)

and
q1 ≡ −y sin(tw)/w,

q2 ≡ 0.5x sin(tw)/w.
(A8)
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One can check by direct calculations that the following identities hold:

r2
1 + q2

1 − r2
4 = 0,

q2
2 + r2

2 + r2
3 + r3 = 0,

r1r2 + r2r3 − q1q2 + r2 = 0,

q1r2 + q2r1 − q2r3 − q2 = 0,

r4 − r3 − 1 = 0,

(A9)

and that r3 ∈ [−1, 0] and r4 ∈ [0, 1].

Appendix B

Using the notation of Appendix A, direct calculations show that, for Γ defined
in (12), we have:

Γ = p
√

s1 + 2)(u1u∗2s2) + (1− p)
√

s1 + 2)(u2u∗3s2), (A10)

where ) is the real part of a number, and

s1 ≡ (p2 + (1− p)2) · r4, (A11a)

s2 ≡ p(1− p) ·
(
(r1 + iq1)r4 − (r2 − iq2)

2
)

. (A11b)

The states 	0 and 	1, obtained by conditioning upon the system state in the computa-
tional basis and tracing out the second environmental qubit, are equal,

	0 =

[
p 0
0 1− p

]
, (A12a)

	1 =

[
1 + p(2r4 − 1)− r4 (1− 2p)(r2 + iq2)
(1− 2p)(r2 − iq2) p(1− 2r4) + r4

]
. (A12b)

From the above, it follows that, for

μ = −p(1− p)(2r4 − 1) + 0.5r4, (A13)

we have

√
	0	1
√

	0 − μ112 =

[
(p− 0.5)r4

√
p(1− p)(1− 2p)(r2 + iq2)√

p(1− p)(1− 2p)(r2 − iq2) −(p− 0.5)r4

]
. (A14)

Using (A9), we find that the eigenvalues of (A14) are ±ν, where

ν = 0.5|1− 2p |
√

r4(r4 − 4(p− p2) · (r4 − 1)). (A15)

Thus, we have the following closed form for (13):

F (	0, 	1) =
√

μ + ν +
√

μ− ν. (A16)

Appendix C

The state of an environmental qubit is given as the average of (A12), and thus it equals[
0.5− r4(0.5− p) 0.5(1− 2p)(r2 + iq2)

0.5(1− 2p)(r2 − iq2) 0.5 + r4(0.5− p)

]
. (A17)

Now, let us consider how close is this state to the Gibbs state, in particular directly after the
short-term C-INOT interaction, i.e., for t = 1?
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Since the Hamiltonians (7) are diagonal in computational basis and proportional to

σZ =

[
1 0
0 −1

]
, the Gibbs state will also be diagonal, with the second diagonal value greater

or equal the first (for σZ | 1〉 is the ground state).
Recall that from the form of the thermal environment (9), we have p ∈ [0, 0.5]. One can

check that r4 ∈ [0, 1], and thus r4(0.5− p) ≥ 0. Thereby, the second diagonal term of (A17)
is greater or equal to the first, and thus the trace distance of the state (A17) from the closest
thermal state is given by∣∣∣∣∣∣∣∣[ 0 0.5(1− 2p)(r2 + iq2)

0.5(1− 2p)(r2 − iq2) 0

] ∣∣∣∣∣∣∣∣
Tr

, (A18)

where ||· ||Tr denotes the trace norm. This is equal to

|1− 2p |
√

r2
2 + q2

2 = |(1− 2p) |
√
−r2

4 + r4. (A19)

Direct calculations using (A9) show that either of the sides of (A19) can be rewritten also as

|0.5− p |x
√

1− cos
(

t
√

x2 + y2
)√(

1 + cos
(

t
√

x2 + y2)

))
x2 + 2y2/(x2 + y2). (A20)

For fixed p and θ, the value of (A19) is a function of r4 that depends on the difference
α2 − α3. The same holds for F (	0, 	1), cf. (A16), as μ and ν are also functions of p, θ and r4,
and thus there is a direct interplay between those two phenomena, the orthogonalization
of observables and thermalization.
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Abstract: Quantum energy coherences represent a thermodynamic resource, which can be exploited
to extract energy from a thermal reservoir and deliver that energy as work. We argue that there
exists a closely analogous classical thermodynamic resource, namely, energy-shell inhomogeneities
in the phase space distribution of a system’s initial state. We compare the amount of work that can
be obtained from quantum coherences with the amount that can be obtained from classical inhomo-
geneities, and find them to be equal in the semiclassical limit. We thus conclude that coherences
do not provide a unique thermodynamic advantage of quantum systems over classical systems,
in situations where a well-defined semiclassical correspondence exists.

Keywords: quantum thermodynamics; quantum coherence; work extraction

1. Introduction

This paper considers the question: How much workW is extracted when a quantum
system S undergoes a cyclic thermodynamic process? The answer depends on details such
as the duration of the process; whether or not the system exchanges energy with heat baths
along the way; how the system is driven during the process; and the system’s initial state,
ρ̂i. We are specifically interested in the potential thermodynamic consequences of energy
coherences—non-zero matrix elements 〈m|ρ̂i|n〉 for eigenstates of different energies—in the
initial state. The thermodynamic utility of such coherences has been investigated in recent
years [1–19], using a variety of approaches. Of particular relevance to the present paper,
Kammerlander and Anders [9], using the definition of work [20,21] that we will use, have
argued that if ρ̂i contains coherences in the system’s energy basis, then more work can
be extracted than would be possible in the absence of coherences. In this sense, quantum
energy coherences represent a thermodynamic resource.

It seems natural to view the presence of energy coherences in ρ̂i as a uniquely quantum
thermodynamic resource, with no classical counterpart—in much the same way that
superpositions of qubit states represent a quantum computational resource unavailable to
classical computers [22]. We will argue otherwise. We will identify a classical analogue
of quantum energy coherences, namely energy-shell inhomogeneities in the initial classical
phase space distribution ρi(Γ). We will show that the presence of such inhomogeneities in
ρi(Γ) allows more work to be extracted than would be possible in their absence. Thus, both
quantum energy coherences and classical energy-shell inhomogeneities can be viewed as
thermodynamic resources from which work can be extracted. We will further argue that
for systems that support a well-defined semiclassical limit, a fair comparison reveals that
equal amounts of work can be extracted from the two resources. We therefore conclude

Entropy 2022, 24, 474. https://doi.org/10.3390/e24040474 https://www.mdpi.com/journal/entropy341



Entropy 2022, 24, 474

that quantum energy coherences do not provide a quantum “thermodynamic advantage”,
as the same gain can be obtained from classical energy-shell inhomogeneities.

In Section 2, we introduce the framework and notation we will use to study a quantum
system undergoing a cyclic thermodynamic process, in the presence of a thermal reservoir,
and we analyze the work that can be extracted from energy coherences during such a
process. In Section 3, we introduce the analogous classical framework and analyze the
work that can be extracted from energy-shell inhomogeneities. In Section 4, we argue that
when a fair comparison is made, the maximum amount of work that can be extracted in the
quantum case is the same as that in the classical case. In Section 5, we extend these results
to a broader class of processes. We conclude with a brief discussion in Section 6.

Throughout this paper, we will adopt an ensemble perspective, in which the state
of an open quantum system is specified by a density matrix ρ̂, and the state of a classical
system is specified by a phase space distribution ρ(Γ) rather than a phase point Γ.

2. Quantum Setup and Notation

Let S denote a quantum system of interest, and Ĥ its Hamiltonian. We consider the
following situation, illustrated schematically in Figure 1: S is prepared in an initial state ρ̂i
at time t = 0, then from t = 0 to τ it evolves in time as its Hamiltonian is varied according
to a schedule, or protocol, Ĥ(t). We take this process to be cyclic, in the sense that

Ĥ(0) = Ĥ(τ) = Ĥ0 (1)

where Ĥ0 is a fixed reference Hamiltonian. We then ask the question: How much work is
extracted during this cyclic process?

Figure 1. Schematic illustration of the quantum process described in the text. The system begins in
state ρ̂i, then evolves in contact with a thermal bath to a final state ρ̂ f as the Hamiltonian is driven
through a cycle from Ĥ(0) = Ĥ0 to Ĥ(τ) = Ĥ0. We impose the constraint diag ρ̂i = diag ρ̂ f , which
indicates that the initial and final energy distributions are identical, while the coherences may differ.

We assume the reference Hamiltonian Ĥ0 has a discrete, non-degenerate spectrum
with eigenstates |n〉 and eigenvalues εn. The assumption of non-degeneracy ensures an
unambiguously defined energy basis in which coherence can be considered. It further
implies that no operators commute with Ĥ0, aside from ones that are functions of Ĥ0 itself:

[K̂, Ĥ0] = 0 iff K̂ = k(Ĥ0) (2)

for some scalar function k(·) of a single variable.
During the cyclic process described above, the system is in contact with a thermal

bath B, at temperature β−1. As a result, the evolution of S is not unitary, rather, we will
say that S evolves under isothermal dynamics. This terminology is not meant to suggest that
the system’s temperature is constant, or even well-defined, merely that the system is in
contact with a bath whose bulk temperature β−1 is well-defined. We will not specify the
equations of motion for the system, as our discussion will be relatively insensitive to the
exact dynamics used to model the system’s evolution. However, we will demand that the
isothermal dynamics of S satisfy the following thermodynamically motivated conditions:
(1) if Ĥ is held fixed then the system relaxes to the canonical equilibrium state, and (2) the
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dynamics support a generalized second law linking suitably defined notions of free energy
and work.

More precisely, condition (1) means that if Ĥ is fixed, then the isothermal dynamics
cause the system to relax to the equilibrium state

π̂ =
1

Zq e−βĤ (3)

where
Zq(Ĥ) = Tr e−βĤ , F q,eq(Ĥ) = −β−1 ln Zq(Ĥ) (4)

are the partition function and free energy associated with this state. (The superscript q
stands for “quantum” and distinguishes this case from the classical setup that will be
introduced later. The dependence of Zq and F q,eq on β is notationally suppressed.) We
assume this relaxation occurs over a finite characteristic timescale τrel . As a consequence, if
the system Hamiltonian is varied quasistatically, then the state of S tracks the instantaneous
equilibrium state: ρ̂(t) = π̂(t), where π̂(t) is the canonical state associated with Ĥ(t). In
this quasistatic limit, the system’s evolution is isothermal in the strong sense of the word:
its temperature is well-defined and constant at all times. A system that evolves under a
detailed balanced Lindblad master equation satisfies condition (1) [23].

By condition (2), we mean that the system obeys a generalized second law

W q ≤ −ΔF q = F q(0)−F q(τ) (5)

where the work extracted, non-equilibrium free energy, internal energy, and entropy are
respectively defined by the following functional and functions of ρ̂(t) and Ĥ(t):

W q[ρ̂(t), Ĥ(t)] = −
∫ τ

0
Tr
[

dĤ
dt

ρ̂

]
dt (6)

F q(ρ̂, Ĥ) = U q − Sq/β (7)

U q(ρ̂, Ĥ) = Tr[Ĥρ̂] (8)

Sq(ρ̂) = −Tr[ρ̂ lnρ̂] ≥ 0. (9)

For convenience, as in Equation (5), we will often use the shorthand X (t) ≡ X (ρ̂(t), Ĥ(t)),
or the even more concise Xi = X (0) and X f = X (τ), where X stands for F q, U q, or Sq, or
the classical counterparts of these quantities, defined below in Section 3.

Equations (7)–(9) generalize familiar equilibrium notions [24] of free energy, internal
energy, and entropy to non-equilibrium states ρ̂ [25]. They reduce to the usual equilibrium
values when ρ̂ = π̂. The bound given by Equation (5) is not restricted to transitions
between equilibrium states, and has been derived using a variety of approaches for mod-
eling the dynamics of a quantum system in contact with a thermal reservoir, see, e.g.,
Refs. [26–30]. Note that we follow engineering convention and work extraction is positive.
While Equation (6) should be interpreted as the average work extracted from an ensemble,
fluctuations will not be considered in this paper, hence we will simply refer to Equation (6)
as extracted work.

The non-equilibrium free energy defined by Equation (7) can equivalently be written as

F q(ρ̂, Ĥ) = F q,eq(Ĥ) + β−1D(ρ̂|π̂) (10)

where π̂ and F q,eq are given by Equations (3) and (4), and

D(ρ̂1|ρ̂2) = Tr[ρ̂1(ln ρ̂1 − ln ρ̂2)] ≥ 0 (11)
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is the quantum relative entropy, or Kullback–Leibler divergence [31], between arbitrary
states ρ̂1 and ρ̂2. For a cyclic process, as defined above, Equation (5) becomes

W q ≤ β−1
[

D(ρ̂i|π̂0)− D(ρ̂ f |π̂0)
]

(12)

where ρ̂i, f are the states of the system at t = 0, τ, and π̂0 is the equilibrium state associated
with the reference Hamiltonian Ĥ0. Although relative entropy D(ρ̂1|ρ̂2) is not a proper
distance measure, it vanishes when ρ̂1 = ρ̂2 and is strictly positive otherwise, and can be
viewed as quantifying the degree to which ρ̂1 differs from ρ̂2. In this sense, Equation (12)
implies that the extracted work is bounded from above by the degree to which the system
is brought closer to the equilibrium state π̂0, during the cyclic process. This interpretation
is in agreement with the intuition, from classical thermodynamics, that non-equilibrium
states represent a thermodynamic resource: work can be extracted by cleverly facilitating a
system’s evolution toward equilibrium.

We take Equation (6) as our definition of work for several reasons. First, it is an
established notion of thermodynamic work in quantum systems [20,21,32]. Moreover, it
agrees with the notion of average work derived from the quantum work (quasi)distribution
in Ref. [33], which satisfies a fluctuation theorem. Finally, this definition closely resembles
those used in classical stochastic thermodynamics [34,35] and, as we will see in later sections,
it allows us to establish connections with results from classical statistical physics. For the
special case of isolated quantum systems, the definition given by Equation (6) is called
“untouched work” in Ref. [36]. We will not discuss here how (or whether) Equation (6)
connects to the traditional thermodynamic concept of raising a mass against gravity, or
otherwise delivering energy to a work reservoir [24]; this question involves subtle issues
related to backaction as well as potential quantum coherences in the work reservoir.

We note that other definitions of work are also commonly used in quantum thermo-
dynamics, particularly when fluctuations in work are of interest. For instance, defining a
work distribution according to the two-time energy measurement protocol [37–39] leads to
a mean value that differs from Equation (6) whenever the initial state ρ̂i has non-vanishing
energy coherences. Additionally, some definitions of work developed in quantum resource
theory [40] have a so-called work-locking property [41] which prevents the extraction of
work from coherence. These resource theory definitions, which explicitly model the heat
bath and demand that work be transferred deterministically, also differ from Equation (6).

Removing Coherences

To this point, we have discussed subjecting the system S to a cyclic process under
isothermal dynamics. Now, following Ref. [9], we impose an additional condition:

diag ρ̂ f = diag ρ̂i (13)

where
diag ρ̂ = ∑

n
|n〉〈n|ρ̂|n〉〈n| (14)

is the density matrix obtained from ρ̂ by setting to zero its off-diagonal elements, in the
reference energy basis. In other words, we now restrict ourselves to processes that alter
the system’s energy coherences 〈m|ρ̂|n〉, m �= n, while leaving the probabilities 〈n|ρ̂|n〉
unchanged. We will refer to Equation (13), and to its classical counterpart, Equation (42),
as the isoenergetic constraint. As in Ref. [9], our motivation for imposing this condition is
to isolate and accentuate the thermodynamic implications of quantum energy coherences.
From Equation (13), it follows that Tr[Ĥ0ρ̂i] = Tr[Ĥ0ρ̂ f ], i.e.,

U q
i = U q

f (15)
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which in turn implies that the generalized second law, Equation (5), becomes

W q ≤ β−1
(
Sq

f − S
q
i

)
. (16)

This bound relates the maximum extractable work to the change in the system’s
entropy. The thermodynamic interpretation is clear: since the system’s energy undergoes
no net change (Equation (15)), the only way to extract work is to withdraw energy from the
bath, causing the entropy of the bath to decrease by an amount βW q. This decrease in the
bath’s entropy must be compensated, or over-compensated, by an increase in the entropy
of the system, as reflected by Equation (16).

We are now in a position to investigate the maximum amount of work that can be
extracted from energy coherences. For a given reference Hamiltonian Ĥ0 and initial state
ρ̂i, letW q� denote the maximum extracted work, over all protocols Ĥ(t) that begin and
end in Ĥ0, subject to the isoenergetic constraint (13). Since the right side of Equation (16) is
a function of ρ̂i and ρ̂ f , we can place a bound onW q� by maximizing that function with
respect to ρ̂ f :

W q� ≤ β−1 max
ρ̂ f |diag ρ̂ f =diag ρ̂i

[
Sq(ρ̂ f )− Sq(ρ̂i)

]
(17)

For fixed diagonal elements of a density matrix ρ̂, the value of Sq = −Trρ̂ ln ρ̂ is
maximized when the off-diagonal elements are all zero. We therefore obtain

W q� ≤ β−1[Sq(diag ρ̂i)− Sq(ρ̂i)]. (18)

This result does not yet tell us whether the bound can be saturated, that is, whether
there exist protocols for extracting this amount of work. Rather, it states that under no
circumstances can we extract more than this much work, in a cyclic, isothermal process
satisfying Equation (13). Moreover, if a protocol for saturating this bound exists, then that
protocol will result in the system ending in the state diag ρ̂i at t = τ. In other words, the
saturating protocol (if it exists) removes all energy coherences from the system’s initial
state, and effectively converts these coherences into extracted work.

In fact, protocols for saturating the bound given by Equation (18) do exist [9,28].
A simple example is given by:

Ĥ(t) =

⎧⎪⎨⎪⎩
Ĥ0 t ≤ 0
−β−1 ln[(1− λ)ρ̂i + λ(diag ρ̂i)] 0 < t < τ

Ĥ0 τ ≤ t

(19)

where λ ≡ t/τ varies from 0 to 1 during the process, and τ is taken to be sufficiently large
that the process is quasistatic. This protocol can be understood as follows. At the start of
the process, there is a sudden change, or quench, in the system’s Hamiltonian, from Ĥ0 at
t = 0 to −β−1 ln ρ̂i at t = 0+. Thus, at t = 0+ the system’s state ρ̂i is in equilibrium with
respect to the immediate post-quench Hamiltonian. (The term “quench” is often used in
situations in which the system is in equilibrium before the quench, and out of equilibrium
after it. Thus, the first step of this protocol (19) might be viewed as an anti-quench.) From
t = 0+ to τ−, the Hamiltonian is varied quasistatically from −β−1 ln ρ̂i to −β−1 ln(diag ρ̂i),
and the system is dragged through the corresponding sequences of equilibrium states, from
ρ̂i to diag ρ̂i—see comments after Equation (4). At t = τ, a second quench abruptly returns
the Hamiltonian to Ĥ0, completing the cycle. The evolution of the system’s state is thus
given by

ρ̂(t) =

⎧⎪⎨⎪⎩
ρ̂i t = 0
(1− λ)ρ̂i + λ(diag ρ̂i) 0 < t < τ

diag ρ̂i τ ≤ t.

(20)
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We show in Appendix A that the work extracted during this process is given by the
right side of Equation (18), that is the bound is saturated. Hence, under the isoenergetic
constraint (13), work extraction is optimized by removing all coherences from the system’s
state, and the value of this optimized work is:

W q� = β−1[Sq(diag ρ̂i)− Sq(ρ̂i)]. (21)

This result is equivalent to Equation (1) of Kammerlander and Anders [9].

3. Classical Setup and Notation

Now, imagine a classical system with N degrees of freedom and phase space variables

Γ = (x1, ..., xN , p1, ..., pN). (22)

Adopting (as in the quantum case) an ensemble perspective, let the system’s state at time t
be described by a phase space density ρ(Γ, t). We will consider a thermodynamic process
in which the system begins in a state ρ(Γ, 0) = ρi(Γ), then evolves from t = 0 to τ as its
Hamiltonian is varied according to a cyclic protocol H(Γ, t), with

H(Γ, 0) = H(Γ, τ) = H0(Γ) (23)

where H0(Γ) specifies a reference Hamiltonian; see Figure 2. We assume that no observables
commute with H0(Γ) under the Poisson bracket, except those that are functions of H0:

{K, H0} = 0 iff K(Γ) = k(H0(Γ)) (24)

for some function k(·) (compare with Equation (2)). This assumption implies that energy is
the only non-trivially conserved quantity along all trajectories Γ(t) obeying Hamiltonian
dynamics dΓ/dt = {Γ, H0}. (This conclusion follows from the identity (d/dt)A(Γ(t)) =
{A, H0}, which applies to any observable A(Γ) and any trajectory Γ(t) obeying dΓ/dt =
{Γ, H0}). This is a necessary but not sufficient condition for the dynamics to be ergodic on
constant-energy surfaces in phase space—an assumption often made in statistical physics.
(Roughly speaking, ergodicity means that a generic Hamiltonian trajectory of energy E
visits all regions of the surface H0 = E, given sufficient time.) For our purposes, we do not
need the assumption of ergodicity, only the weaker assumption given by Equation (24).

Figure 2. Schematic illustration of the classical process. The system begins in state ρi(Γ), then evolves
in contact with a thermal bath to a final state ρ f (Γ) as the Hamiltonian is driven through a cycle from
H(Γ, 0) = H0(Γ) to H(Γ, τ) = H0(Γ). The constraint diag ρi(Γ) = diag ρ f (Γ) indicates that the initial
and final energy distributions are identical, while inhomogeneities may differ.

If the system were thermally isolated, then its state ρ(Γ, t) would evolve under the
Liouville equation, ∂ρ/∂t = {H, ρ}. However, we assume that the system is in contact
with a thermal bath as it undergoes the cyclic process, hence its evolution follows classical
isothermal dynamics, rather than Hamiltonian dynamics. As in the quantum case, we will
not specify the equations of motion that describe the isothermal dynamics, but we will
make the following assumptions.
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(1) If the system’s Hamiltonian is held fixed, then the isothermal dynamics drive the
system to the equilibrium state

π(Γ) =
1

Zc e−βH(Γ) (25)

with partition function and free energy

Zc[H(Γ)] =
∫

dΓ e−βH(Γ) , F c,eq[H(Γ)] = −β−1 ln
(

Zc/hN
)

. (26)

Here, h is a constant with dimensions of action that ensures the argument of the logarithm
is dimensionless. We choose h to coincide with Planck’s constant as this will facilitate
comparisons of quantum and classical work extraction in Section 4. We assume this
relaxation takes place over a finite timescale τrel. As a consequence, if H(Γ, t) is varied
quasistatically, then the system’s state follows the instantaneous equilibrium state, ρ(Γ, t) =
π(Γ, t).

(2) When the system evolves over a time interval 0 ≤ t ≤ τ under isothermal dynamics
and a time-dependent Hamiltonian H(Γ, t), it obeys a generalized second law

W c ≤ −ΔF c (27)

with

W c[ρ(Γ, t), H(Γ, t)] =−
∫ τ

0

(∫
∂H
∂t

ρdΓ
)

dt (28)

F c[ρ(Γ), H(Γ)] = U c − S c/β (29)

U c[ρ(Γ), H(Γ)] =
∫

H(Γ)ρ(Γ)dΓ (30)

S c[ρ(Γ)] =−
∫

ρ(Γ)ln[hNρ(Γ)]dΓ. (31)

Unlike the quantum von Neumann entropy (9) which is always non-negative, the
classical Shannon differential (or continuous) entropy (31) can become arbitrarily negative
for probability distributions that are highly concentrated in phase space, as we will see
in Section 4.1. (For brevity, we will henceforth refer to the Shannon differential entropy
simply as the Shannon entropy.) As with the quantum bound (Equation (5)), Equation (27)
is not restricted to transitions between equilibrium states, and has been derived under a
variety of modeling approaches, see, e.g., Refs. [26–30,42–44].

The classical non-equilibrium free energy (29) can be rewritten as

F c[ρ, H] = F c,eq[H] + β−1D[ρ|π] (32)

where

D[ρ1|ρ2] =
∫

dΓ ρ1(Γ) ln
ρ1(Γ)
ρ2(Γ)

≥ 0 (33)

is the classical relative entropy or Kullback–Leibler divergence. Thus, for a cyclic process,
Equation (27) becomes

W c ≤ β−1
(

D[ρi|π0]− D[ρ f |π0]
)

(34)

where ρi(Γ) = ρ(Γ, 0) and ρ f (Γ) = ρ(Γ, τ) are the system’s initial and final states, and
π0(Γ) is the equilibrium state for the reference Hamiltonian. As in the quantum case
(Equation (12)), the right side of Equation (34) provides a measure of the degree to which
the process brings the system closer to equilibrium.
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3.1. Energy-Shell Inhomogeneities

The evident similarity between the quantum framework for cyclic isothermal pro-
cesses described by Equations (1)–(12) and the classical framework of Equations (23)–(34)
motivates us to seek a classical analogue of the statement that quantum energy coherences
represent a thermodynamic resource. As a step in this direction, we note that in the quan-
tum case, density matrices that are stationary under the unitary evolution generated by Ĥ0
are exactly those that lack energy coherences in the eigenbasis of Ĥ0:

dρ̂

dt
=

1
ih̄
[
Ĥ0, ρ̂

]
= 0 iff ρ̂ = diag ρ̂. (35)

In the classical case, phase space densities that are stationary under the Hamiltonian
dynamics generated by H0(Γ) are exactly those that are functions of H0(Γ):

∂ρ

∂t
= {H0, ρ} = 0 iff ρ(Γ) = k(H0(x)) (36)

for some function k(·). (Equations (2) and (24) are needed for the “only if” parts of
Equations (35) and (36).) These observations suggest that we ought to view phase space
distributions of the form ρ = k(H0) as analogues of density matrices that are diagonal in
the eigenbasis of Ĥ0.

To pursue this idea, let η(E) denote the distribution of energies associated with a
phase space density ρ(Γ):

η(E) =
∫

dΓ ρ(Γ) δ[E− H0(Γ)]. (37)

In addition, let ωE(Γ) denote the classical microcanonical density of energy E:

ωE(Γ) = lim
ΔE→0

I[E,E+ΔE](H0(Γ))∫
dΓ′ I[E,E+ΔE](H0(Γ′))

=
δ[E− H0(Γ)]

Ω(E)
(38)

where I[E,E+ΔE](·) is the indicator function over the interval [E, E + ΔE] (that is, I[a,b](x) = 1
when x ∈ [a, b], otherwise I[a,b](x) = 0), and

Ω(E) =
∫

dΓ δ[E− H0(Γ)] (39)

is the classical density of states. The microcanonical density ωE(Γ) is singular, uniformly
distributed over the energy shell E (the level set H0 = E), and zero elsewhere. Here,
“uniformly distributed” is defined by Equation (38): as ΔE approaches zero, the phase space
density remains uniform, with respect to the Liouville measure dN x dN p, in the region
between shells E and E + ΔE, and zero elsewhere.

Using Equations (37)–(39), a phase space density of the form ρ = k(H0) can be
written as

ρ(Γ) =
∫

dE η(E)ωE(Γ) (40)

with η(E) = k(E)Ω(E). Such a density is a statistical mixture of microcanonical ensembles
(just as a diagonal density matrix is a mixture of energy eigenstates: ρ̂ = diag ρ̂ = ∑n pn|n〉〈n|),
hence ρ(Γ) is uniform, or homogeneous, over any specific energy shell E, while its value differs
from one shell to another. By contrast, a phase space density that is not of the form ρ = k(H0)
is inhomogeneous on energy shells: there exist points Γ and Γ′ such that H0(Γ) = H0(Γ′) but
ρ(Γ) �= ρ(Γ′).

We will henceforth use the terms homogeneous/inhomogeneous to distinguish be-
tween phase space densities that can/cannot be written as ρ = k(H0). For instance, the
equilibrium distribution π0(Γ) ∝ exp−βH0(Γ) is a homogeneous density. By the stationar-
ity argument given above (Equations (35) and (36)), homogeneous phase space densities
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will be viewed as classical counterparts of diagonal density matrices, and inhomogeneous
densities as counterparts of quantum states with energy coherences. In other words, for our
purposes the counterparts of quantum energy coherences are classical energy-shell inhomogeneities.

We introduce the notation

diag ρ(Γ) =
∫

dE η(E)ωE(Γ) (41)

with η(E) given by Equation (37), to denote the phase space density obtained by “ho-
mogenizing” ρ(Γ). That is, diag ρ is the homogeneous density that has the same energy
distribution as ρ.

3.2. Removing Inhomogeneities

Let us now focus our attention on classical, cyclic isothermal processes that satisfy the
isoenergetic constraint (compare with Equation (13)):

diag ρ f (Γ) = diag ρi(Γ) (42)

where ρi, f denote the system’s initial and final states. Such processes leave the energy
distribution undisturbed, ηi(E) = η f (E), while allowing energy-shell inhomogeneities to
change. Equation (42) implies

U c
i = U c

f (43)

hence, Equation (27) becomes

W c ≤ β−1
(
S c

f − S c
i

)
. (44)

Let W c� denote the maximum amount of work that can be extracted, over all con-
ceivable cyclic protocols, for a given reference Hamiltonian H0(Γ) and initial state ρi(Γ).
Equation (44) implies

W c� ≤ β−1 max
ρ f |diag ρ f =diag ρi

(
S c[ρ f ]− S c[ρi]

)
= β−1(S c[diag ρi]− S c[ρi]) (45)

since, among all states with a given energy distribution, the Shannon entropy is maximized
by the homogeneous state (This follows from the fact that Shannon entropy increases under
coarse-graining, which in turn is a consequence of Jensen’s inequality, 〈ln x〉 ≤ ln〈x〉).

Similarly to the quantum case (Equation (19)), the bound given by Equation (45) is
saturated [27,28] by the protocol

H(Γ, t) =

⎧⎪⎨⎪⎩
H0(Γ) t ≤ 0
−β−1 ln[(1− λ)ρi(Γ) + λ diag ρi(Γ)] 0 < t < τ

H0(Γ) τ ≤ t

(46)

with λ = t/τ, and τ sufficiently long that the process is effectively quasistatic. The protocol
begins with a classical quench at t = 0. Immediately after this quench, the system’s
state ρi(Γ) is in equilibrium with its instantaneous Hamiltonian, H(Γ, 0+) = −β−1 ln ρi(Γ).
During the interval t ∈ (0, τ), the quasistatic switching of the Hamiltonian drags the system
through a sequence of equilibrium states from ρi to ρ f = diag ρi, and at t = τ the cyclic
process is completed by suddenly returning the Hamiltonian to H0. The evolution of the
system’s state ρ(Γ, t) is entirely analogous to that given by Equation (20). Summing over
the work extracted during the initial quench, the quasistatic driving, and the final quench,
we find (see Appendix A) that the total extracted work is

W c� = β−1(S c[diag ρi]− S c[ρi]), (47)
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i.e., the bound in Equation (45) is saturated. By Equation (44), any protocol satisfying
Equation (42) that would bring the system to a final state ρ f �= diag ρi would necessarily
result in less work extracted.

4. Quantum–Classical Comparison

We have seen that the maximum work extracted in the quantum case, subject to
the isoenergetic constraint, diag ρ̂i = diag ρ̂ f , is achieved by quasistatically removing
all energy coherences from the system’s initial state: ρ̂i → diag ρ̂i. Similarly, the max-
imum work extracted in the classical case is achieved by quasistatically removing all
energy-shell inhomogeneities. The optimized work values W q� and W c� are given by
Equations (21) and (47). The close similarity between these results supports our view that
classical energy-shell inhomogeneities are thermodynamic counterparts of quantum energy
coherences. Both are resources that can be leveraged to extract work.

While the expressions forW q� andW c� are nearly identical, it still remains to compare
them quantitatively. Ideally, we would like to compare the values ofW q� andW c� for a
given quantum reference Hamiltonian Ĥ0 and initial state ρ̂i, and appropriately defined
classical counterparts H0(Γ) and ρi(Γ). To this end, throughout this section and the next
we assume that Ĥ0 is a function of position and momentum operators (x̂1, · · · x̂N) and
( p̂1, · · · p̂N), and we further assume that Ĥ0 has a well-defined counterpart H0(Γ). This
condition is satisfied, for instance, by Hamiltonians of the kinetic-plus-potential form
Ĥ0 = K( p̂1, · · · p̂N) + V(x̂1, · · · x̂N), for which H0(Γ) is obtained by replacing momentum
and position operators with classical momentum and position variables.

Identifying a correspondence between quantum and classical states ρ̂ and ρ(Γ) is trick-
ier. Common approaches that map density operators into phase space distributions [45,46]
suffer from undesirable properties. For instance, neither the Wigner [47] nor Husimi [48]
function representation of the quantum thermal state corresponds to the classical thermal
phase space distribution. Additionally, the Wigner function in general can become negative
while the Husimi function depends on the choice of coherent states.

To circumvent such issues, we will compare quantum and classical energy distributions
rather than individual states. Instead of focusing on the maximum work that can be
extracted from a particular initial state, we will consider the maximum work that can
be extracted given a particular initial energy distribution. We begin by defining energy
equivalence classes in Section 4.1, then in Sections 4.2 and 4.3 we compare maximum work
values for corresponding quantum and classical energy equivalence classes.

4.1. Energy Equivalence Classes

We define a quantum energy equivalence class to consist of all states ρ̂ that share a
particular energy distribution, that is, a particular set of diagonal density matrix elements,
with respect to Ĥ0. An example is the thermal energy equivalence class given by

Πq = {ρ̂ |diag ρ̂ = π̂0} (48)

where π̂0 = exp(−βĤ0)/Zq is the thermal equilibrium state. In addition to the state π̂0,
the set Πq includes exotic non-equilibrium states with significant energy coherences such
as the pure state |π0〉〈π0|, where

|π0〉 = ∑
n

√
e−βεn

Zq |n〉. (49)

Examples of this state arise in quantum optics [49,50].
More generally (that is, not restricting ourselves to the thermal energy equivalence

class, Equation (48)), every quantum state ρ̂ belongs to a unique energy equivalence class Σq
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defined by the diagonal elements of ρ̂ in the Ĥ0 basis. Within this class, the von Neumann
entropy is maximized by the state σ̂ ≡ diag ρ̂ = ∑n pn|n〉〈n|:

max
ρ̂∈Σq
Sq(ρ̂) = Sq(σ̂) = −∑

n
pn ln pn ≥ 0 (50a)

where pn = 〈n|ρ̂|n〉. The von Neumann entropy is minimized within Σq by pure states
such as |ψ〉〈ψ|, where |ψ〉 = ∑n

√
pn|n〉, and for these states the entropy vanishes:

min
ρ̂∈Σq
Sq(ρ̂) = Sq(|ψ〉〈ψ|) = 0. (50b)

A classical energy equivalence class contains all phase space distributions ρ(Γ) with a
given energy distribution η(E). An example is the thermal energy equivalence class

Πc = {ρ(Γ) |diag ρ(Γ) = π0(Γ)} (51)

where π0(Γ) = exp[−βH0(Γ)]/Zc. While the state π0(Γ) is homogeneous, the class Πc

contains states with substantial energy-shell inhomogeneities. For instance, if the system is
a one-dimensional harmonic oscillator, the thermal equivalence class Πc includes the state

ρ(E, T) =
(

βe−βE
)

︸ ︷︷ ︸
ηπ0 (E)

(
ω

eδ cos(ωT)

2π I0(δ)

)
︸ ︷︷ ︸

ζ(T)

(52)

where E and T are the canonical energy and tempus (angle-like) coordinates [51] defined by
x =
√

2E/mω2 cos(ωT) and p =
√

2mE sin(ωT), with ωT ∈ (−π,+π]; δ is a non-negative
parameter; and I0 is the modified Bessel function of order zero. For this example, it is
convenient to use (E, T) rather than (x, p) to identify a point in classical phase space. ζ(T)
is the von Mises distribution [52], an analogue of a Gaussian distribution for an angular
coordinate. In Equation (52), the mean of ζ(T) is zero and its variance is controlled by δ.
For δ = 0, ρ(E, T) reduces to the canonical distribution, which is homogeneous over every
energy shell. With increasing δ, the distribution becomes more and more concentrated on
the positive x-axis of phase space (where T = 0) and as a result its Shannon entropy S c[ρ]
decreases, with no lower bound. Specifically, for large δ, we have

S c[ρ(E, T)] ≈ − ln

(
hβω

√
δ

2π

)
+

1
2

, δ� 1. (53)

Every classical state ρ(Γ) belongs to a unique energy equivalence class Σc, defined
by its energy distribution η(E) (Equation (37)). Within this class, the Shannon entropy is
maximized by the diagonal state σ(Γ) = diag ρ(Γ) = η(H0)/Ω(H0), but there is no lower
bound on the minimum entropy, as the phase space distribution can be concentrated to an
arbitrary degree without affecting the energy distribution:

max
ρ∈Σc
S c[ρ(Γ)] = S c[σ(Γ)] = −

∫
dE η(E) ln

[
hN η(E)

Ω(E)

]
(54)

min
ρ∈Σc
S c[ρ(Γ)] = −∞. (55)

These extrema are illustrated by the values δ = 0 and δ → ∞ in the example in the
previous paragraph.

To take another illustrative example—which will prove useful in the next section—
consider an ideal gas of n particles inside a three-dimensional cubic box of volume V = L3,
oriented parallel to the x-, y-, and z-axes, with one corner at the origin—see Figure 3. A
point in phase space is given by Γ = (r1 · · · rn; p1 · · · pn). For 0 < α ≤ 1, let ρα(Γ) denote
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the distribution for which the momenta pk are sampled from the Maxwellian distribution at
temperature β−1, and the positions rk are sampled uniformly within the region defined by
0 < x, y < L and 0 < z < αL. This distribution belongs to the thermal energy equivalence
class Πc, and ρα=1(Γ) is exactly the (homogeneous) thermal distribution, whereas ρα<1(Γ)
is an inhomogeneous, non-equilibrium distribution, in which the gas is entirely located
within a fraction α of the volume of the box. For arbitrary α ∈ (0, 1], we have

S c[ρα(Γ)] = n ln

(
αV
λ3

th

)
+

3n
2

(56)

where λth =
√

βh2/2πm is the thermal de Broglie wavelength. The value S c[ρα] is maxi-
mized at α = 1, that is, for the homogeneous state, and it has no lower bound as α→ 0.

Figure 3. An ideal gas inside a box of volume L3. The value of α ∈ (0, 1] parametrizes a family of
energy equivalence classes, with α = 1 corresponding to thermal class Πc. See text for details.

In both of the above examples, by “squeezing” ρ(Γ) into an arbitrarily small re-
gion of phase space (δ → ∞, α → 0) we obtain a distribution with arbitrarily large,
negative entropy.

4.2. An Unfair Comparison

We now determine the maximum amount of work that can be extracted in a cyclic
isoenergetic process where all states in the quantum equivalence class Σq are considered.
Using Equations (21) and (50b), we have

max
ρ̂i∈Σq

W q�(ρ̂i) = β−1 max
ρ̂i∈Σq

[Sq(diag ρ̂i)− Sq(ρ̂i)]

= β−1
[
Sq(σ̂)− min

ρ̂i∈Σq
Sq(ρ̂i)

]
= β−1Sq(σ̂) (57)

where σ̂ = diag ρ̂i is the unique diagonal state belonging to Σq. The minimal value of Sq(ρ̂i)
on the second line is achieved for any pure state |ψ〉〈ψ| ∈ Σq, an example of which can
always be constructed using the same argument as in Equation (50b). Hence, the maximum
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work is obtained by starting in a pure state, then quasistatically removing the coherences
(e.g., following the protocol given by Equation (19)) so as to end in the diagonal state σ̂.
This result has a simple interpretation in terms of the bound W q ≤ β−1

(
Sq

f − S
q
i

)
(see

Equation (16)): we maximize the extracted work by starting in a state with the lowest
entropy and ending in the state of highest entropy, within Σq. By Equation (50) these
are, respectively, any pure state and the unique diagonal state in Σq. Equivalently (since
U q

f = U q
i by Equation (13)), the maximum extracted work is obtained when starting in the

state of highest free energy and ending in the state of lowest free energy. We emphasize
that, here, free energy and entropy are defined by Equations (7) and (9), which apply to
generic (not necessarily equilibrium) quantum states ρ̂.

The analogous classical calculation, using Equations (47) and (55), gives

max
ρi∈Σc

W c�[ρi(Γ)] = β−1 max
ρi∈Σc

(S c[diag ρi(Γ)]− S c[ρi(Γ)])

= β−1
(
S c[σ(Γ)]− min

ρi∈Σc
S c[ρi(Γ)]

)
= +∞ (58)

where σ(Γ) = diag ρi(Γ). In other words, for a given classical energy distribution, there is
no upper bound on the amount of work that can be extracted, as there is no lower bound
on the entropy of the initial state. By “squeezing” a given phase space distribution within
each energy shell, without altering the distribution of probability among energy shells, we
can construct a distribution ρi(Γ) that is compressed within an arbitrarily small volume
of phase space, hence we can make the value of S c[ρi(Γ)] arbitrarily small. This idea is
illustrated by Equation (52) for the harmonic oscillator example of the previous section: as
δ → ∞, the von Mises distribution ζ(T) becomes ever more concentrated around T = 0,
and the entropy of the distribution becomes arbitrarily large and negative.

The example of the ideal gas discussed at the end of Section 4.1 provides further
intuition for Equation (58). For that example, consider the thermal equivalence class Πc,
and imagine an initial inhomogeneous distribution ρi(Γ) = ρα(Γ) at t = 0, with α < 1, that
is, with all gas particles initially located in the region 0 < z < αL. To maximize the extracted
work, we first suddenly insert a partition at the location z = αL, and then quasistatically
move this partition to the location z = L, while the system remains in contact with a
thermal bath at temperature β−1. The process ends with the system in the homogeneous,
thermal state ρ f (Γ) = ρα=1(Γ). The total work extracted during this process of removing
inhomogeneities is

W c = nβ−1 ln
1
α
> 0 (59)

which follows from a well-known expression for the reversible isothermal expansion of
an ideal gas: W = nβ−1 ln(Vf /Vi). It is easy to see why there is no upper bound on the
extractable work: at t = 0+, just after the insertion of the partition, the gas is an equilibrium
state, confined within a volume αV, with free energy F c(t = 0+) = −nβ−1 ln(αV/λ3

th).
The smaller the value of α, the larger the initial free energy and therefore the greater the
amount of work that can be extracted through reversible, isothermal expansion. In this
idealized example, we can begin with an arbitrarily dense initial state, i.e., arbitrarily small
α > 0.

In both the quantum and classical cases, the extracted work is maximized by evolving
quasistatically from the state of lowest entropy to the state of highest entropy, within the
equivalence class Σq or Σc. Thus, there appears to be an inherent quantum thermodynamic
disadvantage, since Sq is bounded from below by 0, while S c is unbounded from below.

The comparison, however, is unfair. Quantum mechanics obeys the Heisenberg uncer-
tainty principle, a loose semiclassical interpretation of which states that every quantum
state occupies a cell of volume hN in phase space. If we view classical mechanics as
an approximate model of an underlying quantum reality, then when considering initial
distributions ρi(Γ) we should allow only such distributions as are consistent with the
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uncertainty principle. To impose this constraint, let us imagine dividing phase space into
cells of volume hN . A distribution ρ(Γ) that is consistent with the uncertainty principle
is one that is uniform within any such cell, but whose value differs from cell to cell: any
finer-grained structure is offensive to the uncertainty principle. For such a distribution, we
have pk = hNρ(Γk), where Γk is a representative point in cell k and pk =

∫
Γ∈cell k dΓ ρ(Γ) is

the probability to find the system in that cell. The Shannon entropy of this distribution is
given by

S c[ρ] = −
∫

ρ(Γ)ln[hNρ(Γ)]dΓ = −∑
k

pk ln pk ≥ 0 (60)

where S c = 0 if and only if pk = δkl for some cell l.
If we thus reject distributions with negative entropy as being incompatible with

the uncertainty principle, then Equation (55) is replaced by minρ∈Σc S c[ρ(Γ)] = 0, and
Equation (58) becomes

max
ρi∈Σc

W c�[ρi(Γ)] = β−1S c[σ(Γ)] . (61)

Thus, after imposing consistency with the uncertainty principle (in an admittedly
heuristic fashion), we conclude that for both the quantum equivalence class Σq and the
classical equivalence class Σc, the maximum extractable work is given by the entropy of the
diagonal or homogeneous state, multiplied by β−1 (Equations (57) and (61)).

Throughout the following section, and in Section 5, we impose the constraint S c[ρ] ≥ 0
on the initial classical phase space distribution, to exclude states that are incompatible with
the uncertainty principle.

4.3. A Fair Comparison

The final step in making a fair comparison between quantum and classical work
extraction is to establish a correspondence between equivalence classes Σq and Σc. That is,
we want to establish a correspondence between quantum and classical energy distributions.
There is no unique way to do this, as energy takes on discrete values in one case and
continuous values in the other. As a reasonable way to proceed, let us choose a real function
κ(·) ≥ 0 with the property that both Kq = Tr κ(Ĥ0) and Kc =

∫
dΓ κ(H0(Γ)) are finite. We

then define the diagonal quantum and homogeneous classical states

σ̂κ =
κ(Ĥ0)

Kq = ∑
n

κ(εn)

Kq |n〉〈n| , σκ(Γ) =
κ(H0(Γ))
Kc (62)

along with the associated energy equivalence classes

Σq[κ] = {ρ̂ |diag ρ̂ = σ̂κ} (63a)

Σc[κ] = {ρ(Γ) |diag ρ = σκ , S c[ρ] ≥ 0}. (63b)

The equivalence class Σq[κ] contains all quantum states with diagonal density ma-
trix elements ρnn = κ(εn)/Kq, whereas Σc[κ] contains every classical state with energy
distribution

η(E) =
κ(E)Ω(E)
Kc . (64)

Thus, a given choice of κ(·) specifies both a quantum and a classical energy distribution. As
an example, for the choice κ(x) = e−βx, the reference states are σ̂κ = π̂0 and σκ(Γ) = π0(Γ),
and the energy equivalence classes are the thermal sets defined earlier: Σq[κ] = Πq and
Σc[κ] = Πc.

In the semiclassical limit h→ 0, as the level spacing between adjacent energy eigen-
values approaches zero, the normalized energy distribution associated with Σq[κ] is con-
veniently written as ξ(E) = κ(E)g(E)/Kq, where g(E) = ∑n δ(E − εn) is the quantum
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density of states. In turn, g(E) dE is approximated by the number of cells of volume hN that
fit into the classical phase space volume between E and E + dE, for small dE. Equivalently,

lim
h→0

hN g(E) = Ω(E) (65)

where Ω(E) is the classical density of states, Equation (39). Hence, the quantum energy
distribution is, semiclassically,

ξ(E) =
κ(E)Ω(E)

hNKq . (66)

Since both the classical and quantum energy distributions η(E) and ξ(E)
(Equations (64) and (66)) are normalized to unity, we have

lim
h→0

hNKq = Kc. (67)

From Equations (64), (66) and (67), we conclude that in the semiclassical limit h→ 0,
the discrete energy distribution associated with the equivalence class Σq[κ] approaches the
continuous distribution associated with Σc[κ]. In this sense, we view Σq[κ] and Σc[κ] as
having equivalent energy distributions.

Now, finally, for a given quantum reference Hamiltonian Ĥ0 and its classical counter-
part H0(Γ), and for a given choice of the function κ(·), let

W q�
max[κ] = max

ρ̂i∈Σq [κ]
W q�(ρ̂i) and W c�

max[κ] = max
ρi∈Σc [κ]

W c�[ρi(Γ)] (68)

denote the maximum quantum and classical work that can be extracted during a cyclic,
isoenergetic (in the sense of Equations (13) and (42)) process, for initial energy distributions
determined by κ(·). We assert that by comparing the values ofW q�

max[κ] andW c�
max[κ], in the

semiclassical limit h→ 0, we make a fair comparison between quantum work that can be
extracted from coherences, and classical work that can be extracted from inhomogeneities.

From Equations (57), (61) and (63), we have

W q�
max[κ] = β−1Sq(σ̂κ) , W c�

max[κ] = β−1S c[σκ(Γ)], (69)

therefore, let us inspect the difference between these two values,

ΔW� =W q�
max[κ]−W c�

max[κ], (70)

in the limit h→ 0. Following the semiclassical approach used above, we obtain

lim
h→0

ΔW� = β−1 lim
h→0

{
−∑

n

κ(εn)
Kq ln

[
κ(εn)
Kq

]
+
∫ κ(H0)
Kc ln

[
hN κ(H0)

Kc

]
dΓ
}

= β−1 lim
h→0

{
−
∫

g(E) κ(E)
Kq ln

[
κ(E)
Kq

]
dE +

∫
Ω(E) κ(E)

Kc ln
[

hN κ(E)
Kc

]
dE
}

= β−1 lim
h→0

{
−
∫

Ω(E) κ(E)
Kc ln

[
hN κ(E)

Kc

]
dE +

∫
Ω(E) κ(E)

Kc ln
[

hN κ(E)
Kc

]
dE
}

= 0.

(71)

Here, Equation (62) has been combined with the expressions for von Neumann and
Shannon entropy (Equations (9) and (31)) on the first line; the sum over energy eigenstates
and the integral over phase space have been replaced by energy integrals on the second
line; and Equations (65) and (67) have been used to get to the third line.
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For κ(x) = e−βx, Equation (71) can alternatively be established from the result (see
Equations (4) and (26))

ΔW� = β−1
{
Sq(π̂0)−S c[π0(Γ)]

}
= β

∂

∂β
(F q,eq −F c,eq) =

(
− 1

β
+

∂

∂β

)
log

Zc

hN Zq (72)

where Zq and Zc are equilibrium partition functions. Taking the limit h → 0 and using
the known result [47,53–55] that (for kinetic-plus-potential Hamiltonians) hN Zq can be
expanded in a power series of h whose first term is exactly the classical partition function
Zc, the right side of Equation (72) vanishes.

From Equation (71), we conclude that in the semiclassical limit, the maximal work that
can be extracted from the energy coherences of a quantum state ρ̂i ∈ Σq[κ] is the same as
the maximal work that can be extracted from the energy-shell inhomogeneities of a classical
state ρi(Γ) ∈ Σc[κ]. In both situations, the work is maximized by starting in the state of least
entropy within Σq or Σc, then quasistatically removing the coherences or inhomogeneities.
This result leads us to conclude that, within our framework for comparing quantum and
classical systems, quantum coherences offer no particular thermodynamic advantage over
classical inhomogeneities.

5. Dropping the Isoenergetic Constraint

In the previous sections, we have imposed the isoenergetic constraint, namely that
the initial and final energy distributions are identical (Equations (13) and (42)). Let us now
drop this constraint and pose the following question. For a quantum or classical system
described by an initial Hamiltonian Ĥ0 or H0(Γ), in the presence of a thermal bath at
temperature β−1, what is the maximum work that can be extracted during a cyclic process
if the energy distribution of the initial state is determined by a given function κ(·)?

In the quantum case, we first letW q†(ρ̂i) denote the maximum work extracted for
a given initial state ρ̂i—this quantity is analogous toW�(ρ̂i) (Section 2) but without the
constraint diag ρ̂ f = diag ρ̂i. From Equations (5) and (10) and the non-negativity of the
Kullback–Leibler divergence, we have

W q†(ρ̂i) ≤ F q(ρ̂i, Ĥ0)−F q(ρ̂ f , Ĥ0)

≤ F q(ρ̂i, Ĥ0)−F q(π̂0, Ĥ0)

= U q
i − β−1Sq

i −F
q,eq
0 (73)

where the inequality on the first line is valid for any final state ρ̂ f , and F q,eq
0 ≡ F q,eq(Ĥ0).

As shown in Appendix A, the bound obtained in Equation (73) is saturated by the protocol

Ĥ(t) =

⎧⎪⎪⎨⎪⎪⎩
Ĥ0 t ≤ 0

−β−1 ln
[
(1− λ)ρ̂i + λ e−βĤ0

]
0 < t ≤ τ

Ĥ0 τ ≤ t

(74)

where λ ≡ t/τ and the process is quasistatic: τ → ∞. (Note that there is no quench at
t = τ.) Since the bound can be saturated, andW q†(ρ̂i) was defined as the maximum work
that can be extracted, we simply write

W q†(ρ̂i) = U q
i − β−1Sq

i −F
q,eq
0 . (75)
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Now, maximizing this quantity over all ρ̂i ∈ Σq[κ], we have

W q†
max[κ] = max

ρ̂i∈Σq [κ]

(
U q

i − β−1Sq
i −F

q,eq
0

)
= max

ρ̂i∈Σq [κ]

(
U q[κ]− β−1Sq

i −F
q,eq
0

)
= U q[κ]−F q,eq

0 (76)

where U q[κ] ≡ (1/Kq)∑n κ(εn)εn is the average energy for every state ρ̂i ∈ Σq[κ], and we
have used Equation (50b) to arrive at the third line.

As a consistency check, we combine Equations (69) and (76) with Equations (7) and (10)
to obtain

W q†
max[κ]−W q�

max[κ] = U q[κ]−F q,eq
0 − β−1Sq(σ̂κ)

= F q(σ̂κ , Ĥ0)−F q,eq
0 = D(σ̂κ |π̂0) ≥ 0 (77)

where σ̂κ is the unique diagonal state belonging to Σq[κ]. Thus, W q†
max[κ] ≥ W q�

max[κ],
which makes sense: the maximum work that we can extract without imposing the con-
straint diag ρ̂ f = diag ρ̂i must be no less than the maximum work we can extract with
the constraint.

In the classical case, essentially identical calculations—which we do not reproduce
here—lead to the result

W c†
max[κ] = U c[κ]−F c,eq

0 (78)

whereW c†
max[κ] is the maximum work that can be extracted over all initial states ρi(Γ) ∈

Σc[κ], without imposing Equation (42), and U c[κ] = (1/Kc)
∫

dΓ κ(H0)H0 is the average
energy for every state in Σc[κ]. Following steps similar to those of Section 4.3, we obtain

lim
h→0
U q[κ] = lim

h→0

1
Kq ∑

n
κ(εn)εn

= lim
h→0

∫
dE g(E)

κ(E)
Kq E

=
∫

dE Ω(E)
κ(E)
Kc E =

1
Kc

∫
dΓ κ(H0) H0 = U c[κ] (79)

and

lim
h→0

(
F c,eq

0 −F q,eq
0

)
= −β−1 lim

h→0
ln

Zc[H0]

hN Zq(Ĥ0)
= 0 (80)

using Equation (67), with κ(x) = e−βx.
Defining ΔW† ≡ W q†

max[κ]−W c†
max[κ], Equations (76) and (78)–(80) give us

lim
h→0

ΔW† = 0 (81)

which is the counterpart of Equation (71), after abandoning the constraint of equal initial
and final energy distributions. We again conclude that quantum coherences provide no in-
herent thermodynamic advantage over classical inhomogeneities, in the semiclassical limit.

6. Conclusions

In Sections 2 and 3 of this paper, we argued that quantum energy coherences (as
shown earlier [9]) and classical energy shell inhomogeneities represent thermodynamic
resources, which can be leveraged to deliver work. In Sections 4 and 5, we argued that a
fair comparison shows these resources to be equivalent: in the semiclassical limit, and for a
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given initial energy distribution, the amount of work that can be extracted from quantum
coherences is the same as the amount that can be extracted from classical inhomogeneities.

Our study has focused on processes during which the system of interest is in contact
with a thermal reservoir, and here (as we have seen) the free energy F plays an important
role. Sone and Deffner [18] have recently carried out a similar investigation for isolated
quantum and classical systems, in which case ergotropy (defined in Ref. [1] for quantum
systems and in Ref. [18] for classical systems) plays a role analogous to free energy in our
paper. In Ref. [18], as in our paper, energy-shell inhomogeneities are classical counterparts
of quantum energy coherences.

In making our comparison in Sections 4 and 5, we invoked a quantum–classical corre-
spondence based on canonical quantization, in which the system of interest is described
by coordinates x1, x2, · · · and conjugate momenta p1, p2, · · · , which are either quantum
operators or classical observables. For such systems, the classical phase space is unbounded
and the quantum Hilbert space is infinite-dimensional.

However, in the quantum thermodynamics literature one often encounters systems
with finite-dimensional Hilbert spaces, such as the illustrative qubit example analyzed in
Ref. [9]. It then seems natural to take, as the quantum system’s counterpart, a discrete-state
classical system of equal dimensionality. Thus, a qubit’s counterpart may be taken to be a
classical bit. For such discrete-state systems there is no opportunity to introduce a classical
analogue of quantum coherences, as the statistical state of a classical D-state system is
specified entirely by the probabilities P1, · · · PD, and these are in one-to-one correspondence
with the diagonal elements of the corresponding quantum system’s density matrix ρ̂. In
this situation, it seems that quantum coherences really do provide a unique thermodynamic
resource that is unavailable to classical counterparts.

This conclusion, however, is misleading, as an apparently discrete-state classical
system is in reality a coarse-grained version of a more microscopically detailed system. For
example, an effective classical bit can be obtained by coarse-graining a classical particle
in a double-well potential, such that the location x of the particle in the left (right) well
indicates a bit value of 0 (1). The apparent quantum thermodynamic advantage—due to
coherences—arises in this case because potentially useful classical information (e.g., how
the particle’s potential energy depends on its location x) has been thrown out in the process
of coarse-graining from the double well to the bit. Comparing a qubit—an intrinsically two-
state quantum system—with an effective classical two-state system obtained by discarding
microscopic information, is an apples-to-oranges comparison.

There is no generally applicable procedure for identifying a proper classical counter-
part of a quantum system with a finite-dimensional Hilbert space. It is instructive, however,
to consider the simplest case of a spin-1/2 particle (qubit) in a magnetic field, governed
by a Hamiltonian Ĥ = g B · ŝ, where ŝ = (h̄/2)(σ̂x, σ̂y, σ̂z). In the absence of a thermal
bath, the unitary dynamics in the Heisenberg representation are given by the equations
of motion

ih̄
d
dt

ŝH = [ŝH, Ĥ] (82)

where the right side is evaluated using the commutation relations

[ŝj, ŝk] = ih̄ ε jkl ŝl (83)

and ε jkl is the Levi-Civita symbol. Kammerlander and Anders [9] showed how work can
be extracted from energy coherences in such a system, using a protocol involving quenches
and the quasistatic variation of B, along with coupling to a thermal bath.

As a possible classical counterpart, instead of a two-state bit let us consider a system
whose microscopic state is described by a vector S = (Sx, Sy, Sz) of fixed magnitude,
governed by a Hamiltonian H = g B · S, evolving under the Poisson bracket formulation
of Hamiltonian dynamics,

d
dt

S = {S, H} (84)
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with
{Sj, Sk} = ε jkl Sl . (85)

The phase space for this classical system is bounded: it is the two-dimensional surface
of a sphere of radius |S|. An energy shell is represented by a circle on that sphere, oriented
along the B-direction. The dynamics given by Equation (84) describe an isolated system,
and would have to be supplemented by appropriate terms in order to include the effects of
contact with a thermal bath. It would then be interesting to investigate classical protocols
designed to extract work from an initial distribution that is inhomogeneous on the energy
shells, and to compare this classical situation with the quantum case of Ref. [9].

We note that the approach described in the previous paragraphs is readily extended
to a system composed of N > 1 spins, interacting both with external fields and among
themselves, e.g., through Hamiltonian terms of the form cmn ŝm · ŝn or cmnSm · Sn. Thus,
comparisons between quantum and classical work extraction can be extended to multi-spin
systems, within this framework. For example, it has been demonstrated that quantum corre-
lations within a many-body system can be utilized for extracting work [56–59], and it would
be pertinent to study whether one can leverage classical correlations and inhomogeneities
in a similar way. Such comparisons may further elucidate whether thermodynamic advan-
tages can be identified that are unique to quantum systems.
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Appendix A

Here, we show that the work bounds appearing in Equations (18), (45) and (73) are
saturated by the protocols given by Equations (19), (46) and (74), when these protocols are
performed quasistatically (τ → ∞). In both the quantum and classical cases, our key as-
sumption is that in the absence of driving the system relaxes to the thermal equilibrium state.
Hence, under quasistatic driving, the system tracks the instantaneous equilibrium state.

In the quantum case, we first note that for a time-dependent Hamiltonian Ĥ(t) and
the corresponding equilibrium state π̂(t) and free energy F q,eq(t) = −β−1 ln Zq(t), the
following relation holds:

d
dt
F q,eq(t) = Tr

[
dĤ
dt

π̂

]
(A1)

as can be verified directly from Equations (3) and (4). This identity is the quantum counter-
part of the classical thermodynamic integration identity, Equation (A8), which underlies
the thermodynamic integration technique for free energy estimation [60,61]. Equation (A1)
states that the rate of change in the equilibrium free energy, with respect to time, is the
equilibrium average of the rate of change in the Hamiltonian.

Now, consider a quantum system whose initial state is ρ̂i, which is driven according
to the protocol given by Equation (19). The initial step of this protocol is an instantaneous
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change in the Hamiltonian from Ĥ(0) = Ĥ0 to Ĥ(0+) = −β−1 ln ρ̂i. The state of the system
does not change during this step. The resulting work performed is

W q
0→0+ = −

∫ 0+

0
Tr
[

dĤ
dt

ρ̂

]
dt

= Tr
[
(Ĥ(0)− Ĥ(0+))ρ̂i

]
= Tr

[
(Ĥ0 + β−1 ln ρ̂i)ρ̂i

]
= U q

i − β−1Sq
i = F q

i . (A2)

During the quasistatic stage of the protocol, the system evolves through a sequence of
equilibrium states, ρ̂(t) = π̂(t)—see Equation (20). Applying Equation (A1), the resulting
work is

W q
0+→τ− = −

∫ τ−

0+
Tr
[

dĤ
dt

π̂

]
dt (A3)

= −
∫ τ−

0+

d
dt
F q,eq(t) dt

= F q,eq(τ−)−F q,eq(0+)

= −β−1 ln Tr e−βĤ(τ−) + β−1 ln Tr e−βĤ(0+)

= −β−1 ln
Tr diag ρ̂i

Tr ρ̂i
= 0.

Proceeding as in Equation (A2), we obtain

W q
τ−→τ

= −F q
f (A4)

for the Hamiltonian quench at t = τ. Thus, the total work over the entire process is

W q = F q
i −F

q
f = β−1[Sq(diag ρ̂i)− Sq(ρ̂i)] (A5)

(using U q
i = U q

f ), as claimed at the end of Section 2.
Similar calculations for the protocol appearing in Equation (74) give

W q
0→0+ = U q

i − β−1Sq
i (A6a)

W q
0+→τ− = −F q,eq

0 (A6b)

W q
τ−→τ

= 0, (A6c)

hence,
W q = U q

i − β−1Sq
i −F

q,eq
0 (A7)

as claimed in Section 5, just after Equation (74).
In the classical case, for a Hamiltonian H(Γ, t) we have the identity

d
dt
F c,eq(t) =

∫
dΓ

∂H
∂t

(Γ, t)π(Γ, t). (A8)

For the protocol given by Equation (46), calculations essentially identical to those
appearing above in Equations (A2)–(A4), but with quantum traces replaced by integrals
over classical phase space, give

W c
0→0+ = F c

i (A9a)

W c
0+→τ− = 0 (A9b)

W c
τ−→τ+ = −F c

f , (A9c)
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hence,
W c = F c

i −F c
f = β−1(S c[diag ρi]− S c[ρi]) (A10)

as claimed at the end of Section 3.2.

References

1. Allahverdyan, A.; Balian, R.; Nieuwenhuizen, T. Maximal work extraction from finite quantum systems. Europhys. Lett. 2004,
67, 565–571. [CrossRef]

2. Horodecki, M.; Oppenheim, J. Fundamental limitations for quantum and nanoscale thermodynamics. Nat. Commun. 2013, 4, 1–6.
[CrossRef] [PubMed]

3. Brandão, F.G.; Horodecki, M.; Oppenheim, J.; Renes, J.M.; Spekkens, R.W. Resource theory of quantum states out of thermal
equilibrium. Phys. Rev. Lett. 2013, 111, 1–5. [CrossRef] [PubMed]

4. Li, H.; Zou, J.; Yu, W.L.; Xu, B.M.; Li, J.G.; Shao, B. Quantum coherence rather than quantum correlations reflect the effects of a
reservoir on a system’s work capability. Phys. Rev. E 2014, 2014, 052132. [CrossRef]

5. Skrzypczyk, P.; Short, A.J.; Popescu, S. Work extraction and thermodynamics for individual quantum systems. Nat. Commun.
2014, 5, 1–8.[CrossRef]

6. Baumgratz, T.; Cramer, M.; Plenio, M.B. Quantifying coherence. Phys. Rev. Lett. 2014, 113, 140401. [CrossRef] [PubMed]
7. Åberg, J. Catalytic coherence. Phys. Rev. Lett. 2014, 113, 150402. [CrossRef]
8. Korzekwa, K.; Lostaglio, M.; Oppenheim, J.; Jennings, D. The extraction of work from quantum coherence. New J. Phys. 2016,

18, 023045. [CrossRef]
9. Kammerlander, P.; Anders, J. Coherence and measurement in quantum thermodynamics. Sci. Rep. 2016, 6, 22174. doi: [CrossRef]
10. Strasberg, P.; Schaller, G.; Brandes, T.; Esposito, M. Quantum and Information Thermodynamics: A Unifying Framework Based

on Repeated Interactions. Phys. Rev. X 2017, 7, 021003. [CrossRef]
11. Elouard, C.; Herrera-Martí, D.A.; Clusel, M.; Auffèves, A. The role of quantum measurement in stochastic thermodynamics.

Nat. Quantum Inf. 2017, 3, 9. [CrossRef]
12. Solinas, P.; Miller, H.J.D.; Anders, J. Measurement-dependent corrections to work distributions arising from quantum coherences.

Phys. Rev. A 2017, 96, 052115. [CrossRef]
13. Francica, G.; Goold, J.; Plastina, F. Role of coherence in the nonequilibrium thermodynamics of quantum systems. Phys. Rev. E

2019, 99, 042105. [CrossRef] [PubMed]
14. Pan, R.; Fei, Z.; Qui, T.; Zhang, J.N.; Quan, H. Quantum-classical correspondence of work distributions for initial states with

quantum coherence. arXiv, 2019, arXiv:1904.05378v1.
15. Francica, G.; Binder, F.; Guarnieri, G.; Mitchison, M.; Goold, J.; Plastina, F. Quantum Coherence and Ergotropy. Phys. Rev. Lett.

2020, 125, 180603. [CrossRef]
16. García Díaz, M.; Guarnieri, G.; Paternostro, M. Quantum Work Statistics with Initial Coherence. Entropy 2020, 22, 1223. [CrossRef]
17. Touil, A.; Çakmak, B.; Deffner, S. Ergotropy from quantum and classical correlations. J. Phys. A Math. Theor. 2021, 55, 025301.

[CrossRef]
18. Sone, A.; Deffner, S. Quantum and Classical Ergotropy from Relative Entropies. Entropy 2021, 23, 1107. [CrossRef]
19. Francica, G. Class of quasiprobability distributions of work with initial quantum coherence. Phys. Rev. E 2022, 105, 014101.

[CrossRef]
20. Pusz, W.; Woronowicz, S.L. Passive states and KMS states for general quantum systems. Comm. Math. Phys. 1978, 58, 273–290.

[CrossRef]
21. Alicki, R. The quantum open system as a model of the heat engine. J. Phys. A Math. Gen. 1979, 12, L103–L107. [CrossRef]
22. Nielsen, M.A.; Chuang, I.L. Quantum Computation and Quantum Information; Cambridge University Press: Cambridge, UK, 2000.
23. Alicki, R. On the Detailed Balance Condition for Non-Hamiltonian Systems. Rep. Math. Phys. 1976, 10, 249–258. [CrossRef]
24. Callen, H.B. Thermodynamics and an Introduction to Thermostatistics; John Wiley and Sons: New York, NY, USA, 1985.
25. Parrondo, J.M.R.; Horowitz, J.M.; Sagawa, T. Thermodynamics of information. Nat. Phys. 2015, 11, 131–139. [CrossRef]
26. Esposito, M.; Lindenberg, K.; Van den Broeck, C. Entropy production as correlation between system and reservoir. New J. Phys.

2010, 12, 013013. [CrossRef]
27. Hasegawa, H.H.; Ishikawa, J.; Takara, K.; Driebe, D. Generalization of the second law for a nonequilibrium initial state. Phys.

Lett. A 2010, 374, 1001–1004. [CrossRef]
28. Takara, K.; Hasegawa, H.H.; Driebe, D.J. Generalization of the second law for a transition between nonequilibrium states. Phys.

Lett. A 2010, 375, 88–92. [CrossRef]
29. Esposito, M.; Van den Broeck, C. Second law and Landauer principle far from equilibrium. EPL 2011, 95, 40004. [CrossRef]
30. Deffner, S.; Lutz, E. Nonequilibrium Entropy Production for Open Quantum Systems. Phys. Rev. Lett. 2011, 107, 140404.

[CrossRef]
31. Cover, T.M.; Thomas, J.A. Elements of Information Theory; John Wiley & Sons, Inc.: New York, NY, USA, 1991.
32. Vinjanampathy, S.; Anders, J. Quantum thermodynamics. Contemp. Phys. 2016, 57, 545–579. [CrossRef]
33. Solinas, P.; Gasparinetti, S. Full distribution of work done on a quantum system for arbitrary initial states. Phys. Rev. E 2015,

92, 042150. [CrossRef]

361



Entropy 2022, 24, 474

34. Seifert, U. Stochastic thermodynamics, fluctuation theorems and molecular machines. Rep. Prog. Phys. 2012, 75, 126001.
[CrossRef] [PubMed]

35. Van den Broeck, C.; Esposito, M. Ensemble and trajectory thermodynamics: A brief introduction. Phys. Stat. Mech. Appl. 2015,
418, 6–16. [CrossRef]

36. Talkner, P.; Hänggi, P. Aspects of quantum work. Phys. Rev. E 2016, 93, 022131. [CrossRef] [PubMed]
37. Kurchan, J. A Quantum Fluctuation Theorem. arXiv 2000, arXiv:cond-mat/0007360v2.
38. Tasaki, H. Jarzynski Relations for Quantum Systems and Some Applications. arXiv 2000, arXiv:cond-mat/0009244.
39. Mukamel, S. Quantum Extension of the Jarzynski Relation: Analogy with Stochastic Dephasing. Phys. Rev. Lett. 2003, 90, 170604.

[CrossRef]
40. Gour, G.; Müller, M.P.; Narasimhachar, V.; Spekkens, R.W.; Halpern, N.Y. The resource theory of informational nonequilibrium in

thermodynamics. Phys. Rep. 2015, 583, 1–58. [CrossRef]
41. Lostaglio, M.; Jennings, D.; Rudolph, T. Description of quantum coherence in thermodynamic processes requires constraints

beyond free energy. Nat. Commun. 2015, 6, 6383. [CrossRef]
42. Jarzynski, C. Microscopic Analysis of Clausius-Duhem Processes. J. Stat. Phys. 1999, 96, 415–427. [CrossRef]
43. Seifert, U. Entropy production along a stochastic trajectory and an integral fluctuation theorem. Phys. Rev. Lett. 2005, 95, 040602.

[CrossRef]
44. Deffner, S.; Lutz, E. Information free energy for nonequilibrium states. arXiv 2012, arXiv:1201.3888v1.
45. Case, W.B. Wigner functions and Weyl transforms for pedestrians. Am. J. Phys. 2008, 76, 937–946. [CrossRef]
46. Hillery, M.; O’Connell, R.; Scully, M.; Wigner, E. Distribution functions in physics: Fundamentals. Phys. Rep. 1984, 106, 121–167.

[CrossRef]
47. Wigner, E. On the Quantum Correction For Thermodynamic Equilibrium. Phys. Rev. 1932, 40, 749–759. [CrossRef]
48. Husimi, K. Some Formal Properties of the Density Matrix. Proc. Physico-Math. Soc. Jpn. 1940, 22, 264–314.
49. Dodonov, V.V. ‘Nonclassical’ states in quantum optics: A ‘squeezed’ review of the first 75 years. J. Opt. B Quantum Semiclass. Opt.

2002, 4, R1–R33. [CrossRef]
50. Barnett, S.; Pegg, D. On the Hermitian Optical Phase Operator. J. Mod. Opt. 1989, 36, 7–19. [CrossRef]
51. Kobe, D.H. Canonical transformation to energy and “tempus” in classical mechanics. Am. J. Phys. 1993, 61, 1031–1037. [CrossRef]
52. Mardia, K.V.; Jupp, P.E. Directional Statistics; John Wiley & Sons: Chichester, UK, 2000.
53. Uhlenbeck, G.E.; Gropper, L. The Equation of State of a Non-ideal Einstein-Bose or Fermi-Dirac Gas. Phys. Rev. 1932, 41, 79–90.

[CrossRef]
54. Kirkwood, J.G. Quantum Statistics of Almost Classical Assemblies. Phys. Rev. 1933, 44, 31–37. [CrossRef]
55. Landau, L.D.; Lifshitz, E.M. Statistical Physics 3rd Ed Part 1; Elsevier: Amsterdam, The Netherlands, 1980; Section 33.
56. Oppenheim, J.; Horodecki, M.; Horodecki, P.; Horodecki, R. Thermodynamical Approach to Quantifying Quantum Correlations.

Phys. Rev. Lett. 2002, 89, 180402. [CrossRef] [PubMed]
57. Alicki, R.; Fannes, M. Entanglement boost for extractable work from ensembles of quantum batteries. Phys. Rev. E 2013,

87, 042123. [CrossRef] [PubMed]
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Abstract: Our everyday reality is characterized by objective information—information that is selected
and amplified by the environment that interacts with quantum systems. Many observers can accu-
rately infer that information indirectly by making measurements on fragments of the environment.
The correlations between the system, S , and a fragment, F , of the environment, E , is often quantified
by the quantum mutual information, or the Holevo quantity, which bounds the classical information
about S transmittable by a quantum channel F . The latter is a quantum mutual information but
of a classical-quantum state where measurement has selected outcomes on S . The measurement
generically reflects the influence of the remaining environment, E/F , but can also reflect hypothetical
questions to deduce the structure of SF correlations. Recently, Touil et al. examined a different
Holevo quantity, one from a quantum-classical state (a quantum S to a measured F ). As shown here,
this quantity upper bounds any accessible classical information about S in F and can yield a tighter
bound than the typical Holevo quantity. When good decoherence is present—when the remaining
environment, E/F , has effectively measured the pointer states of S—this accessibility bound is the
accessible information. For the specific model of Touil et al., the accessible information is related to
the error probability for optimal detection and, thus, has the same behavior as the quantum Chernoff
bound. The latter reflects amplification and provides a universal approach, as well as a single-shot
framework, to quantify records of the missing, classical information about S .

Keywords: quantum-to-classical transition; quantum Darwinism; decoherence; amplification;
inference; Holevo; quantum Chernoff bound

1. Introduction

The emergence of objective, classical information from quantum systems is due to
amplification: Many pieces of the environment—e.g., many photons—each interact with
a quantum system and acquire an imprint of certain states, the pointer states. This is the
process by which select information becomes redundant and accessible to many different
observers. The framework, where the environment decoheres systems and acts as a com-
munication channel for the resulting information, is known as quantum Darwinism [1–20].
It is the pointer states that survive the interaction with the environment and create “copies”
of themselves from which observers can infer the pointer state of the system. This process
has been seen experimentally in both natural [21] and engineered [22,23] settings, and both
theory and practical calculations are steadily progressing [24–38].

Within this framework, one primary question concerns the information available
within an environment fragment as its size increases. This allows one to quantify redun-
dancy: If small fragments F of the environment E all contain the same information about
the system S , then that information is available to many observers. Given a global state,
ρSE , the accessible information

Iacc(ΠS ) = max
ΠF

I(ΠS : ΠF ) (1)
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can quantify the amount of information an observer learns about ΠS (a positive operator-
valued measure, a POVM, on S) by making a measurement ΠF on only F . The quantity
I(ΠS : ΠF ) is the classical mutual information computed from the joint probability distri-
bution from outcomes of ΠS and ΠF . The POVM ΠS has elements πs that generate an
ensemble

{(
ps, ρF|s

)}
of outcomes s with probability ps = trSEπsρSE and conditional

states ρF|s = trSE/FπsρSE/ps = trSE/F
√

πsρSE
√

πs/ps on F (i.e., assuming the POVM
acts on only S and an auxiliary system but F is not directly affected). Allowing ΠS to be
arbitrary, the accessible information, Equation (1), depicts a situation where some auxiliary
systemA, perhaps a special observer or another part of the environment, has access directly
only to S , makes a measurement ΠS , and holds a record of the outcome s, leaving a joint
state (after tracing out the now irrelevant S)

∑
s

ps|s〉A〈s| ⊗ ρF|s . (2)

An observer O then wants to predict the outcome s by making measurements only on
F , e.g., correlations are generated between A and O but indirectly from separate mea-
surements on S and F , for which Equation (1) quantifies this capability. One could then
maximize the accessible information over all ΠS to see what quantity the observer can
learn most about. This allows one to quantify the structure of correlations between S and
F induced by, e.g., a decohering interaction between them.

Within the context of physical processes that give rise to quantum Darwinism, ΠS
is not arbitrary, however. For redundant information to be present, there must be at least
two records of some information, which, when decoherence is the main interaction, will be
the pointer information. Hence, there must be an F that almost, to a degree we want to
quantify, makes a measurement of the pointer states. At the same time, the remaining part
of the environment, E/F , has already made an effective measurement for all intents and
purposes, to a degree that we can retroactively validate. This entails that the correlations
are effectively of the form of Equation (2) but with A = E/F or S and ΠS = Π̂S (the
pointer observable),

∑̂
s

pŝ|ŝ〉〈ŝ| ⊗ ρF|ŝ , (3)

where ŝ labels the pointer states (see Refs. [39,40] for a discussion of pointer states). This
form is a consequence of “branching” [3] and appears in the good decoherence limit
of purely decohering models, which will be extensively discussed below. Here, it is
sufficient to note that the state, Equation (3), is the most relevant to quantum Darwinism.
It makes little difference if one treats the A as E/F or as just the fully decohered, or
directly measured, S , even when F is extremely large in absolute terms. Only for “global”
questions, where F is some sizable fraction of the environment, does it matter. Since the
environment is huge for most problems of everyday interest, such as photon scattering,
F can be very large—even asymptotically large—without concern for this. However,
Equation (3) does drop exponentially small corrections in the size of E/F and one can not
formally take the asymptotic limit of F without first doing so in E . The degree to which
asymptotic approximations work thus relies on the balance sheet—how well records are
kept in the environment components compared to E ’s absolute size. Ref. [14] has dealt with
retaining corrections to Equation (3). Hereon, I treat the auxiliary system A as if it were S .

2. Results

With states of the form in Equation (3), the mutual information between A = S and F
is the Holevo quantity

χ
(
Π̂S : F

)
= H

(
∑̂

s
pŝρF|ŝ

)
− ∑̂

s
pŝH

(
ρF|ŝ

)
≡ HF − ∑̂

s
pŝHF|ŝ , (4)
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where H(ρ) = −trρ log2 ρ is the von Neumann entropy for the state ρ. This quantity upper
bounds the capacity of F to transmit pointer state information (the variable ŝ is encoded in
the conditional states ρF|ŝ ). Moreover, for an important class of interactions—purely deco-
hering Hamiltonians with independent environment components—the quantum Chernoff
bound determines the behavior of the optimal measurement on F to extract Π̂S and, thus,
is related to the accessible information, Equation (1) with ΠS = Π̂S . One can generalize
Equation (4) by allowing one to maximize over measurements on the system,

χ
(
Š : F

)
= max

ΠS
χ(ΠS : F ), (5)

where, when good decoherence has taken place, ΠS = Π̂S maximizes the Holevo quan-
tity [14]. The good decoherence limit is when E/F is sufficient to decohere the system and,
thus, the SF state is exactly of the form in Equation (3) [10,14]. Here, I employ the notation
Ǎ of Touil et al. [38] to indicate that the Holevo quantity is maximized over measurements
on A, see also the next equation.

Touil et al. [38] examined an alternative Holevo quantity with the measurement on
the fragment side,

χ
(
S : F̌

)
= max

ΠF
χ(S : ΠF ) = max

ΠF

[
HS −∑

f
p f HS| f

]
, (6)

where the maximization is over all POVMs ΠF and f labels the outcomes of ΠF and
p f their probabilities. In that work, they compute the quantum mutual information, the
Holevo quantity in Equation (4), and the alternative Holevo quantity in Equation (6) for
a “c-maybe” model of decoherence of S by E , a model that falls into the class of purely
decohering models (see below). They analytically found χ

(
S : F̌

)
by making use of the

Koashi–Winter monogamy relation [41] and showed all the mutual information quantities
above that approach the missing information, HS , with a similar dependence on F .

If one were to interpret this alternative Holevo quantity, Equation (6), in the typical way,
then it would bound the channel capacity of S to transmit information about (the optimal)
ΠF . One important observation, however, is that, in the good decoherence limit—when
the SF state is of the form in Equation (3)—χ(S : ΠF ) lower bounds χ

(
Π̂S : F

)
for any

ΠF by the data processing inequality since Π̂S is already measured on S by E/F . In this
limit, χ

(
S : F̌

)
is the actual accessible pointer information.

For an arbitrary SF state, however, there is no strict relation of χ(ΠS : F ) or χ
(
Š : F

)
with χ(S : ΠF ) or χ

(
S : F̌

)
. In that case, the Holevo quantities with measurements on the

F side can not upper or lower bound quantities with S side measurements. For a particular
state with a given inequality between F and S side measurements, one can swap S and F
in the state ρSF—it is arbitrary after all—and reverse the inequality. Instead, the inequality

χ
(
S : F̌

)
≥ Iacc(ΠS ) (7)

holds for any ΠS . The measurement on the two sides of the inequality is generically dif-
ferent—the measurement that maximizes χ

(
S : F̌

)
is not the measurement, Π�

F , that
maximizes I(ΠS : ΠF ) to get the accessible information, Equation (1). The proof of
Equation (7) is straightforward,

χ
(
S : F̌

)
= max

ΠF
χ(S : ΠF )

≥ χ(S : Π�
F )

= χ(MS : Π�
F )

≥ χ(ΠS : Π�
F )

= Iacc(ΠS ),
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where the systemM is adjoined in a product state with ρSF and a unitary onMS makes a
measurement ΠS . The fourth line follows from data processing.

Equation (7) is an accessibility bound. Any information about S (i.e., that can be
extracted by a direct POVM on S) can, at best, have χ

(
S : F̌

)
amount of shared information

with F . Then, as already noted, if the good decoherence limit is reached, that bound
becomes equality,

Good Decoherence

χ
(
S : F̌

)
= Iacc

(
Π̂S
)
, (8)

for the pointer information. This follows from the form of the state in Equation (3). To
determine χ

(
S : F̌

)
for this state, an apparatus makes a measurement ΠF and records

the outcome, leaving a joint system-apparatus state ∑ŝ, f pŝ|ŝ〉〈ŝ| ⊗ p f |ŝ| f 〉〈 f |. This is a
classical-classical state that yields, after maximizing over ΠF , both χ

(
S : F̌

)
, Equation (6),

and the accessible information, Equation (1). This makes χ
(
S : F̌

)
desirable in the context

of quantum Darwinism: It not only is a better bound on the accessible information in the
good decoherence limit—the main limit of interest for quantum Darwinism—but it is the
actual accessible information.

To proceed further—to compute the accessible information and the associated re-
dundancy—we need to specify a model or class of models that provide the global states
of interest. The everyday photon environment has a particular structure where inde-
pendent environment components (photons) scatter off objects, acquire an imprint of
the state, and transmit that information onward, interacting little with each other in the
process [11,12,16,42–44]. This structure is captured by purely decohering Hamiltonians by
independent environment components. I will consider this general class here. Under this
evolution, the quantum Chernoff bound (QCB) provides a universal lower bound to the
accessible information and the associated redundancy. The quantum Chernoff result is also
meaningful on its own as a single-shot result, quantifying how well an individual observer
(with the best measurement apparatus) can learn the pointer state of S indirectly from F .

Pure decoherence occurs when environments select, but do not perturb, the pointer
states of S . When the environment components do so independently, the Hamiltonian is of
the form

H = HS + Π̂S

�E
∑
k=1

Υk +

�E
∑
k=1

Ωk (9)

with
[
Π̂S , HS

]
= 0 and the initial state

ρ(0) = ρS (0)⊗

⎡⎣ �E⊗
k=1

ρk(0)

⎤⎦. (10)

Here, k specifies a component of the environment E of size �E . The operators, Υk and Ωk,
are arbitrary. This class of models contains the c-maybe model of Touil et al. [38]. That
model has Π̂S = 0 · |0〉〈0|+ 1 · |1〉〈1| and exp[ıΥkt] = sin a|0〉〈0|+ cos a(|0〉〈1|+ |1〉〈0|)−
sin a|1〉〈1| for all k, where a is the angle of rotation of the “target” environment bit after a
time t. Note that all the coupling frequencies (i.e., the energy scales divided by the reduced
Planck’s constant) are absorbed into the definition of the operators HS , Υk , and Ωk, while
Π̂S is dimensionless. All other operators are 0. The collection of operators act similarly to
those in the controlled NOT gate. They only swap as well, only a bit more lazily, as here a
is any number, so it is called c-maybe.

Starting from the initial product state, Equation (10), and evolving for some time under
the Hamiltonian, Equation (9), one can obtain the conditional states that appear in the
Holevo quantity, Equation (4),

ρF|ŝ =
⊗
k∈F

ρk|ŝ . (11)
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Due to the structure of the evolution, these are product states over the components of the
environment fragment. However, they need not be identically distributed (that is, they
need not be fully i.i.d.—independently and identically distributed—states).

The structure, Equation (11), is a manifestation of amplification. The pointer states
ŝ leave an imprint on the environment components, of which there are many. Observers
intercepting those environment components can then make a measurement to infer the
pointer state. This is the setting of quantum hypothesis testing. For instance, in the binary
case with two pointer states ŝ = 0 or 1, one wants to decide whether the fragment state
is ρF|0 or ρF|1 with a minimum average probability of error, Pe = pŝ=0trΠF|1ρF|0 +
pŝ=1trΠF|0ρF|1. This is based on a POVM measurement, ΠF , composed of two positive
operators ΠF|0 and ΠF|1 (with ΠF|0 + ΠF|1 = I) that indicate the occurrence of “0” or
“1”, respectively. The first contribution to this average error is when the actual state is
ρF|0, with a priori probability of occurring pŝ=0 (where I explicitly show ŝ = 0 to connect
to Equation (3)) but the measurement yielded the incorrect outcome ΠF|1. Similarly for
the second contribution. Moreover, when amplification occurs, i.e., the conditional states
are of the form in Equation (11), one is specifically interested in how the error probability
behaves as the fragment size grows. This is the setting of the QCB.

To employ the QCB, one makes use of a two-sided measurement. The first is on S ,
putting it into its pointer states (i.e., χ

(
Π̂S : F

)
now provides the mutual information

between S and F ). This reflects the action of E/F and is the good decoherence limit—, i.e.,
�E → ∞ provided S and E have interacted for some finite time under the evolution given
by Equations (9) and (10). This also requires that the coupling strength to the environment
components do not depend on �E . The second is on F to access the pointer state. By Fano’s
inequality [45,46],

χ
(
Π̂S : F

)
≥ Iacc

(
Π̂S
)
≥ HS − h(Pe)− Pe ln[D− 1], (12)

where Pe is the error probability for extracting information about a (sub)space of pointer
states (of dimension D) from a measurement on F . One could replace the left hand
side of this inequality with χ

(
Š : F

)
≥ χ

(
Π̂S : F

)
. Here, I use the binary entropy,

h(x) = −x log2 x − (1− x) log2(1− x). The QCB upper bound, P�
e ≥ Pe, gives a second

inequality

Iacc
(
Π̂S
)
≥ HS − h(Pe)− Pe ln[D− 1] ≥ HS − h(P�

e )− P�
e ln[D− 1], (13)

which is partway to the final QCB result [16,19].
The QCB upper bounds the error probability, P�

e ≥ Pe, for both the D = 2 case [47–49]
or the D > 2 cases [50]. There is no fundamental difference between these cases, it is only
the closest two states that determine the asymptotic decay of Pe when D > 2. I will restrict
to D = 2 from hereon to make a correspondence with Touil et al. [38]. The error probability
(bound) is

P�
e = min

0≤c≤1
pc

1 p1−c
2 ∏

k∈F
tr
[
ρc

k|1ρ1−c
k|2

]
. (14)

For pure SE states in the purely decohering scenario, Equations (9) and (10), c can be any
value between 0 and 1 within the generalized overlap contribution, tr

[
ρc

k|1ρ1−c
k|2

]
, and it

will give the exact overlap
∣∣∣〈ψ k|1|ψ k|2〉

∣∣∣2 = |γk|2 (which is also the decoherence factor γk

squared for this case of pure states). Touil et al. [38] consider the homogeneous case where
γk = γ for all k, which I will also consider (see Refs. [16,19] for inhomogeneous results).

For pure states, therefore, only the prefactor needs optimizing over c as the generalized

overlap gives |γ|2�F for all 0 ≤ c ≤ 1 and with �F the number of components in F . The
prefactor is optimal at one of the two boundaries (c = 0 or c = 1), giving

P�
e = min[p1, p2]|γ|2

�F . (15)
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I use a slightly different notation here than Ref. [38] to keep the correspondence with prior
work. Opposed to pure states, for mixed SE states within the pure decohering scenario,
Equations (9) and (10), the error probability (bound) is

√
p1 p2 ∏k∈F tr

[
ρ1/2

k|1 ρ1/2
k|2

]
for both

spin and photon models [16,19] (i.e., c = 1/2 is optimal). Either prefactor, min[p1, p2] or√
p1 p2, will give a bound for the pure state case. Letting the prefactor to be just some C,

the QCB result for pure, homogeneous SE is

Iacc
(
Π̂S
)
≥ HS − h

(
C|γ|2�F

)
≡ XQCB, (16)

where I stress that this is a classical-classical information about random variable ŝ (pointer
states on S) with measurement outcomes on F . If we want general SE states, but still
the pure decoherence model, Equations (9) and (10), we have exactly the same form
as Equation (16) but the decoherence factor (the pure state overlap) is replaced by the
generalized measure of overlap, tr

[
ρ1/2

k|1 ρ1/2
k|2

]
, see Ref. [19] for these expressions in terms of

generic angles (between conditional states) and lengths on the Bloch sphere for spins and
Ref. [16] for photons.

The QCB is a universal result. The bound Equation (14) is true for all models of pure
decoherence by independent spins or the standard photon model, all dimensions in between
(qutrits, qudits, etc.), inhomogeneous models, pure and mixed SE states, and ones with
individual self-Hamiltonians on E . The only stipulation for Equation (14) and the lower
bound HS − H(P�

e ) is that one is distinguishing within a two-dimensional subspace of S
pointer states. For higher dimensional subspaces, the number of pointer states, D, appears
in Equation (13) and the exponent in the decay of P�

e requires a pair-wise minimization of
the generalized overlap over conditional states (as well as a different prefactor outside of
the exponential).

The most important aspect of the compact form, Equation (16), and its generalization
to higher D, is that the right hand side reflects actual, inferable information about the
pointer states that the observer can retrieve by interaction with just F in a single shot.
Moreover, while the QCB is traditionally cast as an asymptotic result, we have not actually
used any asymptotic limits to obtain Equation (16). Both of these aspects—single shot and
finite F—provide a natural setting for our world, where observers are “agents” within
these regimes. One can then ask questions about resources of observers (for instance, global
versus local measurements on F subcomponents [51] or the ability to perform coherent
measurements [52]) that further refine the results but do not change the fundamental
framework of single-shot, finite F inference.

Let us return to the c-maybe model and the Holevo quantities. Touil et al. [38] present
results for the quantum mutual information, χ

(
Š : F

)
, and χ

(
S : F̌

)
. In the good decoher-

ence limit, the latter two are

χ
(
Š : F

)
= −1

2
log2

[
p1 p2

(
1− |γ|2�F

)]
−
√

1− 4p1 p2

(
1− |γ|2�F

)
Arctanh2

[√
1− 4p1 p2

(
1− |γ|2�F

)]
(17)

and
χ
(
S : F̌

)
= HS +

1
2

log2

[
p1 p2|γ|2

�F
]
+

√
1− 4p1 p2|γ|2

�FArctanh2

[√
1− 4p1 p2|γ|2

�F
]

(18)

in the form as they appear in their main text but using the notation here (Equations (17)
and (20) in Ref. [38]). Rewriting these in terms of binary entropy gives

χ
(
Š : F

)
= h

[
1
2

(
1 +

√
1− 4p1 p2

(
1− |γ|2�F

))]
, (19)
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corresponding to the good decoherence expressions in Ref. [10], and

χ
(
S : F̌

)
= HS − h

[
1
2

(
1 +

√
1− 4p1 p2|γ|2

�F
)]

. (20)

We see that Equations (16) and (20) have a similar structure. Indeed, in the good decoher-
ence limit and for pure conditional states, the accessible information,
which is equivalent to Equation (18) or Equation (20), is equal to HS − h(Pe).
Here, Pe = 1

2

(
1− tr

∣∣∣p1ρF|1 − p2ρF|2
∣∣∣) is the optimal error probability, which is given

by the Helstrom measurement [53], for single shot state discrimination of the conditional
fragment states [54–56]. This is not true for mixed or for higher dimensional pointer
subspaces [57–60]. It can be verified in this case by a direct computation of the error
probability from the optimal measurement for the pure conditional states. For ρF|ŝ pure,
the trace distance in the Helstrom expression just requires diagonalizing an operator in a
two-dimensional subspace, giving

Pe =
1
2

(
1−

√
1− 4p1 p2|γ|2

�F
)

(21)

(this readily generalizes to the inhomogeneous case: The factor |γ|2�F just needs to be
replaced by ∏k∈F |γk|2). This result makes no use of the fact that the environment com-
ponents were spins, and thus it is directly applicable to (pure state) photon scattering off
an object in a two dimensional superposition, more directly supporting the connection
discussed in Touil et al. [38] and extending it to χ

(
S : F̌

)
in the good decoherence limit.

Moreover, as with the QCB result, the form of the accessible information for pure SE states,
HS − h(Pe), with the optimal Pe from Equation (21) holds regardless of the environment
components. They can be spins, qudits, or photons. Furthermore, the connection with
hypothesis testing allows for even more general statements about models that are not
purely decohering. For instance, for projection-valued measurements and pure SE states,
one obtains the same accessible information, HS − h(Pe), but the error probability just has
the overlap between the conditional fragment states, which can behave in a manner that is
not exponentially decaying with �F .

While specific to the case of D = 2 and pure SE states evolving under Equations (9)
and (10), the connection provides a window into the behavior of different ways to quantify
correlations. The alternate Holevo quantity, χ

(
S : F̌

)
, becomes the inferable information in

this specific setting. However, inferable information has a universal form that goes beyond
this specific setting of dimensionality and purity.

Redundancy. The decay to the classical plateau—the missing information HS about
the system—for the quantities in Equations (16), (19) and (20), all are controlled by the F -
induced decoherence factor, γ2�F . Ultimately, though, we are interested in the redundancy
of information. This requires introducing a control, the information deficit δ, which reflects
the fact that one can not generally obtain perfect knowledge from a finite-size fragment F .
This is typically taken as

X (F ) ≥ HS (1− δ), (22)

where X (F ) is some mutual information (quantum mutual information, Holevo, acces-
sible information, etc.). This is the form I will employ here. However, both the form
of the QCB and the form of χ

(
S : F̌

)
(in the good decoherence limit) suggest employ-

ing the information deficit as an entropic quantity when thresholding entropic measures
of information,

X (F ) ≥ HS − H[δ]. (23)

This allows δ to be a factor reflecting distinguishability of conditional states and allows for
non-asymptotic computations to proceed for the redundancy (it removes the transcendental
form of the equations). I will not use this in what follows.

369



Entropy 2022, 24, 781

The approach to the plateau and the redundancy (to within δ) have simple asymp-
totic results regardless of quantity used to compute them. The decay exponent to the
plateau, ξ, of some information theoretic quantity X (F ), such as Equations (19) and (20), or
Equation (16), is

ξ = − lim
�F→∞

1
�F ln[HS − X (F )]. (24)

For the pure, homogeneous c-maybe model, all three decay to the plateau with exponent

ξ = − ln|γ|2. (25)

That is universality in a nutshell. Moreover, the exponent is the leading order of the redun-
dancy,

Rδ � �E ξ

ln 1/δ
= �E ln|γ|2

ln δ
. (26)

This is the essence of the QCB: The exponent—the quantum Chernoff information, ξQCB,
or its inhomogeneous counterpart, ξ̄QCB—controls the redundancy, see Refs. [16,19] for
additional discussion and results. For the pure c-maybe model, this exponent is the same
whether using Equations (19) and (20), or Equation (16). The quantum mutual information
also yields the same decay and redundancy in the good decoherence limit, as it is the
same as χ

(
Š : F

)
from Equation (19). In order to apply Equation (24) for the quantum

mutual information, one needs �E → ∞. As already mentioned previously, though, this will
entail good decoherence provided some finite interaction between S and E components
has taken place. In the end, all the information theoretic quantities provide the same decay
and redundancy, which the asymptotic calculation, Equation (24), makes apparent in a
non-empirical manner.

Figure 1 shows the approach to the plateau for the three information measures. The
quantity χ

(
Š : F

)
is a weaker bound to the accessible information. Yet, the separation be-

tween the decay curves is unimportant for passing the threshold in Equation (22): χ
(
Š : F

)
passes it sooner than the other quantities, but this only gives a relative correction to
Equation (26) that goes to zero asymptotically (�F and − ln δ have to simultaneously go to
infinity), albeit weakly as 1/ ln δ. To clarify this statement, let Rδ = R◦δ + R′δ, with R◦δ from
the right hand side of Equation (26) and R′δ the corrections. The relative correction, R′δ/R◦δ
decays as 1/ ln δ for χ

(
Š : F

)
and as ln(ln 1/δ)/ ln δ for χ

(
S : F̌

)
and XQCB as δ→ ∞. In

other words, R′δ ∼ 1/(ln δ)2 asymptotically. The very weak prefactor, ln(ln 1/δ), for the
latter two cases is due to the presence of �F in the prefactor in Equations (28) and (29). The
leading order contribution to the decay for χ

(
Š : F

)
is

p1 p2 log2
p2
p1

p2 − p1
|γ|2�F (27)

or with a prefactor of 1/2 ln 2 when p1 = p2 = 1/2. For χ
(
S : F̌

)
, the decay is

p1 p2 log2

[
e

p1 p2
|γ|−2�F

]
|γ|2�F (28)

and, for the QCB result,
C log2

[ e
C
|γ|−2�F

]
|γ|2�F (29)

with C = min[p1, p2] or
√

p1 p2 depending on whether we take the pure state result or
generically take the mixed state bound. These forms show the same exponential decay but
the latter two have a weak dependence of the prefactor on �F .
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Figure 1. Approach to the plateau. Information measures X versus fragment size �F for p1 = 1/4
and γ = 7/8. All three quantities, X = XQCB (green line), χ

(
S : F̌

)
(orange line), and χ

(
Š : F

)
(blue

line), rapidly rise to the classical plateau, HS , as the fragment size �F increases. The quantum mutual
information, I(S : F ) (not shown), is equivalent to χ

(
Š : F

)
when good decoherence is present. The

QCB result, XQCB, lower bounds the other two, but is close to χ
(
S : F̌

)
. The inset shows the decay to

the plateau. All three measures decay with the same exponent. The χ
(
Š : F

)
does, though, deviate

from the other two quantities, as the latter two have a prefactor that depends on �F (both with the
same functional form). This offset does not influence the redundancy asymptotically (i.e., as a relative
correction, it itself decays).

3. Conclusions

Quantum Darwinism clarifies the role of the proliferation of information in the
quantum-to-classical transition. Here, I examined the quantity introduced by Touil et al. [38],
χ
(
S : F̌

)
, where an (optimal) measurement is made on the fragment, reminiscent of the

quantum Chernoff bound. It provides an appealing approach to finding the redundancy
of information, as it is an accessibility bound that becomes the accessible information in
the limit of good decoherence. For the special case of a pure SE state, the accessible infor-
mation is directly related to the optimal error probability for distinguishing conditional
states on the environment (i.e., hypothesis testing or inference), of which an exact expres-
sion (including the prefactor) can be computed. Moreover, this connection immediately
generalizes the result to any pure, D = 2 model (spin environments, qudit environments,
photon environments, etc.) and to inhomogeneous environments (including ones with
self-Hamiltonians, as in Equation (9)). That decay, as expected, has the same exponent as
the QCB, as the QCB promises (and only promises) to yield the right asymptotic decay, not
the prefactor. Asymptotic analysis provides a non-empirical way to show that all quantities
give the same redundancy—due to the same exponent—to leading order (and that correc-
tions are small) and makes the universality of the plateau approach manifest. Since the
QCB applies more generally, its universal bound should further help shed light on future
results that yield exact entropic quantities or alternative bounds. Its importance—the QCB’s
importance—goes beyond this, however, as it provides a single shot, finite F framework
for understanding how we observers learn in a quantum Universe.
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