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Preface to ”Recent Advances in Machine Learning

and Computational Intelligence”

Machine learning and computational intelligence are currently among the hottest research

directions and have been applied to various areas with many successes, such as fields of image

processing, point cloud processing, and natural language processing. Researchers explore many

intelligent algorithms which are characterized by computational adaptability, robustness, and

high-level performance. These algorithms facilitate intelligent behavior in complex and dynamic

environments and the development of technology that enables machines to think, behave, or act

more humanely. This book, consisting of 10 articles written by research experts on topics of interest,

reports on the latest research in machine learning and computational intelligence. Many novel and

interesting methods are introduced, which we hope will provide guiding significance for the further

development of machine learning and computational intelligence.

Yue Wu , Xinglong Zhang, and Pengfei Jia

Editors
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1. Introduction

Machine learning and computational intelligence are currently high-profile research
areas attracting the attention of many researchers. They have achieved remarkable results
in various fields such as computer vision and natural language processing, showing their
strong advantages. Researchers have explored many intelligent algorithms, characterized
by computational adaptability, robustness, and high performance. These algorithms facili-
tate intelligent behavior in complex and dynamic environments and the development of
technology that enables machines to think, behave, or act more humanely. This not only
promotes the further development of machine learning and computational intelligence, but
also provides richer ideas for applications.

2. Recent Advances

In view of the above, this Special Issue was introduced to collect the latest research
on this topic. These latest research works have addressed various practical application
scenarios by utilizing machine learning and computational intelligence techniques. This
Special Issue contains 10 papers written by research experts on related topics of interest. In
reviewing this Special Issue, various topics have been addressed, predominantly machine
learning techniques and heuristic search algorithms. The following seven papers utilize
machine learning techniques to solve problems in the fields of computer vision, natural
language processing, classification, and so on. The first paper, authored by M. Kim and
M.H. Song, studies the machine learning-based diagnosis of facial skin problems. They
used enhanced mask R-CNN and super-resolution GAN to successfully solve this prob-
lem [1]. The second paper was written by Z. Liu, X. He and Y. Lu. This paper addresses the
problem of left ventricle (LV) segmentation of cardiac magnetic resonance (MR) images,
which could help doctors in the clinical diagnosis of cardiovascular diseases (CVDs). They
provided an effective solution by combining the strengths of UNet 3+ and Transformer [2].
The authors A.M. Mostafa, M. Aljasir, M. Alruily, A. Alsayat, and M. Ezz provided a
comprehensive review of recent sentiment analysis methods based on lexicon or machine
learning. They proposed a forward fusion feature selection algorithm for the sentiment
analysis problem of Arabic reviews [3]. The fourth paper, by G. Ou, Y. He, P. Fournier-Viger
and J.Z. Huang, proposed a new naive Bayesian classifier (NBC) construction method for
mixed attribute data classification problems [4]. This method is mainly intended to solve
two limitations of the NBC: one is the assumption of strong independence; while the other
is that it cannot effectively solve continuous attributes. The fifth paper, by Z. Zhang, X.
Chang, H. Ma, H. An, and L. Lang, proposed a new locomotion control algorithm for
quadruped robots by combining the advantages of model predictive control (MPC) and
reinforcement learning (RL) [5]. It is an adaptive approach that achieves a better locomotion
performance and balance stability. The sixth paper, by C. Wang and Z. Xiao, used deep
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learning methods to study credit scoring problems in the financial industry, and designed
an end-to-end feature-embedded transformer (FE-Transformer) credit scoring method [6].
The seventh paper, authored by Y. Huang, X. Xu, Y. Li, X. Zhang, Y. Liu, and X. Zhang, used
deep reinforcement learning techniques to solve the vehicle-following control problem [7].
They proposed a subsection proximal policy optimization method (subsection-PPO) to
improve the efficiency and safety of the vehicle-following control method.

In addition, three papers studied heuristic search algorithms in the field of com-
putational intelligence. In the first paper, L. Zhao and H. Jin improved the traditional
vector-weighted optimization algorithm (INFO) and designed a promising optimization
algorithm (IDEINFO) [8]. The algorithm further improves the global search ability and
achieves an excellent optimization performance. The second paper showed a new UAV
path planning algorithm (RJA-Star), proposed by J. Li, W. Zhang, Y. Hu, S. Fu, C. Liao,
and W. Yu [9]. This method significantly reduced the moving distance, computation time,
number of nodes, number of corners, and maximum angles, and effectively improved the
obstacle avoidance ability of agricultural drones. The final paper, by A. Aboud, N. Rokbani,
B. Neji, Z. Al Barakeh, S. Mirjalili, and A.M. Alimi, studied the use of the crow search
algorithm (CSA) for dynamic multi-objective optimization and multi-objective optimization
problems [10]. The authors designed a distributed bi-behaviors crow search algorithm
(DB-CSA) with two new mechanisms.

3. Future Outlook

This Special Issue introduces many novel and interesting methods, providing guid-
ance for the further development of machine learning and computational intelligence.
Looking forward, there are still many thought-provoking issues worthy of further in-depth
exploration by researchers. In the future, it will be necessary to apply machine learning
and computational intelligence technologies to solve more challenging problems in various
fields and propose more robust, accurate, and efficient solutions.
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Abstract: This study proposes an improved vector-weighted averaging algorithm (IDEINFO) for the
optimization of different problems. The original vector-weighted optimization algorithm (INFO)
uses weighted averaging for entity structures and uses three core procedures to update the positions
of the vectors. First, the update rule phase is based on the law of averaging and convergence
acceleration to generate new vectors. Second, the vector combination phase combines the obtained
vectors with the update rules to achieve a promising solution. Third, the local search phase helps the
algorithm eliminate low-precision solutions and improve exploitability and convergence. However,
this approach pseudo-randomly initializes candidate solutions, and therefore risks falling into local
optima. We, therefore, optimize the initial distribution uniformity of potential solutions by using a
two-stage backward learning strategy to initialize the candidate solutions, and a difference evolution
strategy to perturb these vectors in the combination stage to produce improved candidate solutions.
In the search phase, the search range of the algorithm is expanded according to the probability
values combined with the t-distribution strategy, to improve the global search results. The IDEINFO
algorithm is, therefore, a promising tool for optimal design based on the considerable efficiency of
the algorithm in the case of optimization constraints.

Keywords: differential evolution strategy; global search optimization; optimization algorithm; search
accuracy; weighted mean of vectors

1. Introduction

As society develops, so will the complexity of its problems. Solving these increas-
ingly complex problems is a key part of promoting ongoing development. Traditional
algorithms no longer meet the necessary performance requirements for such problems.
However, extensive research on intelligent algorithms has led to successful industrial
applications within the engineering domain, where global optimization of nonlinear and
complex objective functions is particularly difficult. Metaheuristic algorithms provide the
simplicity needed to solve complex path planning [1,2], engineering optimization [3,4],
medical diagnosis [5], intelligent control [6], image engineering [7], and network structure
optimization problems [8].

Although many traditional numerical analysis methods have been studied in this
regard, some deterministic methods are still not fit to solve challenging problems in the field
of highly nonlinear search, due to their complexity. The optimization of problems through
the application of deterministic methods, such as Lagrangian or simplex methods, requires
both initial information about the problem and complex computations. Therefore, it is not
always possible or feasible to use such methods, for problems of this level, to explore the
global optimal solution problem, and hence, there remains an urgent need to develop an
effective method to solve increasingly complex optimization problems. In fact, optimization
methods can take various forms and formulations, perhaps without the formal restrictions
they necessitate for core development in stochastic class exploration. Problems dealing with
these forms, such as multi-objective optimization, fuzzy optimization, robust optimization,
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modulo optimization, large-scale optimization, and single-objective optimization, can
therefore be utilized.

In recent years, several population-based optimization algorithms have been applied
as simple and reliable methods to solve problems in computer science and industry. Many
researchers have demonstrated that these population-based approaches are promising for
solving many challenging problems. Some algorithms use methods that mimic natural
evolutionary mechanisms and basic genetic rules such as selection, reproduction, mutation,
and migration [9]. One of the most popular evolutionary methods is the introduced genetic
algorithm (GA) [10]. With their unique three core operations of crossover, mutation, and
selection, genetic algorithms have achieved excellent performance on many optimization
problems. Other popular evolutionary algorithms include differential evolution (DE) [11]
and genetic programming (GP) [12]. Such evolutionary algorithms simulate the way
organisms evolve in nature and are highly adaptable to optimization problems. Moreover,
some methods are developed from the laws of physics, such as the simulated annealing
algorithm (SA) [13], which simulates the annealing mechanism in physical materials science.
Moreover, with its excellent local search capability, SA is used to optimize nonlinear
and linearized problems such as multilayer perceptron (MLP) training for motor speed
regulation, and proportional-integral differential controller design [14]. The Grey Wolf
Optimization (GWO) algorithm [15,16] is a new population intelligence optimization
algorithm widely used in many important fields. It primarily mimics the stratification
pattern and hunting behavior of gray wolf packs, and optimizes through wolf stalking,
encircling, and pouncing behaviors. Compared with traditional optimization algorithms
such as PSO and GA, GWO has the advantages of fewer parameters, simple principles, and
easy implementation. However, GWO also has disadvantages, such as a slow convergence
speed, low solution accuracy, and easily falling into local optimality. One of the latest
mature methods is the gradient-based optimizer (GBO) [17], which considers Newtonian
logic to explore suitable regions and achieve a global solution. This method has been
applied in many fields, including sentiment recognition [18] and parameter evaluation [19].
Most population approaches model the particle swarm optimization (PSO) equation by
changing the heuristic basis of collective social behavior around a population of animals [20].
Particle Swarm Optimization (PSO) is one of the most successful algorithms of this type,
inspired by the individual and collective intelligence of birds when they flock together.
Specifically, PSO has some parameters that need to be adjusted and, unlike other methods,
PSO has a memory machine that retains the knowledge of the better performing particles,
which helps the algorithm to find the optimal solution faster. Currently, PSO has been
engaged with the large-scale optimization problem. In addition, there are many newly
developed improved intelligent optimization algorithms, for example, ref. [21] proposed
an improved GWO to solve the instability and convergence accuracy problems when GWO
is applied to mobile robot path planning as a metaheuristic algorithm with a powerful
optimization search capability. In [22], an improved crawler search algorithm (IRSA),
based on the sine cosine algorithm and Levy flight, was proposed. The improved sine
cosine algorithm has an enhanced global search capability, avoids local minima traps
by a comprehensive search of the solution space, and the Levy flight operator, with a
jump size control factor, improves the exploitation capability of the search agent. A new
metaheuristic optimization algorithm based on ancient warfare strategies was proposed
in [23], introducing a new weight update mechanism and a weak troop migration strategy.
The proposed warfare strategy algorithm achieves a good balance between the exploration
and development phases.

Although the abovementioned optimization methods can solve a variety of challeng-
ing practical engineering optimization problems, according to the No Free Lunch (NFL)
theorem [24], no single optimization method can be the best tool to solve all problems.
The case where some form of structure exists over the set of objective values, rather than
the typical total ordering. It is shown that in such cases, when attention is restricted to
natural measures of performance and optimization algorithms that measure performance
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and optimize based on such structure, the “no free lunch” result holds for any class of
problems with closed structure under permutations [25]. In contrast, the INFO algorithm,
proposed in [26], is a forward-looking algorithm that provides a promising platform for
the future of the optimization literature in computer science through innovative attempts
to target this approach. Our goal is to apply this improved vector-weighted averaging
method to various optimization problems and make it a scalable optimizer.

In [26], a new optimizer (INFO) is designed, that can form a more stable structure by
modifying the weighted averaging and updating the position of the vectors. The update
phase, the combination phase, and the local search are the three core steps of INFO. Unlike
other methods, the mean-based update rule is used in INFO to generate new vectors, which
will speed up the convergence. In the vector combination phase, the two vectors obtained
in the vector update phase are combined to generate a new vector to improve the local
search capability. This operation ensures the diversity of the population to some extent.
Considering the global optimal position and the mean-based rule, the local operation can
effectively improve the vulnerability of the information material to local optima. The focus
introduces the three core procedures mentioned above to optimize various optimization
cases and engineering problems, such as structural and mechanical engineering problems
and water resource systems. The INFO algorithm uses the concept of weighted averages
to move agents toward better positions. The main motivation for INFO is to emphasize
its performance aspects, potentially solving some optimization problems that cannot be
solved by other methods.

In general, evolutionary algorithms can be divided into two types: single-solution-
based and population-based algorithms [27]. In the first case, the search process of the
algorithm starts with a single solution and updates its position during the optimization
process. The best-known single-solution-based algorithms include single-solution-based
simulation algorithms, including simulated annealing (SA) [13]. However, their drawbacks
are the plausibility of high positions captured in the local optimum and the failure of
information exchange, as these methods have only a single trend in the opposite direction.
GA, DE, PSO, Ant Colony Optimization (ACO) [28], Artificial Bee Colony (ABC) [29],
Harris Hawkeye Optimization (HHO) [30], Hunger Games Search (HGS) [31], Rungakuta
Optimizer (RUN) [32], Sticky Fungus Algorithm (SMA) [33], and Whale Optimization
(WOA) [34] are some examples of population-based algorithms. These methods can elim-
inate local optimization because they use a set of solutions in the optimization process.
In addition, information exchange can be shared between solutions, which helps them
to search better in difficult search spaces. However, these algorithms require significant
computational costs for function evaluation and high-dimensional computation during
optimization. Based on the above discussion, population-based algorithms are considered
more reliable and robust optimization methods than single-solution-based algorithms.

In general, the best formulation of the algorithm is investigated by evaluating different
types of benchmark and engineering problems. Typically, the optimizer uses one or more
operators to perform two phases: exploration and exploitation. An optimization algorithm
requires a search mechanism to find promising regions in the search space, which is done
in the exploration phase. The exploitation phase improves the local search capability and
the speed of convergence to promising regions. Balancing these two phases is a challenging
problem for any optimization algorithm. According to previous studies, no precise rules
have been established so far to distinguish the most appropriate transition time from the
exploration to the development phase, or the stochastic nature of this type of optimizer, due
to its unexplored form [35]. Therefore, addressing this problem is crucial for developing and
designing a stable and reliable optimization algorithm. Concerning the main challenges, in
order to create a high-performance optimization algorithm, we focused on vector-weighted
optimization algorithms with efficient optimization performance, which is based on the
principle of vector-weighted averaging. By avoiding nature-inspired thinking, INFO
can provide a promising way to avoid and reduce the challenges of other optimization
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algorithms, thus taking a step forward in having strong optimization capabilities for
practical problems in the field of complex unknown search.

In this paper, we report on our improvements to the INFO algorithm, which provides
the following contributions:

• A two-stage backward learning strategy that initializes candidate solutions, resulting
in improved distribution uniformity and enhanced search capability.

• A DE strategy that perturbs vector individuals to iteratively generate candidate solu-
tions via greedy selection, which eliminates poorly adapted vectors and improves the
local search ability.

• A combined t-distribution and probabilistic strategy that expands the search range
and avoids local optima traps.

To evaluate our algorithm’s performance, 14 sets of test functions are applied, im-
provement metrics are tested separately, and we compare our improved INFO model with
the SSA, GWO, and baseline INFO algorithms.

2. Materials and Methods

2.1. INFO

INFO is a population-based optimizer that applies weighted averaging rules to vectors
in a search space to find the optimal solution after several consecutive generations. The
baseline model has the advantages of strong search optimization and fast convergence [26].
The following subsections describe the phases of the algorithm’s operation.

2.2. Initialization Phase

The INFO algorithm comprises a population of D vectors in an Np-dimensional search
domain. In this step, the algorithm applies two main control parameters: weighted average
δ and proportionality σ. Generally, the scale factor is increased by updating the regular
operator to obtain a vector, which depends on the size of the search domain. σ is used to
calculate the exponential weighted averages of vectors. These parameters do not require
fine-tuning and are dynamically updated during generation.

2.3. Update-Rule Phase

The update-rule operation increases the diversity of the population during the search
using the weighted average of vectors to create new vectors. This phase consists of two
main activities. The first starts with a random initial solution and extracts the weighted
mean of a set of random vectors to move to the next candidate solution. The second activity
accelerates convergence. This process is defined by Equations (1)–(4).

If rand < 0.5,

z1g
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(

xg
a2 − xg

a3

)
(

f
(

xg
a2

)
− f

(
xg

a3

)
+ 1

) , (3)

z2g
l = xbt + σ × MeanRule + randn ×

(
xg

a1 − xg
a2

)
(

f
(

xg
a1

)
− f

(
xg

a2

)
+ 1

) , (4)

8
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where z1g
l and z2g

l are the new position vectors for the gth iteration, σ represents the scaling
factor of vectors, and α1 �= α2 �= α3 �= 1. σ and α are calculated using Equations (5) and (6),
respectively, where α is a random integer in [1, Np]; randn is a random value in a standard
positive terrestrial distribution.

σ = 2α × rand − α, (5)

α = 2 × exp
(
−4 × g

Maxg

)
, (6)

MeanRule = r × WM1g
l + (1 − r)× WM2g

l , (7)

where r is a random number in [0, 0.5], and l = 1, 2, . . . , Np. WM2g
l is defined as follows:

WM2g
l = δ × w1(xa1 − xa2) + w2(xa1 − xa3) + w3(xa2 − xa3)

w1 + w2 + w3 + ε
+ ε × rand. (8)

For WM1g
l ,l = 1, 2, . . . , Np, and its w1, w2, w3, and ω are expressed as follows:

w1 = cos(( f (xa1)− f (xa2)) + π)× exp
(
−
∣∣∣∣ f (xa1)− f (xa2)

ω

∣∣∣∣
)

, (9)

w2 = cos(( f (xa1)− f (xa3)) + π)× exp
(
−
∣∣∣∣ f (xa1)− f (xa3)

ω

∣∣∣∣
)

, (10)

w3 = cos(( f (xa2)− f (xa3)) + π)× exp
(
−
∣∣∣∣ f (xa2)− f (xa3)

ω

∣∣∣∣
)

, (11)

ω = max( f (xa1), f (xa2), f (xa3)), (12)

M2g
l = δ × w1(xbs − xbt) + w2(xbs − xws) + w3(xbt − xws)

w1 + w2 + w3 + ε
+ ε × rand. (13)

For WM2g
l ,l = 1, 2, . . . , Np, and its w1, w2, w3, and ω are expressed as follows:

w1 = cos(( f (xbs)− f (xbt)) + π)× exp
(
−
∣∣∣∣ f (xbs)− f (xbt)

ω

∣∣∣∣
)

, (14)

w2 = cos(( f (xbs)− f (xws)) + π)× exp
(
−
∣∣∣∣ f (xbs)− f (xws)

ω

∣∣∣∣
)

, (15)

w3 = cos(( f (xbt)− f (xws)) + π)× exp
(
−
∣∣∣∣ f (xbt)− f (xws)

ω

∣∣∣∣
)

, (16)

ω = f (xws), (17)

δ = 2β × rand − β, (18)

α = β = 2exp
(
−4 × g

Maxg

)
. (19)

Weighting functions w1, w2, and w3 are used to calculate the weighted averages of the
vectors, and xbs, xbt, and xws are the optimal, suboptimal, and worst solution vectors in the
first g generations of the population, respectively.

Convergence acceleration (CA) is added to the update-rule operator to improve the
global search capability and find the best vector in the search space. With the INFO
algorithm, the best solution is assumed to be the one closest to the global optimum. Hence,
CA moves the vector in that direction. The CA presented in the equation is multiplied by a
random number in the range [0, 1] at each step, and new vectors are computed as follows:

CA = randn × (xbs − xa1)

( f (xbs)− f (xa1) + ε)
, (20)

9
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zg
l = xg

l + δ × MeanRule + CA. (21)

2.4. Vector-Merging Stage

In this stage, INFO combines vectors z1g
l and z2g

l with rand < 0.5 to generate the new
vector, ug

1.
If rand1 < 0.5 and rand2 < 0.5,

ug
l = z1g

l + μ
∣∣∣z1g

l − z2g
l

∣∣∣; (22)

otherwise, if rand1 < 0.5 and rand2 ≥ 0.5,

ug
l = z2g

l + μ
∣∣∣z1g

l − z2g
l

∣∣∣. (23)

In either case, when rand1 < 0.5,

ug
l = xg

l , (24)

where ug
l is the new vector formed by combining the first g generational vectors, and

μ = 0.05 × randn.

2.5. Local Search Phase

The local search phase aims to avoid local optima and generate a new vector when
rand < 0.5.

xrnd = φ × xavg + (1 − φ)× (φ × xbt + (1 − φ)× xbs), (25)

xavg =
(xa + xb + x3)

3
, (26)

If rand1 < 0.5 and rand2 < 0.5,

ug
1 = xbs + randn ×

(
MeanRule + randn ×

(
xg

bs − xg
a1

))
; (27)

otherwise, if rand1 < 0.5 and rand2 ≥ 0.5,

ug
1 = xrnd + randn × (MeanRule + randn × (v1 × xbs − v2 × xrnd)), (28)

where φ is a random value in [0, 1], xrnd is a new solution made by combining xavg, xbt, and
xbs, and v1 and v2 are two random numbers defined as follows:

v1 =

{
2 × rand

1
p > 0.5
p ≤ 0.5

, (29)

v2 =

{
rand

1
p < 0.5
p ≥ 0.5

. (30)

2.6. Improved INFO Algorithm Design
2.6.1. Two-Stage Backward Learning Strategy

Because the baseline INFO algorithm randomly initializes the positions of candidate
solutions using pseudo-random numbers, local extrema traps are possible. Thus, it is
expected that a reverse learning approach to initializing the population, combined with a
greedy search, will improve the model’s global performance.

The reverse point learning model is defined as follows. Let the initial solution,
X(x1, x2, . . . , xd), be located at a point where xi ∈ [ai, bi], i ∈ [1, d]. ai, bi denotes the
lower and upper limits of the ith dimensional coordinate, respectively, taking d as the

10
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dimension of the search space. The coordinates of the reverse point, X1

(
�
x1,

�
x2, ...,

�
xd

)
, are

then calculated as follows:
�
xi = ai + bi − xi. (31)

The two-stage backward learning strategy is divided into random and basic backward
learning types. The size of the random number in [0, 1] is compared to the switching
probability (0.5) to select the backward learning stage. If P is less than this random number,
basic backward learning is selected:

−−−→
Cnew = lbi + (ubi −

→
C); (32)

otherwise, random reverse learning is applied:

−−−→
Cnew = lbi + R(ubi −

→
C). (33)

R is a random number in (0, 1), lbi and ubi are the upper and lower bounds, respec-

tively,
→
C denotes the position updated by concentration only, and

−−−→
Cnew denotes the new

position obtained after the two learning stages.
Although this process accelerates convergence to a certain extent, there is no guarantee

that the new solution will necessarily be better than the original. Hence, the greedy
algorithm is applied for merit:

→
C =

⎧⎨
⎩
−−−→
Cnew , f (

−−−→
Cnew) ≤ f (

→
C)

→
C , f (

−−−→
Cnew) > f (

→
C)

. (34)

2.6.2. DE Strategy

To diversify the population, and expand the search range during each iteration, new
child sparks are generated via the differential algorithm to potentially improve the vectors
of the next generation [36,37]. DE performs vector synthesis with individuals to be mutated
by randomly selecting three from the population and scaling their vector differences:{

pg+1
i = xg

d1 + F ·
(

xg
d2 − xg

d3

)
i �= d1 �= d2 �= d3

, (35)

where xg
di is the gth individual in the dith generation population, F is the scaling factor that

increases the operator with adaptive variation, and

F = F0 · 2τ , (36)

where F0 is the variation operator, which takes a value in [0, 2], which is usually 0.5.

τ = e1− Gm
Gm−G , Gm is the maximum evolutionary generation, and G is the current evolu-

tionary generation. To increase the diversity of new populations, crossover operations are
introduced as follows:

wg+1
i,j =

{
pg+1

i,j , rand(0, 1) ≤ R, or, j = jrand
xg

i,j, other
, (37)

where R ∈ [0, 1] is the crossover probability, jrand is the random number, pg+1
i,j is the

intermediate generated by the first g generation population variation,

{
pg+1

i

∣∣∣pming+1
i,j

max
i,j

i,j

}
,

and xg
i,j is the individual prior to variation. To determine whether wg+1

i can become an

11
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individual of the first g + 1 generation populations, pg+1
i and pg

i are compared in terms of
fitness, and the optimal value is selected as follows:

pg+1
i =

{
wg+1

i , f
(

wg+1
i

)
≤ f

(
pg

i

)
pg

i , other
. (38)

2.6.3. t-Distribution Strategy with the Number of Iterations as a Parameter

The T(n) distribution (i.e., student distribution) contains parametric degrees of free-
dom, n, which determine its curve shape. The smaller the value, the flatter the curve and
lower the middle [38]. The t− distribution algorithm perturbs the positions of the vectors
to achieve population variation, as follows:

xt
i = xi + xi · t( iter ), (39)

where xt
i is the new position of the ith vector in the population after mutation, xi is the

position of the individual before mutation, and t(iter) is the value of the t-distribution
using the number of iterations as the degrees of freedom.

In the early iterations, the value of iter is small, and the results generated by the
t-distribution are similar to the Coasean variant in economics, which has a strong global
search capability. In later periods, the value of iter grows, becoming more similar to the
Gaussian variant, which has a strong local search capability. Thus, INFO’s algorithmic
accuracy is improved.

2.6.4. Improving the INFO Algorithm with Refined Two-Stage Backward Learning DE and
t-Distribution Strategies

The steps for improving the INFO algorithm based on two-stage backward learning
DE and t-distribution strategies are presented as a flowchart in Figure 1. The stepwise
descriptions are as follows:

Step 1: Initialize the algorithm parameters, including the population size, maximum
number of iterations T, and variable dimensionality.

Step 2: The two-stage backward learning strategy initializes the vector positions and
calculates the fitness of the individuals.

Step 3: Start iterations (t < T).
Step 4: Update the vector positions using the mean-value rule, calculate the average

position of the population, and update the positions.
Step 5: Vector merging and position updating.
Step 6: Local searching and position updating.
Step 7: Calculate the current vector fitness and compare it to obtain the current

optimal individual.
Step 8: Generate probability p and perturb the position of the vector using the DE

strategy if p > 0.5, and vice versa, perturbing the position of the vector according to the
t-distribution strategy.

Step 9: Calculate the vector fitness values after perturbation and compare and update
the positions of the optimal vectors.

Step 10: The individual positions and fitness values of the best vectors are recorded.
Step 11: Repeat Steps 4–10, and when the maximum number of iterations is reached,

the optimal vector position and fitness are output.

12
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Start

Random initialization 
parameters

Two-stage reverse learning strategy 
initializes vector positions

t<T? Output optimal vector 
position and fitness

endUpdate the vector position using the 
mean value rule

Vector merging stage

Local search phase

Calculate the current fitness and 
compare the optimal individual

Generate a random probability P

P > 0.5? t-distribution strategy 
perturbation vector location

Perturbing vector positions using 
differential evolution strategy

Calculate the vector fitness value and 
compare and update the optimal vector

Record the optimal vector individual 
position and fitness value

Y

N

N

Y

 
Figure 1. Steps of improving the INFO algorithm based on two-stage backward learning DE and
t-distribution strategies.
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3. Results

3.1. Experimental Design and Test Functions

The performance evaluation in this article is based on an Intel(R) Core(TM) i5-4590
CPU, a 3.30 GHz main frequency, 8 GB of memory, and Windows 10 (64-bit)operating
system. The programming software is MATLAB2022(a). Table 1 lists the 14 benchmark
functions, and Table 2 lists their dimensions, search ranges, and optimal objective function
solutions. The parameter settings for each algorithm are given in Table 3. For a fair
comparison, the population size of all algorithms was set to 30, the maximum number of
iterations was 1000, and each group of experiments was repeated 50 times to determine the
final results [39].

Table 1. Test function equations.

Function Equation

F1 F1(x) =
n

∑
i=1

|xi|+
n

∏
i=1

|xi|

F2 F2(x) =
n

∑
i=1

(
i

∑
j=1

xj

)2

F3 F3(x)= max{xi|1 ≤ i ≤ n }

F4 F4(x) =
n−1

∑
i=1

[
100(xi + 1 − xi2)

2
+ (xi − 1)2

]

F5 F5(x) =
n

∑
i=1

([xi + 0.5])2

F6 F6(x) =
n

∑
i=1

ix4
i + random[0, 1]

F7 F7(x) =
n

∑
i=1

− xisin(
√|xi|)

F8 F8(x) = −20exp(−0.2

√
1
n

n

∑
i=1

xi2)− exp(
1
n

n

∑
i=1

cos(2πxi)) + 20 + e

F9

F9(x) =
π

n

{
10sin(πy1) + ∑

i=1

(
yi − 1)2

[
1 + 10sin2(πyi + 1

)]
+ (yn − 1)2

}

+
n

∑
i=1

u(xi, 10, 100, 4)yi = 1 +
xi + 1

4

u(xi, a, k, m) =

⎧⎨
⎩

k(xi − a)m

0
k(−xi − a)m

xi > a
−a < xi < a

xi < −a

F10

F10(x) = 0.1
{

sin2(3πx1
)
+

n

∑
i=1

(
xi − 1)2

[
1 + sin2(3πxi + 1

)]

+
(

xn − 1)2
[
1 + sin2(2πxn

)]}
+

n

∑
i=1

u(xi, 5, 100, 4)

F11 F11(x) =
11

∑
i=1

[
ai − x1

(
bi2 + bix2

)
bi2 + bix3 + x4

]2

F12 F12(x) = 4x12 − 2.1x14 +
1
3

x16 + x1x2 − 4x22 + 4x24

F13 F13(x) = −
7

∑
i=1

[
(x − ai)(x − ai)T + ci

]−1

F14 F14(x) = −
10

∑
i=1

[
(x − ai)(x − ai)T + ci

]−1
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Table 2. Test function information.

Function Dimensionality Scope Theoretical Minimum Value

F1 30 [−10, 10] 0

F2 30 [−100, 100] 0

F3 30 [−100, 100] 0

F4 30 [−30, 30] 0

F5 30 [−100, 100] 0

F6 30 [−1.28, 1.28] 0

F7 30 [−500, 500] −12,569.5

F8 30 [−32, 32] 0

F9 30 [−50, 50] 0

F10 30 [−50, 50] 0

F11 4 [−5, 5] 0.1484

F12 2 [−5, 5] −1

F13 4 [0, 10] −1

F14 4 [0, 10] −1

Table 3. Algorithm parameter setting.

Name of the Algorithm Parameters Max-Fes

GWO A ∈ [2, 0] 30,000

WOA a1 ∈ [2, 0], a2 ∈ [−2,−1], b = 1 30,000

SSA c ∈ [2, 0] 30,000

INFO c = 2, d = 4 30,000

INFO1 c = 2, d = 4 30,000

INFO2 c = 2, d = 4 30,000

IDEINFO c = 2, d = 4 30,000

3.2. Experimental Results
3.2.1. High-Dimensional Single-Objective Test Function

A high-latitude test function is one whose search space dimensionality is relatively
high. To demonstrate the optimization-seeking effects of the improved INFO algorithm
on high-latitude single-objective test functions, six of the 14 single-objective types were
selected for testing. Their convergence curves are shown in Figure 2, and their optimization-
seeking space diagrams are shown in Figure 3. INFO1 represents an improved strategy
that introduces two-stage backward learning and a greedy mechanism in the original INFO
algorithm. INFO2 represents an improved strategy that introduces a differential evolution
algorithm and an adaptive t-distribution in the original INFO algorithm. The results for
INFO1 and INFO2 are illustrated in Figures 4 and 5, respectively.

To verify the efficacy of IDEINFO, ablation experiments based on INFO1 and INFO2
were conducted for comparison. In this test,INFO1 represents an improved strategy that
introduces two-stage backward learning and a greedy mechanism in the original INFO
algorithm.INFO2 represents an improved strategy that introduces a differential evolution
algorithm and an adaptive t-distribution in the original INFO algorithm.
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 2. Convergence curves of six selected high-dimensional single-objective test functions: (a) F1,
(b) F2, (c) F3, (d) F4, (e) F5, and (f) F6.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 3. Optimization-seeking space diagrams for six selected high-dimensional single-objective
test functions: (a) F1, (b) F2, (c) F3, (d) F4, (e) F5, and (f) F6.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 4. Results for six selected high-dimensional single-objective test functions: (a) F1, (b) F2, (c) F3,
(d) F4, (e) F5, and (f) F6.
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(a) (b) 

 
(c) (d) 

 
(e) (f) 

Figure 5. Results for six selected high-dimensional single-objective test functions: (a) F1, (b) F2, (c) F3,
(d) F4, (e) F5, and (f) F6.

3.2.2. High-Dimensional Multi-Objective Test Function

To demonstrate the optimization-seeking effects of the improved INFO algorithm on
high-latitude multi-objective test functions, four more of the 14 test functions were selected
for testing. Their convergence curves are shown in Figure 6, and their optimization-seeking
space diagrams are shown in Figure 7. The results for INFO1 and INFO2 are shown in
Figures 8 and 9, respectively. As above, in this test, INFO1 represents an improved strategy
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that introduces two-stage backward learning and a greedy mechanism in the original
INFO algorithm, and INFO2 represents an improved strategy that introduces a differential
evolution algorithm and an adaptive t-distribution in the original INFO algorithm.

 
(a) (b) 

 
(c) (d) 

Figure 6. Convergence curves of four selected high-dimensional multi-objective test functions: (a) F7,
(b) F8, (c) F9, and (d) F10.

 
(a) (b) 

Figure 7. Cont.
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(c) (d) 

Figure 7. Optimization-seeking space diagrams for four selected high-dimensional multi-objective
test functions: (a) F7, (b) F8, (c) F9, and (d) F10.

 
(a) (b) 

 
(c) (d) 

Figure 8. Results for four selected high-dimensional multi-objective test functions (a) F7, (b) F8,
(c) F9, and (d) F10.
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(a) (b) 

 
(c) (d) 

Figure 9. Results for four selected high-dimensional multi-objective test functions (a) F7, (b) F8,
(c) F9, and (d) F10.

To verify the efficacy of IDEINFO, ablation experiments based on INFO1 and INFO2
were conducted for comparison. INFO1 represents an improved strategy that intro-
duces two-stage backward learning and a greedy mechanism in the original INFO al-
gorithm.INFO2 represents an improved strategy that introduces a differential evolution
algorithm and an adaptive t-distribution in the original INFO algorithm.

3.2.3. Low-Dimensional Test Functions

A low-latitude test function is one whose search space dimensionality is relatively
low. To demonstrate the optimization-seeking effects of the improved INFO algorithm
on low-latitude test functions, the last four of the 14 functions were selected for testing.
Their convergence curves are shown in Figure 10, and their optimization-seeking space
diagrams are presented in Figure 11. As above, INFO1 represents an improved strategy
that introduces two-stage backward learning and a greedy mechanism in the original INFO
algorithm, while INFO2 represents an improved strategy that introduces a differential
evolution algorithm and an adaptive t-distribution in the original INFO algorithm. The
results graphs for INFO1 and INFO2 are illustrated in Figures 12 and 13, respectively.
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(a) (b) 

 
(c) (d) 

Figure 10. Convergence curves of four selected low-dimensional test functions: (a) F11, (b) F12,
(c) F13, and (d) F14.

 
(a) (b) 

Figure 11. Cont.
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(c) (d) 

Figure 11. Optimization-seeking space diagrams for four selected low-dimensional test functions:
(a) F11, (b) F12, (c) F13, and (d) F14.

 
(a) (b) 

 
(c) (d) 

Figure 12. Results for four selected low-dimensional test functions (a) F11, (b) F12, (c) F13, and
(d) F14.

24



Appl. Sci. 2023, 13, 2336

 
(a) (b) 

 
(c) (d) 

Figure 13. Results for four selected low-dimensional test functions (a) F11, (b) F12, (c) F13, and
(d) F14.

To verify the efficacy of IDEINFO, ablation experiments based on INFO1 and INFO2
were conducted for comparison. INFO1 represents an improved strategy that intro-
duces two-stage backward learning and a greedy mechanism in the original INFO al-
gorithm.INFO2 represents an improved strategy that introduces a differential evolution
algorithm and an adaptive t-distribution in the original INFO algorithm.

4. Discussion

4.1. Comparison of Convergence Results

Tables 4–6 present the summary analysis of the results of testing high-latitude single-
target, high-latitude multi-target, and low-latitude benchmark functions. From these tables,
it can be seen that the improved INFO algorithm has the best results, and comparison tests
with INFO1 and INFO2 show that the improved method provides superior accuracy and
robustness. For the high-dimensional test function, the experimental results in Table 4
show that, in general, the difference between IDEINFO and INFO2 is not significant, but
IDEINFO has the highest optimization accuracy among the six compared algorithms,
and the solution accuracy and stability of IDEINFO are significantly better than the five
comparison algorithms. The experimental results in Table 5 show that IDEINFO has
the highest overall. However, among the F9 functions, INFO2 outperforms the other
comparative algorithms.
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Table 4. Experimental results for six high-latitude single-target benchmark test functions.

F Index IDEINFO INFO SSA GWO WOA INFO1 INFO2

F1

Best 0 6.7057 × 10−28 0 2.7058 × 10−36 1.3810 × 10−115 4.2970 × 10−28 0

Mean 0 2.8115 × 10−27 6.4300 × 10−20 1.0693 × 10−34 2.5704 × 10−102 2.8729 × 10−27 0

Std 0 6.8192 × 10−28 7.2766 × 10−19 1.0672−34 2.1129 × 10−101 6.3544 × 10−28 0

F2

Best 0 1.2106 × 10−53 0 6.3897 × 10−21 9569.1641 9.2088 × 10−54 0

Mean 0 7.8038 × 10−52 4.2017 × 10−34 1.4629 × 10−14 20,730.2593 7.6727 × 10−52 0

Std 0 7.0452 × 10−52 5.9418 × 10−33 5.7738 × 10−14 2569.6795 8.3436 × 10−52 0

F3

Best 0 3.4184 × 10−29 0 2.9501 × 10−16 0.00011002 5.7132 × 10−29 0

Mean 0 5.7937 × 10−28 1.1195 × 10−20 1.7655 × 10−14 32.8655 5.2304 × 10−28 0

Std 0 3.4028 × 10−28 1.4256 × 10−19 3.4399 × 10−14 28.2881 2.51 × 10−28 0

F4

Best 4.6904 × 10−15 16.9501 2.2361 × 10−11 25.0954 26.1798 16.5694 3.1549 × 10−14

Mean 1.5759 × 10−8 19.4498 2.5536 × 10−5 26.7773 27.1942 19.4832 1.5887 × 10−8

Std 3.6914 × 10−8 0.7041 6.0245 × 10−5 0.7764 0.5283 0.7499 6.1874 × 10−8

F5

Best 1.2326 × 10−32 2.6038 × 10−20 4.009 × 10−11 1.2798 × 10−5 0.0092902 1.1449 × 10−19 1.5407 × 10−32

Mean 3.2376 × 10−31 2.0788 × 10−13 1.2121 × 10−7 0.6228 0.068798 1.9366 × 10−14 7.0196 × 10−31

Std 5.1236 × 10−31 1.0668 × 10−12 3.522 × 10−7 0.42264 0.078427 6.2517 × 10−14 1.1262 × 10−30

F6

Best 6.2313 × 10−7 5.1252 × 10−5 1.4029 × 10−0 0.00013678 4.3456 × 10−5 6.7265 × 10−0 7.2831 × 10−6

Mean 7.2422 × 10−5 0.00077635 0.00077635 0.00075583 0.0015206 0.00084333 6.5934 × 10−5

Std 5.6658 × 10−5 0.00066449 0.00066449 0.00044961 0.0016606 0.00073516 4.0882 × 10−5

Table 5. Experimental results for four high-latitude multi-objective benchmark test functions.

F Index IDEINFO INFO SSA GWO WOA INFO1 INFO2

F7

Best −11205.917 −11365.255 −12569.485 −7610.723 −12569.482 −10928.05 −12094.216

Mean −10218.713 −8662.457 −9140.772 −5864.470 −11201.082 −9034.592 −10451.007

Std 592.216 731.942 2642.386 717.885 1541.727 641.344 617.033

F8

Best 4.4409 × 10−16 4.4409 × 10−16 4.4409 × 10−16 1.1102 × 10−14 4.4409 × 10−16 4.4409 × 10−16 4.4409 × 10−16

Mean 4.4409 × 10−16 4.4409 × 10−16 4.4409 × 10−16 1.5881 × 10−14 3.6948 × 10−15 4.4409 × 10−16 4.4409 × 10−16

Std 0 0 0 2.8846 × 10−15 2.4875 × 10−15 0 0

F9

Best 1.7077 × 10−32 3.4691 × 10−21 7.7964 × 10−14 0.0062327 0.00062453 4.7647 × 10−21 1.6593 × 10−32

Mean 1.1726 × 10−30 0.0062119 8.5844 × 10−9 0.037611 0.0074199 0.0031101 1.3445 × 10−31

Std 2.7026 × 10−30 0.028725 2.0196 × 10−8 0.020538 0.0087554 0.017729 5.8543 × 10−31

F10

Best 0.043939 1.0754 × 10−18 7.0359 × 10−12 4.5913 × 10−5 0.012006 4.5503 × 10−19 0.043939

Mean 1.2208 0.050698 1.417 × 10−7 0.51788 0.21943 0.057427 1.2345

Std 1.1314 0.07418 3.8101 × 10−7 0.22404 0.15429 0.06979 1.1609

In the low-dimensional test functions, as shown in Table 6, the IDEINFO algorithm
proposed in this paper significantly outperforms the other six algorithms, and the optimal
solution is found for each of the compared algorithms in the optimization experiment for
the F12 function. Therefore, it is verified that the IDEINFO algorithm is highly robust in
solving low- and high-dimensional problems, demonstrating that the IDEINFO algorithm
has some competitive advantage in solving function optimization problems.

4.2. Wilcoxon Rank Sum Test

In the above simulation experiment, the mean and standard deviation alone cannot
fully verify the superiority of the IDEINFO algorithm. To ensure the fairness and validity of
the algorithm, it is necessary to conduct a statistical test. In this paper, we use the Wilcoxon
rank sum test to verify whether the results of each IDEINFO experiment are statistically
significantly different from other algorithms. The rank sum test was performed at the
5% significance level, and at p < 5%, it can be considered as rejecting the H0 hypothesis,
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indicating that there is a significant difference between the two algorithms; for p > 5%,
the H0 hypothesis is accepted, indicating that the two algorithms have the same overall
performance. Table 7 compares the IDEINFO, INFO1, INFO2,INFO, SSA, WOA, and GWO
algorithms for 14 benchmark tests. The Wilcoxon rank sum test on 14 benchmark functions
is presented in Table 7. It indicates the comparable performance between the two, where
“Na” is “not applicable”; i.e., no significant test can be performed. For the results of the
significance tests, “+”, “−”, and “=”, indicate that the performance of IDEINFO is better or
worse than that of the compared algorithm.

Table 6. Experimental results for four low-latitude benchmark test functions.

F Index IDEINFO INFO SSA GWO WOA INFO1 INFO2

F11

Best 0.00030749 0.00030749 0.00030749 0.00030749 0.00030752 0.0030749 0.00030749

Mean 0.0011592 0.00033496 0.00031349 0.0010126 0.00058225 0.0043524 0.0041142

Std 0.0003646 0.0001566 6.6315 × 10−5 0.0037102 0.00040975 0.0014248 0.00032207

F12

Best −1.0316 −1.0316 −1.0316 −1.0316 −1.0316 −1.0316 −1.0316

Mean −1.0316 −1.0316 −1.0316 −1.0316 −1.0316 −1.0316 −1.0316

Std 6.7752 × 10−16 6.7752 × 10−16 3.905 × 10−9 4.2802 × 10−9 1.3367 × 10−10 6.7122 × 10−16 6.7122 × 10−16

F13

Best −10.4029 −10.4029 −10.4029 −10.4029 −10.4027 −10.4029 −10.4029

Mean −10.4029 −8.6849 −10.4029 −10.4028 −8.1503 −8.6849 −9.7031

Std 1.8067 × 10−15 3.1747 1.2781 × 10−5 9.0224 × 10−5 3.1151 3.1747 2.1403

F14

Best −10.5364 −10.5364 −10.5364 −10.5364 −10.5364 −10.5364 −10.5364

Mean −10.5364 −9.8192 −10.5364 −10.5363 −9.4995 −10.0462 −10.313

Std 1.6493 × 10−15 2.1989 1.8401 × 10−5 8.0884 × 10−5 2.3942 1.8886 1.2234

Table 7. Wilcoxon rank sum test results.

F Index INFO SSA GWO WOA INFO1 INFO2

F1
P 6.3864× 10−5 0.00023125 6.3864× 10−5 6.3864× 10−5 6.3864× 10−5 NaN

R + + + + + =

F2
P 6.3864× 10−5 0.00075118 6.3864× 10−5 6.3864× 10−5 6.3864× 10−5 NaN

R + + + + + =

F3
P 6.3864× 10−5 6.3864× 10−5 6.3864× 10−5 6.3864× 10−5 6.3864× 10−5 NaN

R + + + + + =

F4
P 0.00018267 0.00018267 0.00018267 0.00018267 0.00018267 0.73373

R + + + + + -

F5
P 0.00018165 0.00018165 0.00018165 0.00018165 0.00018165 1

R + + + + + -

F6
P 0.00018267 0.001008 0.00018267 0.00018267 0.00018267 0.57075

R + + + + + -

F7
P 0.00018165 0.14047 0.00018267 0.79134 0.00018165 0.47268

R + - + - + -

F8
P 0.00018165 NaN 4.0402 × 10−5 0.00018923 0.00018165 NaN

R + = + + + =

F9
P 0.00018267 0.00018267 0.00018267 0.00018267 0.00018267 0.42736

R + + + + + -
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Table 7. Cont.

F Index INFO SSA GWO WOA INFO1 INFO2

F10
P 0.00018267 0.021134 0.14047 0.00018267 0.00018267 0.8796

R + + - + + -

F11
P 0.00017562 0.00017562 0.00017562 0.00017562 0.00017562 0.010336

R + + + + + +

F12
P 6.3864 × 10−5 6.3864 × 10−5 6.3864 × 10−5 6.3864 × 10−5 6.3864 × 10−5 NaN

R + + + + + =

F13
P 6.3864 × 10−5 6.3864 × 10−5 6.3864 × 10−5 6.3864 × 10−5 6.3864 × 10−5 NaN

R + + + + + =

F14
P 0.00010997 0.00010997 0.00010997 0.00010997 0.00010997 0.58278

R + + + + + -

As shown in Table 7, most of the p-values are less than 5%, and the overall perfor-
mance of IDEINFO is statistically significantly different from the other six algorithms, thus
indicating that IDEINFO has better performance than the other algorithms.

5. Conclusions

This study proposed an improved INFO algorithm that overcomes the shortcomings
of the traditional version. The new version initializes candidate solutions using a two-
stage backward learning strategy, which improves the uniformity of their distribution and
enhances the search capability of the algorithm. The new INFO algorithm is augmented
by combining it with a greedy search algorithm, which results in improved individual
vectors per iteration and an improved search capacity. During the iterative search process,
a DE strategy is applied to perturb the vectors and generate genetically superior candidate
solutions. Furthermore, the search range is expanded probabilistically and combined
with a t-distribution strategy, which helps avoid local optima traps and improves the
global search capability. Using fourteen standard test functions, the improved INFO
outperformed the baseline INFO, SSA, GWO, and WOA models. To further verify the
efficacy of the improvement points, comparisons were made with INFO1, which performs
only two-stage backward learning and a greedy mechanism, and INFO2, which only
performs the combined DE and adaptive t-distribution actions. The ablative results show
that the proposed improved INFO algorithm has better generality, whereas the others
present limitations. In the future, we plan to determine how to balance the time and
optimization capabilities of the new algorithm, improve its stability, and find practical
applications. The convergence rate of IDEINFO proposed in this paper is very impressive
because the position of the vectors always tends to move toward the region where a better
solution is available. In addition, the IDEINFO algorithm can solve practically complex
and challenging optimization problems with constrained and unknown search domains.

For future research, we suggest the following corrections and considerations. More-
over, we suggest enhancing INFO using different types of local search operators in the
original INFO; this may further improve the algorithm’s optimality seeking ability and
its capability to address the challenging nature of complex scenarios. The IDEINFO algo-
rithm proposed in this paper can also be enriched in terms of exploratory and exploitative
trends. For example, using different concepts, such as chaotic mapping, could enrich the
exploratory and exploitative trends of the proposed IDEINFO. The traditional INFO, or
its improved variants, can be applied to applications such as parameter tuning in neural
network models, effect enhancement of model prediction methods, and deep learning.
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Abstract: Sentiment analysis is considered one of the significant trends of the recent few years.
Due to the high importance and increasing use of social media and electronic services, the need
for reviewing and enhancing the provided services has become crucial. Revising the user services
is based mainly on sentiment analysis methodologies for analyzing users’ polarities to different
products and applications. Sentiment analysis for Arabic reviews is a major concern due to high
morphological linguistics and complex polarity terms expressed in the reviews. In addition, the users
can present their orientation towards a service or a product by using a hybrid or mix of polarity
terms related to slang and standard terminologies. This paper provides a comprehensive review
of recent sentiment analysis methods based on lexicon or machine learning (ML). The comparison
provides a clear vision of the number of classes, the used dialect, the annotated algorithms, and
their performance. The proposed methodology is based on cross-validation of Arabic data using
a k-fold mechanism that splits the dataset into training and testing folds; subsequently, the data
preprocessing is executed to clean sentiments from unwanted terms that can affect data analysis.
A vectorization of the dataset is then applied using TF–IDF for counting word and polarity terms.
Furthermore, a feature selection stage is processed using Pearson, Chi2, and Random Forest (RF)
methods for mapping the compatibility between input and target features. This paper also proposed
an algorithm called the forward fusion feature for sentiment analysis (FFF-SA) to provide a feature
selection that applied different machine learning (ML) classification models for each chunk of k
features and accumulative features on the Arabic dataset. The experimental results measured and
scored all accuracies between the feature importance method and ML models. The best accuracy is
recorded with the Naïve Bayes (NB) model with the RF method.

Keywords: sentiment analysis; machine learning; cross-validation; vectorization; feature importance

1. Introduction

Sentiment analysis is considered a natural language processing (NLP) method for
analyzing users’ orientations toward services and topics under consideration. The goal
of sentiment analysis mechanisms is to differentiate between subjective and objective
sentiments. Objective sentiment is used to express general facts, while subjective sentiment
is based on polarity terms that express user reviews or opinions. Objective sentences are
excluded during the analysis of sentiments, whereas subjective sentiments can be classified
into positive, negative, or neutral polarities.

Most peoples’ and users’ feelings towards different topics are reflected on social
media reviews and sites [1]. Social media allow users to share their views, opinions, and
emotions to classify the main service and enhance its specifications in the future. The Arabic
language is widely applied on most social media platforms, such as Twitter and Facebook.
The Arabic language is considered the official language of Middle East countries and North
Africa, comprising 27 countries in addition to the other countries that consider the Arabic
language one of its popularly used dialects. It has recently attracted more attention due to
the increasing use of Arabic in social media platforms [2].
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In addition, the Arabic language contains different dialects with high morpholog-
ical meanings that can be categorized as standard Arabic and colloquial. Most Twitter
users, especially those writing and speaking in English, can express their opinions using
traditional or colloquial sentences. They can also use mixed terms that make the pre-
processing and analysis processes more complex [3]. Since the Arabic language contains
a vast number of linguistics and terminology that are challenging to clean and analyze,
sentiment analysis has recently attracted a lot of attention. In addition, sentiment analysis
and prediction become more difficult with free writing on social media, particularly in the
Arabic language [4].

Few research methodologies are conducted to analyze Arabic sentiments on social
media due to the high morphological linguistics in each Arabic sentence that is difficult
to classify and analyze. Arabic Social Media Analysis for Arabic (ASAD) aims to fill an
important gap in analyzing social media in the Arabic language [5]. Marketing analysis of
services or products and public responses to events, persons, and pandemics are considered
major examples of the dire need to analyze Arabic sentiments efficiently and accurately,
especially when the dataset is new and has not been trained earlier [6]. Recent research
methodologies of sentiment analysis depend mainly on collecting datasets from social
media such as Facebook and Twitter that provide expressive sentiments from several
domains. Twitter users create huge volumes of text to convey their views [7] with a wide
range of terms, fields, services, and products [8–10]. Twitter datasets are collected from
different sources and categories for classifying public events, pandemics, and product
marketing [11–13]. The analysis of sentiments on the Twitter dataset has gained more
interest as large companies and institutions depend mainly on user reviews to enhance and
upgrade their business services. In addition, the simplicity of the Twitter platform makes
it one of the most powerful social networks in the world, with a high volume of daily-
generated sentiments [14]. Sentiment analysis methodologies concentrate on mining texts
and sentences that can explore deep visions and insights into users’ attitudes and opinions.

The main analysis strategy is extracting, classifying, and analyzing the sentiments
related to several categories, such as emotional, cognition, social, and theoretical, and
analyzing complex texts. Furthermore, most retrieved texts from the Twitter dataset
contain unstructured texts that need more preprocessing steps to become more concise
and clearer. This can increase the complexity of the selected analysis methodology [15].
In addition to the extracted user text, user-generated data is another additional direction
for retrieving data. These data can reduce the users’ uncertainty towards business or
E-commerce products, which helps analyze user opinions and polarity sentiments for
applying decision-making strategies [16]. Whenever a machine learning (ML) technique is
applied to analyze polarity sentiments, there must be a set baseline and accuracy parameters
to follow. The first step in analyzing sentiments is to remove stop words, elongation terms,
symbols, and irony terms that can affect the accuracy and performance of the analysis
process [17]. The training phase performs a feature extraction applied to the ML technique.
In contrast, the testing or prediction phase applies the features to the classifier models to
determine the term polarity. The contribution of the paper is presented as follows:

1. Presenting a current perspective of the primary strategies and algorithms for Arabic
sentiment analysis with a thorough examination of applicable dialects, binary and
multi-classification, and annotation algorithms.

2. Providing a multi-stage methodology for feature generation and selection of Arabic
terms using TF–IDF.

3. Proposing a model using the FFF-SA algorithm that adopts a forward filter for the
feature selection method for scoring and registering the accuracy of each k-chunk
feature of Arabic terms and the subsequent accumulative features.

4. Measuring and scoring the accuracy for each conducted result, proving the high
performance of the NB model with the RF method.

The paper sections are organized as follows. Section 2 explains the main sentiment
analysis mechanisms that are conducted to predict user opinions. Section 3 highlights
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the comparative analysis of recent annotation algorithms with their applied dialects and
performance. Section 4 explores the proposed methodology for cross-validation, feature
generation, and feature selection of data. Section 5 provides the proposed FFF-SA algorithm
for sorting, selecting, and filtering polarity term features. The experimental results are
explained in Section 6, and the conclusion and future works conclude the paper in Section 7.

2. Sentiment Analysis Mechanisms

The sentiment analysis mechanism is based on text analysis and natural language
processing (NLP), which aims to identify, extract, and analyze the polarity of sentiments
from different sources and languages. The first process for identifying the sentiments is
to discriminate between subjective and objective sentences. Subjective sentiments con-
tain polarity terms that reflect the users’ attitudes in social media reviews. In contrast,
objective sentiments are based on general facts or information that do not reflect the
user’s orientation.

The sentiment polarity can be verified based on several weights and scales. Most
research methods depend mainly on analyzing the sentiments, whether they are positive,
negative, or neutral. Positive polarities express the positive orientation of the users towards
a service or a topic under consideration. In contrast, negative polarities denote the opposite
meaning to express the user’s negative orientation towards the service. Neutral orientations
mean that the detected positive and negative polarities are equal; therefore, the user
orientation towards a topic or a service is fair. In addition, the sentiment classified as neutral
may contain neither positive nor negative terms to be detected. In Figure 1, the overall
sentiment analysis mechanism is explained. The main process for analyzing user reviews
and tweets centrally depends on lexicon-based and machine-learning (ML) approaches.
Each approach has its advantage, methodology for implementation, and methods for
dealing with input data and user reviews. In addition, each conducted approach must
be measured based on data processing, accuracy, and performance. The methodology’s
performance can also be changed according to the level of analysis of the polarity terms.
There are three main analysis levels: aspect, sentence, and document. In addition, analyzing
Arabic sentiments with highly complex terms with different linguistics is considered a
challenging process.

Figure 1. Sentiment analysis approaches and algorithms.
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2.1. Lexicon-Based Approach

The lexicon-based approach aims to score every extracted polarity term from the senti-
ment sentences, and then the overall polarity of the sentence is calculated. To explain the
mechanism of the lexicon-based approach, the polarity weight is first defined to distribute
and score each detected polarity term according to its meaning and orientation. Second, the
number of detected positive and negative terms is calculated according to their predefined
weight score in the sentence. Therefore, the main sentence polarity is defined, and the
whole document polarity is analyzed accordingly.

The lexicon-based approach has two main categories: dictionary-based and corpus-
based. The dictionary-based stores initial word terms from different sources, and then the
dictionary is extended by incorporating additional synonym terms using automated and
manual annotations. Therefore, the performance of the dictionary method is constantly
changing according to the size of the stored word and polarity terms. The corpus-based
method is based on building a corpus that can store different Arabic dialects along with
their meaning and orientations. Building a corpus is considered very time-consuming,
especially for the Arabic language, which requires adding each term with its corresponding
meanings from different dialects.

Arabic is a rich language with additional linguistic terms and several meanings in
different dialects. For example, the term “���” which means “Good” has several synonyms

in different Arabic dialects. The Egyptian and Sudanese dialects use “�����”, the Saudi

dialect uses “ 	
�� 	�”, while some North African dialects use “
� ����” or “�� ���”. All terms reflect

the same meaning of “Good” but with different Arabic dialects.
The creation of the corpus depends mainly on statistical or semantic methods. The

statistical method measures the behavior of the detected polarity terms in each sentence. If the
orientation of the terms is positive, then the sentence polarity will be positive and vice versa.
On the other hand, the semantic method assigns a score value to each word term. Words with
similar or closer intensified meaning to the word term will have the same score value.

One of the recent methods for managing sentiment sentences was presented in [18],
where a mechanism was proposed to embed words to reduce the length of the sentiment.
By performing word embedding, each word was converted to its embedded word to reduce
its dimension. The dimension reduction can help increase the prediction of sentiment
orientation. Therefore, the mapping between predicted and actual polarity scores showed
high results. Another enhanced sentiment analysis framework for normalizing the mor-
phological terms of the Arabic language was proposed in [19]. The authors considered two
main methods based on the aspect level of sentiments. The two methods were based on
the orientation of both category and term polarities, where the normalization of text was
executed after the classification. In addition, the authors built a word encoder and decoder
to match the word term and polarity term for the given sentiment with their corresponding
target meaning in another Arabic dialect.

The process of handling the Arabic language based on its dialects and idioms is
considered another major concern. Many social media users and followers use different
expressions and idioms based on aphorisms, wisdom, and popular proverbs that can highly
affect the analysis performance. The authors of [20] proposed an algorithm for handling
this issue. The algorithm’s objective was to store the root of the polarity word with the
emotions in the sentence that can guide the possible orientation of the sentence.

The authors of [17] built a corpus for measuring the sample percentage with its
accuracy and error rate to explore the major concerns that affect the analysis of the Arabic
dataset. The authors performed manual, mixed, double-check, and non-check experiments
and compared the efficiency of the analysis process. As proposed in [21], a lexicon-based
mechanism was presented for analyzing Arabic polarity terms from a Twitter dataset. The
proposed method applied a mechanism for distributing different multi-weight polarities
based on the number of detected polarity terms in the same sentiment. Therefore, if the
number of detected terms increases, the weight polarity will increase due to the diversity
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and orientation of polarity terms. As presented in [22,23], a set of positive and negative
sentences were assigned based on Arabic tweets, where a hybrid strategy was proposed to
combine different machine learning approaches. The Lexical-based classifier applied this
method to label the training data.

As presented in [24], an automatic sentiment analysis based on supervised classifi-
cation on the Arabic dataset was proposed. Most sentiment analysis methods verify the
sentiments based on their polarity. When the negation term in the sentiment is detected
immediately before the polarity term, the sentiment polarity is converted to its reverse po-
larity. The authors in this paper proposed a methodology for detecting negation terms even
if they do not precede the polarity term. Another enhanced sentiment analysis mechanism
for analyzing Arabic reviews was proposed in [25], where a lexicon-based analyzer was
constructed to analyze polarity terms with different weights to increase efficiency.

Aspect-based sentiment analysis was proposed in [26], where a model was provided
for estimating the polarity of user reviews. A lexicon was constructed for acquiring tweets
from Twitter, and the dataset was preprocessed to remove any stop words and non-English
words. The subjective sentences were processed using Senti-Word-Net to apply a score
for each sentence. Based on the provided score, the aspect of each sentence was verified.
Another recent research for applying aspect and content analysis of sentiments is presented
in [27]. The authors provided a framework for collecting marketing and customer service
information from reviews of different universities. The published or posted content of each
university was classified into links, photos, videos, and statuses and then the frequency of
each content was defined and scored.

The authors of [28] provided a framework for analyzing sentiment opinions during
the COVID-19 outbreak. The dataset was collected, classified based on seven clusters, and
categorized based on five annotators. The positive, negative, and neutral polarities were
determined in each cluster, and the polarity score for each cluster was defined. Another
methodology for analyzing sentiments during COVID-19 was proposed in [29]. The authors
aimed to examine and measure the influencing factors that affect the orientation of people
during the epidemic. The dataset was collected from different social media forums. Based
on the proposed influencing factors, the dataset was classified, and the sentiments were
analyzed to explore their polarities. The authors of [30] proposed another method of NLP
for analyzing user sentiments during the COVID-19 epidemic. A framework was proposed
to measure the performance of a set of relevant word terms from different aspects such as
economy, social, and health to view the major orientation of the reviews that explained a
neutral polarity orientation.

2.2. Machine Learning-Based Approach

Machine learning-based (ML) approaches provide powerful methods for analyzing
polarity sentiments from different domains. The ML methods are adapted to learn from
the input dataset and then provide the prediction from the hidden patterns. Learning and
prediction are considered the two major steps in all ML algorithms. As proposed in Figure 1,
ML has two major approaches for handling input data for training. These approaches
are supervised and unsupervised. In the supervised approach, the input data must be
trained first before applying the testing dataset, as the ML algorithms can perform the
prediction based on previous experience. Therefore, different classification and regression
algorithms are applied to measure the relationship between input and target features [31],
and then the accuracy of the prediction is explored. The unsupervised approach depends
on an unlabeled dataset where the patterns are discovered by performing complex tasks
using clustering algorithms that can group the dataset and learn from unknown patterns.
In addition to supervised and unsupervised approaches, the semi-supervised methods
can perform the training and prediction with a less labeled dataset that is linked with the
unlabeled dataset to produce the result.

Recent research methodologies for applying machine learning (ML) algorithms on
sentiment analysis from social media datasets have been proposed. As presented in [32],
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a sentiment analysis mechanism based on machine learning was applied to Russian and
Kazakh languages. The applied dataset was categorized into positive, negative, and neu-
tral. To increase their efficiency, different resampling techniques were used to resample
the unbalanced datasets. Another enhanced mechanism for analyzing sentiments from
the Twitter dataset was proposed in [33], where different classifiers of machine learning
were adopted using the TF–IDF algorithm for extracting features. The sentiments were
collected from multi-classes emotion data, and the accuracy was tested. Another sentiment
analysis approach was presented in [34] for classifying tweets based on learning models.
The research aimed to analyze a large number of social media tweets from Twitter using
the Apache Spark model. The experiments were conducted to measure the time consumed
using Apache Spark compared with other classifier models. As presented in [35], a ma-
chine learning-based approach was applied to analyzing Arabic sentiments. Different ML
classifiers were used on the cleaned dataset to remove stop words and word elongation.

As shown in [36], ML classification algorithms were applied to multi-language datasets
based on predefined Key Performance Indicators (KPIs). The idea was to group a set of
opinions from the leaders of a company and then analyze the comments about the company
and distribute these comments over the predefined KPIs. Analyzing and enhancing the ac-
curacy of sentiment analysis can be proposed based on the semantic knowledge and content
analysis of the sentiment polarities. This method is called aspect-based sentiment analysis.
As presented in [37], aspect-based sentiment analysis was provided to identify sentiment
polarities based on different attributes or aspects. The authors applied a framework for
extracting aspects from Twitter datasets, and sentiment analysis was applied based on
machine learning methods. One of the recent research methodologies for analyzing Arabic
user opinions was presented in [38]. The research focused on analyzing Saudi citizens’ and
residents’ opinions about the downloaded programs from Google Play and App Store.

Different machine learning classifiers were provided to measure the dataset’s accuracy,
classified into negative, positive, neutral, unique, and stem words. Another interactive
methodology for analyzing Arabic Twitter sentiments was proposed in [39]. The authors
of this research focused on a new topic related to detecting depression terms in Arabic
sentiments from Twitter. The authors created three lexicons for storing depression terms and
counted the number of tweets for each symptom. Different machine-learning algorithms
were deployed to measure the accuracy of the results. Another interactive method for
classifying sentiments is shown in [40], where teaching-learning-based optimizers were
applied to a Twitter dataset. Different preprocessing steps were executed to remove stop
words and symbols before applying four text-processing models. A feature selection
algorithm was proposed to classify polarity features into positive and negative polarities,
and finally, the results of the models were listed.

As proposed in [41], machine-learning-based algorithms have been applied to different
polarity languages. The dataset was collected from Twitter, where each tweet was converted
and counted to an integer. The integer was converted to its TF–IDF score value, and finally,
the score was applied to ML classifiers for prediction. The authors of [42] proposed another
aspect-based sentiment analysis methodology by providing an automatic annotation of
datasets from YouTube songs. These songs were extracted and applied based on the
number of views and reviews and then an aspect filtration was provided based on five
aspect categories. The overall reviews were optimized again based on the predefined
aspects to determine the most important aspect category.

Sentiment analysis of users’ orientations is also conducted in health sectors to improve
the users’ feedback and provide deep insight into the provided services. As presented
in [43], a sentiment analysis tool was provided for measuring people’s attitudes in smart
cities during the COVID-19 epidemic. The dataset was tested five times to measure the
average accuracy of the classified instances. As shown in [44], sentiment analysis of user
polarities based on natural language processing (NLP) was proposed to explore the attitudes
of Gulf countries during COVID-19. The goal of the paper was to check whether there were
mixed emotions among people or not. The dataset was extracted from Twitter API, and the
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polarities were classified in different countries. The authors stated that most Gulf people’s
attitude toward the epidemic was neutral. In addition to previous research, the authors
of [45] provided an approach based on semi-supervised machine learning that measured
the analyses of datasets collected from different social networks about several epidemics.
The first analysis clustered the data from Word-2-Vec and Fast-Text and then explored the
sentiment orientation based on the applied classification algorithms. The authors of [46]
measured the sentiment analysis of public health but from the financial aspect. The dataset
was collected from financial news and then the reviews were grouped based on four polarity
attributes to view the overall orientation. Furthermore, different classification algorithms
were applied to learn from the polarity attributes and explore sentiment accuracy.

In addition to lexicon-based and ML-based methodologies, different deep learning and
transfer learning methods can be applied to Arabic sentiment analysis. As presented in [47],
a deep learning model for multitasking was applied for classifying Arabic sentiments. The
research aimed to enhance the performance as the Arabic language has low resources and
contains high morphological and linguistic terms. The authors proposed a long short-term
memory (LSTM) deep learning model that explored the relationship between three and
five sentiment polarities into a private layer. This layer contained an encoder for words to
add flexibility to the features. The authors of [48] proposed a deep transfer-learning model
for manipulating Arabic text. The Convolutional Neural Network (CNN) training was
conducted to classify the sentiments based on a pre-annotated dataset. The authors collected
different classes of the dataset and performed augmentation of data to enhance the accuracy.
Another deep learning model for manipulating Arabic sentiments was presented in [49],
where the data was collected based on three classes and then classified using the LSTM
model to explore the results. One of the recent methods for extracting and detecting Arabic
polarity text was proposed in [50], where transfer learning (TL) techniques were applied to
aspect-based Arabic text. The authors proposed an architecture using the BERT model on
the HAAD dataset to measure the approach’s effectiveness, which showed high results.

Arabic is considered among the richest languages worldwide with many linguistic
terms. Arabic sentiment analysis has not been studied as highly as other languages. The
Arabic language suffers from a lack of high-quality terms and large-scale training data with
the difficulty of manipulating ironic and slang expressions [47]. The Arabic language is
considered an unstructured language with many inconsistencies in the spelling of terms
and difficulties in identifying key features. Furthermore, using Arabic tweets in social
networks cause many word elongations and repetition of terms to convey the user’s feelings.
This paper proposes a novel algorithm based on a forward fusion feature selection for
sentiment analysis using different models such as Pearson, Chi2, and RF, and then different
ML classification models for each chunk of k features and accumulative features on the
Arabic dataset to explore the winning model with high accuracy.

3. Comparative Analysis with Annotation Algorithms of Sentiment Analysis

The analysis of sentiments depends mainly on the extraction of subjective sentences
from different social media streams. The customers and users reflect and express their
attitudes and opinions towards different services and products using several languages
and linguistics with a different number of classes. As presented in Tables 1 and 2, a com-
prehensive review of recent sentiment analysis researches is conducted. As explained, only
positive and negative polarities will be predicted if two classes are applied for classification.
The use of three classes for classification adds neutral sentiments where the number of
positive and negative sentiments are equal or the overall orientation of the sentiment is fair.
Arabic is considered one of the most languages in the world in the context of linguistics and
terms that are difficult to identify and analyze. Two main annotation methods are applied
for analyzing and predicting sentiments: machine learning (ML) and lexicon-based. The
ML-based method applies different algorithms for measuring the accuracy of predicting
the sentiments’ orientations. In contrast, the lexicon method is based on building a corpus
for storing Arabic dialects with their polarities or weight scores.
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Table 1. Comparison of lexicon-based methods with their performance.

Ref Dataset Size No. of Classes Dialect Language No. of Annotators Performance

[17]
30K Pos.–Neg. Single Arabic 2

77%

8K 86%

[19]
16.9K Pos.–Neg. Single Arabic 2

76.89%

18.9K 76.48%

[21] 5k
Pos.–Neg. Single Arabic

2 Senti. Score

Pos.–Neut.–Neg. 3 Senti. Score

[22] 100K Pos.–Neut.–Neg. Single Arabic 3 66%

[23] 1.1K Pos.–Neg. Single Arabic 2 84%

[24] 3.4K Pos.–Neut.–Neg. Single Arabic 3 Senti. Score

[25] 6.3K
High Pos.–Pos.

Neut.
Neg.–High Neg.

Single Arabic 5 Senti. Score

[26] 6K Pos.–Neut.–Neg. Single English 3 Senti. Score

[27] 3.9K Pos.–Neut.–Neg. Single English 3 Senti. Score

[28] 12.5K
High Pos.–Pos.

Neut.
Neg.–High Neg.

Single English 5 46.4%

[29] 22.5K Pos.–Neut.–Neg. Single English 3 86.2%

Table 2. Comparison of ML-based models with their performance.

Ref Dataset Size No. of Classes Dialect Language No. of Annotators Performance

[1] 20K Pos.–Neut.–Neg. Single Arabic 3 79%

[5] 21K Pos.–Neut.–Neg. Single Arabic 3 75.1%

[31] 24K Pos.–Neut.–Neg. Single Turkish 3 91.57%

[32]
80.8K Pos.–Neut.–Neg. Multi

Russian
3 77%

15.9K Kazakh

[33] 39.8K Pos.–Neut.–Neg. Single English 3 89.92%

[34] 10K Pos.–Neut.–Neg. Single Arabic 3 83%

[36] 685 Pos.–Neg. Multi Eng. Spa. Ita.
Ger. Fre. 2 88.17%

[37] 6.7K Pos.–Neut.–Neg. Single English 3 78.76%

[38] 8K Pos.–Neut.–Neg. Single Arabic 3 78.46%

[39] 4.5K Pos.–Neut.–Neg. Single Arabic 3 82.39%

[40] 14.6K Pos.–Neg. Single English 2 76.9%

[41] 11K Pos.–Neg. Multi
Urdu

2
84%

Roman Urdu 85%

English 77%

[43] 0.5K Pos.–Neut.–Neg. Single English 3 89.4%

4. Proposed Sentiment Analysis Methodology

As discussed in the previous sections, recent sentiment analysis mechanisms depend
mainly on different aspects. Firstly, the applied language or dialect contains users’ reviews
and comments. Secondly, the data preprocessing mechanism for cleaning and adapting
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datasets and corpus documents for sentiment analysis. Thirdly, the implemented lexicon-
based or ML-based methods for manipulating datasets. Finally, the proposed methodology
and algorithm for exploring and enhancing the analysis of user polarity is based on word
terms and polarity terms.

The methodology of this paper is based on applying ML-based sentiment analysis
algorithms on Arabic datasets from [1,51]. The Arabic language is a difficult language in
the ramifications of its terminology as it contains many dialects and huge linguistic and
morphological terms, which makes analyzing user sentiments a great challenge. The Arabic
language has low resources and contains high morphological and linguistic terms [47].
Therefore, the analysis and classification of polarity terms is considered a challenging
process. In addition, the Arabic sentiment analysis has not been studied at a level as high
as other languages, such as English, Chinese, and French.

Furthermore, the user reviews that use the Arabic language to express their views
and orientations can use multi-dialect in the same comment, which causes an additional
overhead during the data preprocessing and analysis. As presented in Figure 2, the
proposed mechanism depends on interactive multi-level processes for splitting the dataset
into training and testing and then performing a 10-fold cross-validation for interchanging
the k folds. The next step is data preprocessing, where several stages are applied to clean the
polarity sentiments from unwanted terms and particles to increase the analysis efficiency.
The next feature generation stage transforms the tweets into a set of feature vectors with
an encoder that will be applied to the training and testing dataset. The vectorization of
features is executed using the Term Frequency—Inverse Document Frequency (TF–IDF)
mechanism that generates the features from the overall corpus of documents and sentiment
analysis documents with their word and polarity terms. The generated features are selected
using a filter method that divides the input features into different feature vectors related
to the target feature. The correlation is executed using three methods: Person, Chi2, and
Random Forest (RF). The correlated features are sorted according to their relevance to the
target features where the best k features are ranked and selected. The next k features are
added until all the features are processed. The final stage is based on modeling the selected
features using differing ML algorithms, where the best accuracy for each correlation method
with the ML modeling algorithm is recorded.

Figure 2. Proposed methodology of multi-stage feature generation and selection mechanism.
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4.1. Cross Validation

The preprocessing stage should be in the correct position during the cross-validation
process. Preprocessing steps are intended to be created using training data folds (pre-
processing adaptors), and then the procedure is repeated using test data folds (using
preprocessing adaptors for transformation). This ensures that the model is only exposed to
preprocessed training data during the training phase. This approach aids in avoiding “data
leakage,” which occurs when the model is exposed to information from the test set during
training, resulting in overfitting.

The cross-validation process is applied based on the k-fold mechanism. The main
objective of k-fold cross-validation is to divide or split the dataset into a set of K groups [52].
Each group is treated as a validation unit to evaluate the overall model. In this paper, a
10-fold cross-validation on the dataset is executed randomly where k = 10. A number of
k − 1 folds are used for dataset training while the remaining i fold is used for testing. On
the next splitting process, another i fold is used for testing while the remaining k − 1 folds
are used for dataset training. The 10-fold cross-validation continues until the i testing fold
is applied on all splitting stages, where the final model is validated on each i testing fold.
Equation (1) summarizes the overall 10-fold process as follows:

∀ i ⊆ k 	 i = 1 & k − 1 < 10 (1)

4.2. Data Preprocessing

After performing cross-validation on the sentiment analysis dataset, data prepro-
cessing is executed to eliminate and clean the sentiments and their polarity terms from
incorrect or unwanted terms that may affect the accuracy of the analysis process. As pre-
sented in Figure 3, data preprocessing depends on a set of sequential steps for removing
inconsistent terms from the sentences. The stemming process is applied to the overall
dataset to reduce the polarity term length so that the polarity term returns to its root. Stop
words and tokenization are eliminated from the sentiment analysis dataset, where the stop
words are terms that do not affect the sentence’s overall meaning. For example, the stop

word terms such as “�
�
�–��

	�–���–�–�–��� ��–����” that mean “or–in–on–not–and–before–after”,

respectively, are removed from the preprocessed data. Tokenization is separating polar-
ity terms using a space or a unique character to be analyzed more efficiently during the

machine learning mechanism. For example, the sentence “ �!�� 	�� 	"��
�!#� 	� $�

�
� �%����&��' � (��)�� *'”

that means “The application does not provide any additional service!” is separated into
individual terms to increase the machine learning ability to understand the whole senti-
ment. Due to the use of the Arabic dataset in our paper, some words that contain “Tashkeel”
are also eliminated. The term “Tashkeel” means a set of special characters added to the
formation of the words to change the word pronunciation. For example, the sentence
“

+
� ,���-

.�!-����&-�� �/- � -# +�	0-12� -	
3-
-
' ���-

-4�
5�%����&

-��' �” that means “The application is good but the services
are very slow” contains many special characters to set the word terms. After removing
the “Tashkeel” characters, the new sentence becomes “ ���� �!����&�� �/�#�	012� 	
3' ���4� �%����&��' �”.
The English words, punctuation, and repetition of the terms are also removed during data
preprocessing to reduce the sentence length during the sentiment analysis process. Emojis
are also removed from the sentences as they can contain different ironical or emotional
terms that can affect the orientation of the overall sentences from positive to negative and
vice versa. Finally, the word elongation is also removed from the sentiments to eliminate
any repetition of letters. For example, the polarity term “�����6���7�� ” is processed to be “���7�� ”
that means “nice” or “beautiful”.
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Figure 3. Data preprocessing levels on sentiment analysis documents.

The foundation of the classification models is based on data segmentation. The
imbalanced dataset uses one chunk of data that contains a large portion, which is called the
majority class, while the remaining chunk of data represents the minority class. As a result,
an imbalanced dataset is one in which one class has a higher number of occurrences or
sentences than the other class. Equal or almost equal numbers of occurrences or sentences
from each class are presented in the balanced dataset.

As presented in Table 3, the imbalanced dataset contains 16.7K sentiments that has
approximately positive sentiments as 17%, negative sentiments as 16.5%, and neutral
sentiments as 66.5%. The dataset was balanced into which two classes of dataset, positive
and negative, are selected with 5451 sentiments.

Table 3. Balanced dataset with binary classification.

Dataset

Polarity
Positive Negative Neutral Total

Imbalanced 2843 2751 11,129 16,723
% 17% 16.5% 66.5% 100%

Balanced with 2 Classes 2725 2726 - 5451
% 50% 50% - 100%

4.3. Feature Generation

In this research, the tweets are manually annotated using a unigram model that offers
a reasonable coverage degree for the dataset. In order to extract the most important features
from the training dataset, data preprocessing and feature generation are executed to convert
the tweets into a feature vector. An encoder is generated from the vectorization process of
the training dataset to be applied to the testing dataset. The generated encoder converts
the tweets into a set of feature vectors that are applied on the training and testing datasets.
Text and tweets are applied as vectors using the TF–IDF technique that converts the given
text into finite feature vectors. The term frequency (TF) computes the number of times the
selected term is repeated in a given document. In contrast, the inverse document frequency
(IDF) computes the number of times the selected term is repeated in the overall dataset
or corpus.
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The TF–IDF method has a linear computational complexity regarding the number
of text lines and words per line. In contrast, the RF feature selection algorithm has a
computational complexity of O(n estimators × m × log(n)), where n is the number of
samples, m is the number of features, and log is the base-2 logarithm. Finally, the NB
classifier is a simple and computationally efficient algorithm with O(n × d) computational
complexity, where n is the number of samples and d is the number of features.

The corpus data contains different sentiment analysis documents with different word
and polarity terms. The documents are collected from Twitter to analyze users’ orientation
and attitudes based on their positive or negative polarity. As presented in Equations (2)–(4),
the overall vectorization of the dataset is explained:

TF (pt , sd) =
∑n

i=1 pti ∈ wt

∑m
j=1 wtj ∈ sd

(2)

DF (pt , cd) = log
(

N
Count (sd ∈ cd : pt ∈ sd)

)
(3)

TF − IDF (pt , sd , cd) = TF (pt , sd)× IDF (pt , cd) (4)

where:
wt : word terms.
pt : polarity terms.
sd : sentiment analysis documents.
cd : corpus data for all documents.

The corpus data cd contain different documents of sentiment analysis sd from different
domains and sources that reflect the users’ opinions about different services. Each sentiment
analysis document sd contains a large number of sentences with word terms wt that contain
polarity terms pt that explores users’ orientations. As shown in Equation (4), TF − IDF is
calculated by measuring the resulting score of the multiplication between TF and IDF.
The higher the resulting score, the more relevant the polarity term in the sentiment analysis
documents sd.

4.4. Feature Selection

The feature selection stage aims to reduce the input parameters or features to predict
the target values efficiently. In addition, some predictive models contain many variables
that can affect the efficiency of the memory or can reduce the system performance due to the
incompatibility between the input and the target features. Supervised and unsupervised
methods are the main key features for predicting target features. The selection process
in unsupervised methods removes redundant features and eliminates the target variable,
while supervised methods focus on the target features by removing any insignificant
input features.

Other feature selection methods, such as wrapper and filter methods, can be applied by
evaluating the model performance on the corpus data cd and sentiment analysis documents.
Regarding the wrapper method for feature selection, the input features are divided into
different subsets. The method applies several models on the subsets to select the best
model that achieves the highest performance. The filter method for feature selection applies
several statistical techniques to estimate the relationship between input and target features.
In addition, the filter method scores each resulting value between the input and the output
features and then filters the best models based on the recorded scores.

This paper applied the filter method for feature selection by dividing the input features
into a different subset of feature vectors and then selecting the subsets that are highly
associated or related to the target features. The correlation and selection of the subsets are
applied using three feature importance methods: Pearson correlation, Chi2, and Random
Forest (RF).

The Pearson method explores the correlation score between the input and target
features, where the score ranges from −1 to +1. If the correlation score is close to +1, then
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the relationship to the target is high and vice versa. Firstly, the covariance between each
word term feature wt and the target feature of the expected polarity term pt is calculated,
and then the Person correlation is measured by dividing the covariance value in Equation
(5) by the multiplication of the standard deviation of both word term feature wt and polarity
term features pt as explained in Equation (6).

Cov (wt, pt) =
1
n
× ∑n

i=1((wti − wt)× (pti − pt) ) (5)

where:
wti: each input word term feature in the vector.
wt: the mean of the overall word term features.
pti: each target polarity term feature.
pt: the mean of the overall polarity term features.
n: the length of the word terms and polarity terms.

PC (wt, pt) =
Cov (wt, pt)

sdwt × sdpt
(6)

where:
sdwt: the standard deviation of word terms.
sdpt: the standard deviation of polarity terms.

The Chi2 method for feature selection is used to measure the independence degree
between the observed values of the word term features wt and the expected values of the
polarity term features pt. Therefore, the Chi2 method selects the features of both word
terms and polarity terms that are highly correlated as shown in Equation (7).

Chi2 = ∑ (wti − pti )
2

pti
(7)

The RF is considered a predictive method with high performance and low overfitting
value. In addition, the RF combines both filter and wrapper methods and contains several
decision trees. Each tree is based on a random extraction of the word term features wt and
a random extraction of the polarity term features pt. Each tree cannot trace all the word
term features and polarity term features to reduce the overfitting.

5. FFF-SA Algorithm

The filter methods for feature selection measure one input feature at a time with the
target feature. Therefore, there is no interaction between the input features. To overcome
this issue, this paper proposed an algorithm called the innovative forward fusion-based
for feature selection (I-FFF). This algorithm performs a forward chain feature selection by
calculating the input feature importance with the target value using Pearson correlation,
Chi2, and RF. The Pearson method is applied to numerical variables, while the Chi2 method
is applied to categorical variables. The RF method is applied to both numerical and
categorical variables. The FFF-SA algorithm is based on three main stages for selecting the
best correlation between the input and the target features.

The first stage is based on sorting the feature vectors based on their importance and
association to the target. The second stage starts by selecting the best k batch of features and
then measures its score during the tuning and validation of data using different modeling
approaches of machine learning (ML). The third stage adds a new k batch of features one at
a time until all batches of features are added.

After performing the feature selection for all input features of word terms wt and
target features of polarity terms pt, different machine learning models are implemented
to predict the labels of the input word terms. In addition, the trained dataset is tuned to
maximize the models’ performance without overfitting data. The tuning process is based on
hyper-parameters that can control the trained dataset. In this modeling stage, eight machine-
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learning algorithms are applied, where some algorithms have unique hyper-parameters
while others have similar hyper-parameters. These algorithms are Logistic Regression
(LR) [53], Linear Discriminant Analysis (LDA) [54], K-Nearest Neighbor (KNN) [55], Deci-
sion Tree (DT) [56], Naïve Bayes (NB) [57], Support Vector Machine (SVM) [58], Random
Forest (RF) [59], and Gradient Boost (XGB) [60]. The overall FFF-SA algorithm is explained
as follows:

The proposed FFF-SA algorithm starts by defining the full feature set FF, the maxi-
mum size of features M, the k features for each experiment, and the n number of execution
times during the experiment. Each experiment is conducted using the three correlation
features, Pearson, Chi2, and RF features, and by dividing the input features to a different
subset of feature vectors and then selecting the subsets that are highly associated or related
to the target features. The first correlation feature of Pearson is initialized, where the first
k features is applied on the experiment, and then the eight ML algorithms are used as
models to train the selected k features and then score the accuracy using the testing fold
to measure the similarity and correlation between the training and target features. Each
time, the first ML algorithm selects the k features and then registers the score. The next
AccumF + k features are added to the previous features as accumulative features to model
and score the accuracy on the accumulative features. The process continues until the M
features are reached, which represents the maximum size of the features. The second ML
algorithm repeats the experiments for the k features and then registers the score at each
accumulative feature until all ML algorithms record their accuracy results for the Pearson
correlation method. The next experiments are conducted with the Chi2 and RF correlation
methods to score and record the accuracy.

FFF-SA Algorithm

1 Input : FF , M , k , n

2 Output : Sentiment Analysis Accuracy

3 Initialize n ← 1

4 FOR EACH CorrF in
[
Pearson , Chi2, RF

]
DO

5 FFCor = CorrFi (FF)

6 FOR n = 1 to t DO

7 ChunkF = k

8 AccumF = n × k

9 WHILE (AccumF < M) DO

10 FSELECT = Extract Ranked Set (FFCor, AccumF)

11 FOR EACH Algi in [ LR, LDA, KNN, DT, NB, SVM, RF, XGB ]

12 Model = Train (Algi , FSELECT [ Train k f old ])

13 Score = Evaluate ( Model , FSELECT [ Test k f old ] )

14 RegisterScore = (Algi , AccumF , Score)

15 AccumF = AccumF + k

6. Experimental Results

The experimental results based on the proposed FFF-SA algorithm are tested, where
the three correlation coefficient methods, Pearson, Chi2, and RF, are used as primary
coefficients to measure the accuracy and efficiency of sentiment analysis classification. The
hyper-parameters are parameters the user sets rather than learns from the data. Some
common hyper-parameters used during the feature selection include the number of selected
features, the criteria for selecting features (RF, Chi2, and Person), the feature selection
threshold, and finally, the number of iterations for forward feature selection.

44



Appl. Sci. 2023, 13, 2074

As explained before, the collected dataset is based on the Arabic language that contains
high and complex morphological sentiments and terms that can affect the performance
of the experiments. The Arabic language is rich in many linguistic terms that indicate
more than one meaning and orientation. In order to obtain a higher degree of accuracy,
the sentiment analysis process depends on many stages to effectively purify and analyze
the sentiment analysis documents and terms. In addition, splitting and training the data
depends on several steps to find the relationship between the input feature vectors and
the target features. The following sections explore the applied feature selection correlation
mechanisms with different ML models.

6.1. Experiment 1: Feature Importance Using RF

In this experiment, the RF feature selection method is applied to the eight ML algo-
rithms: LR, LDA, KNN, DT, NB, SVM, RF, and XGB. For each conducted ML algorithm,
the experiment starts with the first k = 100 features where the model is evaluated and the
score accuracy is recorded. Based on the FFF-SA algorithm, the experiment is continued
by increasing an additional k + 1 = 100 to the previous k fold to obtain k = 200 as an
accumulative feature and then the model is executed again to find the highest accuracy.
As explained in Figure 4, the highest accuracy is recorded on the accumulative feature
k = 2400 with the NB algorithm that achieved an accuracy of 84.4%. The second highest
accuracy is recorded on the accumulative feature k = 2300 with the same algorithm of NB
that achieved an accuracy of 84.17%.

 

Figure 4. Accuracy of RF feature selection method with ML models.

As stated, the four ML algorithms, NB, LR, SVM, and LDA, start the experiments with
a linear increase but the results of the LDA algorithm start decreasing at the accumulative
feature k = 1800. The NB, LR, and SVM score the best results when compared to the
remaining ML algorithms where the highest scored accuracy is recorded with NB algorithm.
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6.2. Experiment 2: Feature Importance Using Chi2

In this experiment, the Chi2 feature selection method is applied to the eight ML
algorithms. The experiments are conducted again based on the FFF-SA algorithm where
each experiment starts by modeling the ML algorithm with the accumulative set of features
k. As explained in Figure 5, the experimental results show dispersed results from most
ML algorithms except the NB and SVM algorithms that achieved the best results. The NB
algorithm recorded the best accuracy of 83.76% with the accumulative feature k = 2300.
With the accumulative feature k = 2400, the accuracy decreased very slightly and recorded
83.62%. The remaining accumulative k features continued in slight decreases, forming a
straight line to the end of the accumulative feature with k = 4900 that recorded 82.91%.
The second-best results are achieved on the SVM algorithm with the accumulative feature
k = 2200 that recorded an accuracy of 81.49%. On the accumulative feature s k = 2100 and
k = 2300, the SVM recorded accuracies of 81.21% and 80.98%, respectively.

 
Figure 5. Accuracy of Chi2 feature selection method with ML models.

6.3. Experiment 3: Feature Importance Using Pearson Correlation

As presented in Figure 6, the experimental results are executed again using the Pearson
coefficient for measuring the correlation between the input features and the target features.
As explained, all conducted ML algorithms achieved low results, and both LR and SVM
algorithms achieved an accuracy of 58.73% on the accumulative feature k = 700. Starting
from k = 700 to the end of the accumulative features where k = 4900, the accuracy remains
the same score, forming a straight line. The LDA algorithm achieved the second-best results
of 58.51% with the accumulative feature k = 700, and the stated results continued in a
straight line to the end of the accumulative features where k = 4900. As noticed from the
figure, most ML algorithms start increasing with k =100 until the accumulative feature
k = 700, where the results remain without change to the end of the features.
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Figure 6. Accuracy of Pearson feature selection method with ML models.

6.4. Feature Importance Comparison Analysis

Based on the previous experimental results, the FFF-SA algorithm is based on a
forward chain of processes for performing a feature selection on the split features. As
mentioned before, the sentiment analysis documents and sentiments are divided into k
features for training and testing. The correlation methods are applied with different ML
models for measuring and scoring each set of k features. On the subsequent stages, the
features are accumulated with additional k features, while the ML models perform the
scoring at each step. Table 4 presents a summary of the performance analysis for each
feature importance method with its corresponding ML models. The table showed that the
highest accuracy on all experiments and feature importance stages recorded 84.4% for the
RF method with the NB algorithm. The second-best accuracy with the NB algorithm was
83.8% for the Chi2 method. The SVM algorithm also achieved good results, with 82.6% and
81.5% on RF and Chi2, respectively. The provided accuracy provides promising results
based on the challenge of pure Arabic sentiment analysis documents and terms collected
from different domains [1,51].

Table 4. Analysis of accuracy for different feature importance methods with ML models.

RF

NB SVM LR LDA RF KNN CART XGB

84.4% 82.6% 80.2% 76.9% 74.3% 70.8% 69.6% 61.6%

Chi2

NB SVM LR LDA RF KNN CART XGB

83.3% 81.5% 78.7% 76.8% 72.7% 69% 68.7% 62.5%

Pearson

NB SVM LR LDA RF KNN CART XGB

54.6% 58.7% 58.7% 58.5% 52.4% 49.5% 49.4% 49.6%

In Table 5, the number of features and experiments that are conducted on the dataset
with different feature selection methods are explained. The table shows more than 3 million
extracted features during the testing of data with about 4423 experiments on all feature
selection methods.
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Table 5. Analysis for the number of features and experiments.

Feature Selection

Experiment
No of Features No of Experiments

RF 1,073,700 1455
Chi2 1,012,800 1596

Pearson 980,000 1372
Total 3,066,500 4423

In Table 6, the top 10 accuracies for the experimental results that are executed on
all feature importance methods with ML models are provided. The explanation of these
results was intended to study the efficiency for feature importance models in all sentiment
analysis documents and terms. For each feature k = 100, the orientation of polarities were
mapped into two classes whether they were positive or negative. The feature importance
method was applied to score the accuracy for detecting positive or negative polarities using
different ML models. After scoring the first batch of k features, an additional k + 1 feature
is added to form an accumulative feature where the FFF-SA algorithm is executed again.
As stated in the table, the top 10 accuracies are recorded with the NB model with both RF
and Chi2 feature importance methods. The best seven results are recorded with the RF
method with a different number of accumulative k features. Based on these experiments, it
is clear that the NB model with the RF feature importance method scored the best results
on Arabic sentiment analysis terms.

Table 6. Top 10 accuracies for feature importance methods.

No. Vectorization
Feature

Importance
No. of

Features
Classes ML Model Accuracy

1 TF–IDF: ngram_range (1,1) RF 2400 Pos.–Neg. NB 84.40%

2 TF–IDF: ngram_range (1,1) RF 2300 Pos.–Neg. NB 84.17%

3 TF–IDF: ngram_range (1,1) RF 2500 Pos.–Neg. NB 83.89%

4 TF–IDF: ngram_range (1,1) RF 2900 Pos.–Neg. NB 83.81%

5 TF–IDF: ngram_range (1,1) RF 2600 Pos.–Neg. NB 83.78%

6 TF–IDF: ngram_range (1,1) RF 2800 Pos.–Neg. NB 83.76%

7 TF–IDF: ngram_range (1,1) RF 3000 Pos.–Neg. NB 83.76%

8 TF–IDF: ngram_range (1,1) Chi2 2300 Pos.–Neg. NB 83.76%

9 TF–IDF: ngram_range (1,1) RF 2700 Pos.–Neg. NB 83.73%

10 TF–IDF: ngram_range (1,1) Chi2 2400 Pos.–Neg. NB 83.62%

The conducted results in this paper showed promising results on Arabic sentiment
analysis documents and terms that are considered a challenge in data preprocessing, feature
extraction, and identification of sentiment polarities. In addition, the Arabic language
contains several linguistic terms and colloquial terminologies that are difficult to preprocess
and analyze. Figure 7 shows the confusion matrix measured for the last experiments for
the final winning model.

In Table 7, a comparison is performed with recent methodologies and frameworks
conducted on the Arabic dataset to measure the performance of each model and the
annotated algorithm. Furthermore, the research methodologies are applied using ML
algorithms or lexicon-based that have different methods for processing and analyzing
sentiment polarities with binary classification. As shown, the proposed FFF-SA shows high
results compared to related papers.
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Figure 7. Confusion Matrix for the final winning model.

Table 7. Comparison with recent sentiment analysis performance.

Ref Year No. of Classes Dialect Language
Annotation
Algorithm

Performance

[17] 2020
Pos.–Neg. Single Arabic Lexicon-based 77%

Pos.–Neg. Single Arabic Lexicon-based 86%

[19] 2022 Pos.–Neg. Single Arabic Lexicon-based 76.48%

[21] 2023 Pos.–Neg. Single Arabic Lexicon-based Senti. Score

[23] 2016 Pos.–Neg. Single Arabic Lexicon-based 84%

[40] 2021 Pos.–Neg. Single Arabic ML-based 76.9%

Proposed FFF-SA
Algorithm Pos.–Neg. Single Arabic ML-based 84.4%

7. Conclusions and Future Works

Due to the continuous and increasing use of social networks and E-commerce sites,
many platforms depend on the analysis of user opinions to improve the provided services
and measure customer satisfaction. One of sentiment analysis’s most common problems is
the language customers use to express their opinions. The Arabic language is considered
one of the most difficult languages in the world because it contains complex linguistic terms
and many different dialects that may be used in the same comment or review, making
the analysis process more difficult. This paper provides a clear view of recent sentiment
analysis approaches and algorithms that depend mainly on ML and lexicon approaches
for storing and analyzing a dataset. A comparison of recent research strategies is also
provided to compare different methodologies with applied language, including the Arabic
language, and their achieved performance. An advanced methodology is proposed using
cross-validation that divides the sentiment analysis documents and terms into k-folds for
training and testing. Data vectorization is applied using the TF–IDF algorithm for counting
polarity terms, and an encoder is generated from the training dataset to be applied to the
testing dataset. Furthermore, the paper provided an algorithm called FFF-SA based on a
forward filter of feature selection that measures and scores the accuracy for each k-chuck
feature and the following accumulative features. The scoring is processed by executing
three feature importance methods, Pearson, Chi2, and RF, with eight ML models where
each feature importance is executed with each ML model. Each experiment measures and
scores the recorded accuracy for each k-chunk feature and then adds accumulative feature
to measure the accuracy again. The results proved that the best accuracy is recorded with
RF feature importance with the NB model. Future research directions will be directed to
apply the same methodology and algorithm on additional Arabic datasets and apply deep
learning models to measure the performance and accuracy.
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Abstract: To improve the obstacle avoidance ability of agricultural unmanned aerial vehicles (UAV)
in farmland settings, a three-dimensional space path planning model based on the R5DOS model is
proposed in this paper. The direction layer of the R5DOS intersection model is improved, and the
RJA-star algorithm is constructed with the improved jump point search A-star algorithm in our paper.
The R5DOS model is simulated in MATLAB. The simulation results show that this model can reduce
the computational complexity, computation time, the number of corners and the maximum angles
of the A-star algorithm. Compared with the traditional algorithm, the model can avoid obstacles
effectively and reduce the reaction times of the UAV. The final fitting results show that compared
with A-star algorithm, the RJA-star algorithm reduced the total distance by 2.53%, the computation
time by 97.65%, the number of nodes by 99.96% and the number of corners by 96.08% with the
maximum corners reduced by approximately 63.30%. Compared with the geometric A-star algorithm,
the running time of the RJA-star algorithm is reduced by 95.84%, the number of nodes is reduced by
99.95%, and the number of turns is reduced by 67.28%. In general, the experimental results confirm
the effectiveness and feasibility of RJA star algorithm in three-dimensional space obstacle avoidance.

Keywords: R5DOS intersection matrix; RJA-star algorithm; jump point search algorithm; path planning

1. Introduction

Smart agriculture means that rural workers use advanced technology and experience to
carry out agricultural production. The development of social, economic and technological
smart agriculture in rural areas is closely related [1]. which is essential in eliminating
poverty, helping developed economies “catch up” and forming strategies that promote
development in China. Intelligent agriculture includes areas such as: internet technologies,
wireless sensor technology [2,3] and remote control technology. As a very important part
of intelligent equipment, UAVs are the focus of more attention because of their practical
usefulness. UAVs are widely used in agriculture [4,5], forestry [6], disaster relief [7], and
geological exploration [8]. The Agricultural UAV [9,10] plays an important role in the
fields of crop monitoring, crop yield assessment and plant protection. However, when the
UAV sprays precisely at low altitude, farmland obstacles such as plant protection network,
residence, electric pole, communication tower, lighting objects and various organisms will
pose a serious threat to the UAVs [11]. The main task in agricultural work is to effectively
avoid obstacles and achieve the set goals. Significant research has been carried out to solve
this problem. Autonomous flight can be achieved to a certain extent by means of sensors,
reliable control algorithms and pre-measured obstacle position information [12,13].

A large amount of path planning and obstacle avoidance algorithms have been de-
veloped for the path planning of UAVs. For example, A-star algorithm [14], ant colony
algorithm [15], artificial potential field [16], DIJKSTRA [17] and so on. Deep learning tech-
nology can also be used as an effective method for UAV path planning. A-star algorithm
is an effective tool, but the computational complexity of the traditional A-star algorithm
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space will increase exponentially with the size of the map, resulting in a significant increase
in computational complexity and computational time. In order to solve these problems,
domestic and foreign scholars have done significant research. Anh et al. [18]., proposed
a zigzag global planner based on a-star, which improves the search efficiency of a-star
algorithm in narrow space. Hong et al. [19]., proposed an improved A-star algorithm based
on terrain data, reducing the calculation time of the algorithm. Zhang et al. [20]., added
A-star algorithm to the artificial potential field algorithm, which optimizes the path xu of
the UAV and better reflects the actual environment of the UAV. Li et al. [21]., improved the
genetic algorithm with A-star algorithm. Ma et al. [22]., adopted the idea of collision ji to
improve A-star algorithm. Li et al. [23]., proposed an improved A-star algorithm combined
with the jump point search algorithm to reduce the computational cost of A-star algorithm.
However, there are still problems in using the nearest neighbor interpolation method to
process the path.

To sum up, the a-star algorithm in two-dimensional space has been greatly improved.
But there is little improvement regarding the three-dimensional space A-star algorithm [24].
Dilip Mandloi et al. [25], made a detailed comparison on the path planning strategies of star
a, Lazy Theta and Theta in a three-dimensional environment. Zhang et al. [26], constructed
an improved path planning model using three-dimensional two-way sector expansion
method and variable step search strategy. Although the moving distance is reduced by
7.53%, the time cost is increased by 2.66 times. These researches still have the problems
of complex computation and large time cost, to solve this problem, this paper presents an
algorithm of RJA-star (R5DOS Jump A-star) based on the R5DOS(RCC5-Direction-Octant-
Strongly-exists model) model in three-dimensional space. Firstly, the topology of UAV and
UAV detection area is expressed, and the A-star algorithm is improved by the JPS(jump
point search) algorithm. The model combines the JPS algorithm with the three-dimensional
space algorithm to improve A-star algorithm.

The purpose of this study is as follows:

(1) Reduce the complexity of A-star algorithm in three-dimensional space.
(2) Optimize the path selection of A-star algorithm, reduce the corners of the path and

make the path more smooth.
(3) Reduce the mobile cost of UAVs, including computing time, path length and ac-

cess nodes.

2. Materials and Methods

2.1. Abstract Topological Representation of UAV

Li et al., improved the R5DOS model and proposed a multi UAV formation model,
dividing the space into 16 regions, combined with Topology [27]. We modified the R5DOS
model, cancelled its formation, and placed the UAV at the center of the model.

According to the R5DOS model, the UAV can be divided into two parts: the body
area and the detection area. The detection area is used as the area for UAV to obtain
information and perceive the surrounding environment, and is mainly responsible for
detecting obstacles and target points, this can be considered a safe area. UAV fuselage area
is the area where obstacles need to be avoided during flight.

According to reference [28], we can get the definition of five topological relationships,
which are: Discrete (DR), Partial Overlap (PO), Proper Part (PP), Equal (EQ), Proper Part
Inverses (PPI), as shown in Figure 1.
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Figure 1. Definition and representation of five topological relationships.

The UAV Area C is included in area B, satisfies topological relationship PP (B, C), note
that the coordinates of the UAV are (xu, yu, zu), and the coordinates of the target point are
(xt, yt, zt), as shown in Figure 2:

Figure 2. Abstract topology representation of UAV area.

2.2. Brief Introduction to A-Star Algorithm

The A-star algorithm is a method of finding the shortest path in static scenes. The
calculation principle of the A-star algorithm is both simple and fast, but this will slow down
with the increase of map size. The increase in computing space will also be exponential,
with the larger the map, the greater the computing time and storage footprint. The A-
star algorithm will take significant time and space for path calculation. In addition, the
computation time will determine the routing efficiency of A star algorithm.

The A-star algorithm is a fast and efficient way to find the right heuristic. Among
them, H(n) is the function expression of the shortest path cost of UAV starting from the
nth node (xn, yn, zn) to the target (xt, yt, zt). G(n) represents the shortest path between the
starting point (xs, ys, zs) and the nth node. Wherein, Fcot(n), H(n), G(n) can be expressed
by Equation (1).

H(n) =
√
(xt − xn)

2 + (yt − yn)
2 + (zt − zn)

2

G(n) =
√
(xn − xs)

2 + (yn − ys)
2 + (zn − zs)

2

Fcot(n) = G(n) + H(n)

(1)
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2.3. Jump Point Search Algorithms

A-star requires a lot of unnecessary computation and memory space [29], to improve
this an adaptive JPS algorithm was introduced. JPS algorithm is a special search strategy,
which only accesses special nodes in the calculation process [30]. This can be thought of
as a pre-processing method. After pre-processing, the remaining nodes to be searched are
called jump points. As shown in Figure 3, the current node is dotted in blue. From the
blue node A5 to the orange node G5, we can ignore the grey node B4, C4, B6, C6 and so on,
because the cost of going through B5 to G5 is minimal. When extending to node G5, since
node G6 is an obstacle, G5 is the forced neighbor of hop G6.

Figure 3. The shortest path selection example of JPS algorithm.

This will greatly increase computing time while reducing computing efficiency. In this
paper, we will add a preprocessing process to all nodes based on the A-star algorithm to
obtain a batch of special hops. In this way, the improved RJA star algorithm can reduce a
lot of unnecessary analysis and calculation.

This article defines it according to the actual situation. Take the three-dimensional
view of Figure 4a and the cross-section of Figure 4b as an example, assuming that the
grey area is an obstacle. The connecting line between UAV and target is defined as

Lut, the length as dut =
√
(xt − xu)

2 + (yt − yu)
2 + (zt − zu)

2, and the direction vector

as
⇀
L ut =

(
(xt−xu)

dut
, (yt−yu)

dut
, (zt−zu)

dut

)
. Taking the connection line Lut as the central axis of the

detection area B, the length of the UAV body is r, and in order to ensure that the UAV can
safely avoid obstacles without being affected by other factors, we set the diameter of B
as 3r, to determine if there is an obstacle Ai, (i = 1, 2, · · ·) and B intersecting, that is, the

topological relationship is R(Ai, B, C) =
(

0 1 0 1
1 1 0 1

)
, where B represents the detection

area and C represents the UAV body Area.
If such an obstacle exists, the nearest obstacle to the UAV is considered as the forc-

ing neighbor, the vertices and boundary points with special distance on the obstacle are
regarded as the next round of search nodes, namely, that is, the yellow nodes in the
Figure 4a,b.

When the algorithm executes the JPS algorithm once, it repeats the above steps until
no obstacle intersects with Lut in Figure 5b, and then completes the JPS. Note:

⎧⎪⎪⎨
⎪⎪⎩

J0, the coordinates of the starting point of the UAV

Ji(i = 1, 2, · · · , n − 1), the coordinates of the jump point

Jn, the coordinates of the target point
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(a) 

(b) 

Figure 4. (a) Schematic diagram of obstacles and UAV. (b) Cross sectional sketch of obstacles and UAV.

Figure 5. Path Selection for UAV Obstacle Avoidance.

During the implementation of the A-star algorithm, the path is not smooth enough
because there are many corners, which does not conform to the movement mode of the
UAV. To ensure that the UAV can move smoothly and be safe enough, first, we filter out all
the jumping points. Then consider expanding a sphere with a diameter of 3r at each node
and call it a “jumping body”. At the same time, the moving target of UAV is not the selected
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jumping point, but the jumping body corresponding to each jumping point. Starting from
the origin, every time the UAV moves to the next jump body, we will obtain the coordinates
of the current node and the next two jump points of the UAV. In the three-dimensional
plane the two jumping bodies will intersect on the corresponding spherical tangent plane.

There are two types of UAV paths:

1. When flying from the starting point, move the tangent line from the current position
to the circle.

2. Obtain two tangent points x1 and x2 of the same circle on the path, connect them with
the center of the circle to obtain the vectors Vx1 and Vx2, then the rotation angle is:
cos(α) = Vx1•Vx2

|Vx1|•|Vx2| .
3. When moving from one body to another, first move along the circle until you leave

the body, then move toward the tangent of the next body, as shown in Figure 5.

The current position of the UAV is updated after each movement, and the process is
repeated until the movement reaches the target point.

2.4. Improved Path Planning Algorithm

According to Sections 2.1–2.4, RJA star path planning Algorithm 1 is as follows:

1. Detects obstacles in the path between the UAV current position and the target point.
2. If there is an obstacle, consider the one closest to the UAV as a coercive neighbor. If

there is no obstacle, end the search and fly directly to the target point.
3. Consider the Vertex of the forcing neighbor and its closest boundary point as the

jump point.
4. Repeat steps 2–3 until all hops are searched.
5. Compute the cost functions for all hops, compare them, and choose the best path.
6. The UAV chooses the jumping body to move in turn, and the moving path is on the

plane formed by the adjacent jumping points.
7. Move in sequence until you reach the target point.

The pseudo-code of RJA-star is:

Algorithm 1: RJA-star

1 algorithm RJA-star (start point, current_node, child node, goal point)
2 Fcot(current_node) = G(current_node) + H(current_node)
3 if current_node = goal point found the feasible path; break
4 Generate child node that come after current_node
5 for child node of current_node

6 if R(Ai, B, C) =
(

0 0 0 1
1 1 0 1

)
then Jumpbody.f ← Ø

7 if R(Ai, B, C) =
(

0 1 0 1
1 1 0 1

)
then open ← Jump bodys

8 else closed ← Jump bodys
9 end if
10 end if
11 closed ← current_node
12 if Path(current_node) and RJAPath(current_node) then
13 final ← closed
14 end if
15 end for
16 end
17 return
18 if (current_node ! = goal point) exit with error (the open list is empty)
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The algorithm flow is shown in Figure 6.

Figure 6. Work flow diagram of RJA star algorithm.

3. Results

We simulated maps of different map sizes in Matlab. The starting point is (0,0,0), aand
the target point is the point farthest from the origin under the current dimension, and
generate disjoint obstacles based on the xoy plane. The number of obstacles is 8/10 of the
projected area of the current map on the xoy plane, and then a random height is given.

In order to discuss the advantages of RJA star algorithm more intuitively, we simulate
A-star algorithm and RJA star algorithm on maps of different sizes. Calculate the running
time of the algorithm to evaluate the effectiveness of the RJA star algorithm.The running
time starts from the map generation and ends when the UAV reaches the target point

Our simulation environment is as follows:
CPU:Intel® Core™ i7-8750H;
GPU:NVIDIA GTX 1060 Max-Q 6 GB.
We repeated the average value of 100 simulation experiments as the result. We fixed

the height of the experimental map at 15 m and set several scenarios, as shown in Table 1.

Table 1. Scenario Names of Different Map Sizes.

Scenario Name Map Size Scenario Name Map Size

scenario 1 20 × 20 × 15 scenario 7 80 × 80 × 15
scenario 2 30 × 30 × 15 scenario 8 90 × 90 × 15
scenario 3 40 × 40 × 15 scenario 9 100 × 100 × 15
scenario 4 50 × 50 × 15 scenario 10 110 × 110 × 15
scenario 5 60 × 60 × 15 scenario 11 30 × 90 × 15
scenario 6 70 × 70 × 15

We simulate the RJA star algorithm and A-star algorithm in scenario 11, as shown in
Figure 7a–d.
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(a) 

 
(b) 

 
(c) 

Figure 7. Cont.
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(d)

Figure 7. (a) The fitting results and details of RJA star algorithm on scenario 11. (b) Fitting result of
XY plane of RJA star algorithm in scenario 11. (c) Fitting result of XZ plane of RJA star algorithm in
scenario 11. (d) Fitting result of YZ plane of RJA star algorithm in scenario 11.

To compare the experimental results, we use Equation (2) to calculate the results of RJA
star algorithm and A-star algorithm in computing time, exploration nodes, and path length.

(
IA − IRJA

)
IA

× 100%, IA/RJA = {computing time, exploration nodes, path length} (2)

Through Equation (2), we can calculate the reduced computation time, probe node
and path length of the RJA star algorithm. Figure 8 is the results of a simulation run under
scenario 11. Compared with A-star algorithm, RJA star algorithm reduces 94.4% rotation
angle, 99.87% calculation time and 10.05% path length. It can be seen from the results in
Figure 9 that the path of the JPS algorithm will stick to the obstacle, which will threaten the
safety of the UAV. The RJA star path is smoother and safer than the JPS algorithm, and it
can avoid obstacles to reach the destination in many cases. We can see that the RJA-star
algorithm avoided obstacles well.

 

Figure 8. Comparison of path length between the two algorithms.
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Figure 9. Comparison of two algorithms for exploring nodes.

After 100 simulation experiments, we fit the two algorithms into the scenario 1—scenario
10. We limit the random range within the current map, and generate disjoint obstacles
based on the xoy plane. The number of obstacles is 8/10 of the projected area of the current
map on the xoy plane, and then a random height is given. We compare the two algorithms
on a 20 m long map and a 10 m long map. We can obtain the path lengths (as shown
in Figure 8), exploration nodes (as shown in Figure 9), computation time (as shown in
Figure 10) and the number of corners (as shown in Figure 11) for the A-star algorithm and
the RJA-star algorithm. The maximum number of corners are shown in Figure 11.

 

Figure 10. Comparison of the average time of the two algorithms.
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Figure 11. Comparison of the number of corners and the maximum angle between the two algorithms.

The result shows that the path length of the RJA star algorithm is not much different
from that of the A-star algorithm.

It can be seen from the results in the Figure that the number of nodes of RJA star
algorithm is far less than that of A star algorithm.

The y-axis on the left of Figures 9 and 10 respectively represents the number of
exploration nodes and average time, and the y-axis on the right represents the percentage
reduction of RJA star algorithm compared with A-star algorithm„ which can be calculated
by Equation (2). We may know from the Figure that RJA star algorithm has the advantage
of short computing time. The five sizes of the map are compared in Table 2.

Table 2. Comparison of experimental data of three different specifications of network diagrams.

Map Size Path Parameters
Traditional

A-Star
RJA-Star

RJA-Star
Reduced

Proportion

20 × 20

Average running time/s 2.56 1.068 58.28%
Average number of nodes 4710 9 99.81%

Total distance/s 36.806 34.806 4.80%
Max turning 90◦ 11.286◦ 96.59%

Number of turns 11 1 87.46%

40 × 40

Average running time/s 28.742 4.213 85.34%
Average number of nodes 20,806 20 99.90%

Total distance/s 64.847 62.113 4.22%
Max turning 90◦ 29◦ 67.78%

Number of turns 21 1 95.24%

60 × 60

Average running time/s 91.83 6.211 93.24%
Average number of nodes 39,546 29.5 99.93%

Total distance/s 93.131 90.931 2.36%
Max turning 90◦ 25.51◦ 71.66%

Number of turns 31 2 93.55%
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Table 2. Cont.

Map Size Path Parameters
Traditional

A-Star
RJA-Star

RJA-Star
Reduced

Proportion

80 × 80

Average running time/s 221.547 8.858 96.00%
Average number of nodes 64,183 55 99.91%

Total distance/s 121.645 120.178 1.21%
Max turning 90◦ 56.85◦ 36.83%

Number of turns 41 4 90.24%

100 × 100

Average running time/s 475.785 11.184 97.65%
Average number of nodes 100,609 81 99.96%

Total distance/s 150.335 146.839 2.53%
Max turning 90◦ 33.024◦ 63.31%

Number of turns 56 2 96.08%

Discussion

We select scenario 1, 4, 7, 9. Make the number of obstacles equal to 5/10 of the area of
the xoy plane, run the algorithm 20 times on each map, and conduct statistical analysis on
the algorithm. From the results, we can get the mean and variance of RJA star algorithm
and A-star algorithm under each size map, as shown in Table 3.

Table 3. Mean and variance of different indexes of two algorithms.

Map Size Map ID Evaluating Indicator Estimated Parameters A-Star RJA-Star

20 × 20 1–20

Average running time/s mean 1.194 0.501
variance 0.106 0.031

Average number of nodes mean 1937.950 12.300
variance 3,139,070.892 85.484

Total distance/s
mean 34.729 34.007

variance 0.293 1.181

50 × 50 21–40

Average running time/s mean 33.634 2.900
variance 619.427 0.352

Average number of nodes mean 23,298.050 19.050
variance 57,624,445.210 96.787

Total distance/s
mean 77.010 74.192

variance 0.275 0.624

50 × 50 41–60

Average running time/s mean 119.688 4.893
variance 308.581 0.844

Average number of nodes mean 48,848.400 37.550
variance 23,670,949.090 350.892

Total distance/s
mean 119.351 117.597

variance 0.020 15.461

100 × 100 61–80

Average running time/s mean 323.165 2.900
variance 50,306.815 0.352

Average number of nodes mean 79,975.700 40.900
variance 829,201,538.100 526.937

Total distance/s
mean 147.947 145.607

variance 0.454 12.160

It can be concluded from Table 3 that the RJA star algorithm has smaller variance and
mean value in both running time and nodes, which means that the RJA star algorithm is
more stable and excellent in running time and nodes performance. The RJA star algorithm
considers the safety distance, so the mean value of path is less than A-star algorithm, but
the variance is greater than A-star algorithm. Regression analysis was conducted for our
data. As shown in Figure 12a–c.
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(a) 

 
(b) 

 
(c) 

Figure 12. (a) Regression analysis of computing time of two algorithms. (b) Regression analysis of
two algorithms’ access nodes. (c) Regression analysis of path length of two algorithms.
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We can see that the number of nodes and path moving length of the two algorithms
show a linear regression trend. The regression accuracy of their path lengths can reach
93.02% and 92.64% respectively. The running time of A-star algorithm is exponential
regression, with an accuracy of 83.69%. The running time of RJA star algorithm is linear
regression, with an accuracy of 76.63%.

Tang et al. proposed the geometric A-star algorithm [31]. To compare the advantages
and disadvantages of A-star algorithm, geometric A-star algorithm and improved RJA
algorithm, we simulated 100 experiments in scenario 9, and took the average value to
Table 4.

Table 4. Comparison of indexes of three algorithms.

Path Parameters
Traditional

A-Star
RJA-Star

Geometric
A-Star Reduced

Proportion

RJA-Star
Reduced

Proportion

Average running time/s 475.785 11.184 41.1% 97.65%
Average number of nodes 100,609 81 19% 99.96%

Total distance/s 150.335 146.839 13% 2.53%
Max turning 90◦ 33.024◦ 66.7% 63.30%

Number of turns 56 2 84.1% 96.08%

Overall, the RJA-star algorithm performs better in terms of computing time and
detecting nodes.

4. Conclusions

This paper proposes a new path planning algorithm, namely RJA star algorithm. The
experimental results show that the RJA star algorithm reduces the mobile path by 2.53%,
the computation time by 97.65%, the number of nodes by 99.96% and the number of corners
by 96.08% with the maximum corners reduced by approximately 63.30%.smaller angles
and smoother paths. In general, our method can effectively reduce the number of turns,
calculate the nodes and the angle of turns in the process of UAV motion.

The contributions of this study are as follows:

(1) In order to solve the problem of high computational complexity of three-dimensional
A-star algorithm, RJA star path algorithm is proposed.

(2) The pretreatment process is added to screen out a batch of hops and optimize the
path between hops. The access and calculation time of nodes are reduced, and the
calculation speed is improved.

(3) When obstacles are detected, the algorithm generates hops to optimize the moving
path to avoid obstacles.

The organizational structure of this paper is: In the Section 2, we introduce the specific
improved form of RJA star algorithm and pseudo code. In Section 3, we simulated in a
3D map to verify the progressiveness of our algorithm. Finally, we draw conclusions in
Section 4 and conceive the future work.

The RJA-star algorithm mainly works offline on already known scenarios, without
considering the fact that the actual working environment of the UAV should be dynamic
and complex. Future work should focus on studying complex dynamic scenarios, including
the consideration of flying birds and moving agricultural machinery and other factors.
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Abstract: Facial skin condition is perceived as a vital indicator of the person’s apparent age, perceived
beauty, and degree of health. Machine-learning-based software analytics on facial skin conditions can
be a time- and cost-efficient alternative to the conventional approach of visiting facial skin care shops
or dermatologist’s offices. However, the conventional CNN-based approach is shown to be limited in
the diagnosis performance due to the intrinsic characteristics of facial skin problems. In this paper,
the technical challenges in facial skin problem diagnosis are first addressed, and a set of 5 effective
tactics are proposed to overcome the technical challenges. A total of 31 segmentation models are
trained and applied to the experiments of validating the proposed tactics. Through the experiments,
the proposed approach provides 83.38% of the diagnosis performance, which is 32.58% higher than
the performance of conventional CNN approach.

Keywords: facial skin problem; mask R-CNN; super resolution; Generative Adversarial Network
(GAN); tactics for high performance

1. Introduction

Facial skin condition is perceived as a vital indicator of the person’s apparent age,
perceived beauty, and degree of health. A face with shining, silky, bright, hydrated, and
trouble-free skin indicates a high degree of beauty and thus attractiveness, which creates
an initial impression of the person. As people get older, their facial skin also ages, revealing
symptoms of aging such as wrinkles, age spots, and visible pores. The biological age from
his or her facial skin condition can intuitively be predicted. For this reason, people wish to
maintain youthful facial skin without aging symptoms.

The conventional way of assessing our facial skin condition is to visit facial skin care
shops or dermatologists’ offices. However, this requires a burden of locating the right facial
skin clinic, making appointments, and visiting the clinics. In addition, the cost incurred for
the visit can be substantial.

Machine learning-based software analytics on facial skin conditions can be a time-
and cost-efficient alternative to the conventional approach of visiting the clinics. In recent
years, researchers have applied Convolutional Neural Network (CNN) based deep learning
models to diagnose facial skin problems [1–12]. However, current CNN-based approaches
have been shown to be limited in delivering a diagnosis with high performance and,
hence, limited in their applicability in clinics. This is mainly due to the following technical
challenges in diagnosing facial skin problems with CNN models.

• Detecting small-sized skin problems such as pores, moles, and acne
• Handling the high complexity of detecting about 20 different facial skin problem types
• Handling appearance variability of the same facial skin problem type among people
• Handling appearance similarity of different facial skin problem types
• Handling false segmentations on non-facial areas
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The goal of this study is to devise effective software methods to overcome the technical
challenges that can be provided as a clinic-level high performance of facial skin diagnosis.
This paper is to propose a set of five software tactics that can effectively remedy the
challenges and provide a high level of performance in diagnosing facial skin problems. The
paper also presents a technical assessment of the proposed methods through experiments
and comparison to other approaches.

The paper is organized as the following. Section 2 is to summarize related works and
their contributions. Section 3 is to present the intrinsic limitations of conventional CNN
approach to diagnosing facial skin problems. Section 4 is to elaborate the set of five tactics
that can effectively overcome the technical limitations and provide a high performance of
diagnosis. Section 5 is to present the datasets used for training facial skin diagnosis models
and the results of the experiments for evaluating the proposed tactics and comparing to
other approaches.

The contribution of this study is twofold: (1) proposing a set of give tactics that
overcoming the intrinsic limitations of CNN models in diagnosing face skin problems and
(2) seamlessly integrating the tactics into software implementation. Through a proof-of-
concept implementation of the system and experiments with it, the set of proposed tactics
is shown to provide 83.38% of the diagnosis, improve the diagnosis performance by 32.58%
compared to the conventional CNN approach, and outperform by an average of 17.89%
compared to diagnosis models with MobileNetV2, Xception, ResNet, VGG16, and VGG19.

The proposed facial skin diagnosis system with the tactics can potentially be utilized
as a supplementary approach in face skin care clinics and a cost-effective alternative to
visiting clinics by individuals.

2. Related Works

There have been a number of studies for diagnosing facial skin problems with deep
neural networks. Shen’s study [1], Quattrini’s study [2], and Zhao’s study [3] explored the
diagnosis of a specific facial skin problem, such as acne or rosacea, using CNN models.
VGG-19 models were utilized in Shen’s work and Quattrini’s work. Liu’s study proposed a
system for detecting moles [4] using UNet segmentation models.

There have been studies to analyze multiple types of facial skin problems, including
Wu [5] and Gerges [6]. Both works utilize a CNN network for diagnosing multiple types of
facial skin problems.

There are works to utilize effective methods to improve the performance of analyzing
spatial information in the domain of facial skin diagnosis. Yadav’s study [7] and Junayed’s
study [8] proposed a pre-processing method for improving the performance of diagnosing
facial skin problems. Yadav applied a method of changing image color space from RGB to
HSV to emphasize the acne area. Junayed applied a method for generating multiple images
by changing color spaces to reduce noise and emphasize the acne scar areas. Bekmirzaev [9]
proposed a segmentation model structure for multiple facial skin problems, which consists
of Long Short-Term Memory (LSTM) layers and convolutional layers. Gessert [10] proposed
a deep neural network structure whose input is multiple divided sections from high-
resolution skin photos and consists of convolutional layers and recurrent layers. Gulzar [11]
proposed a segmentation model for skin lesions, which combines a vision transformer and
U-Net structure.

There exist works to effectively detect small-sized objects with CNN models [13–21].
Cui [13] proposed a CNN structure for detecting small-size objects by revising the Single
Shot Detector (SSD) structure by applying fusion layers for multiple convolutional layers
with deconvolutional layers. Liu [14] proposed a modified mask R-CNN model to detect
cracks in asphalt pavement using ground-penetrating radar images by adding a feature
pyramid network to the original backbone network of the mask R-CNN.

The studies applying the small-sized object detection model in specific domains are
summarized as shown in Table 1.
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Table 1. Representative Studies for Detecting Small Size Objects.

Study Input Image Functionality Enhanced Section

Liu [14] Ground-Penetrating
Radar Image

To detect signals for cracks in
asphalt pavement

Applied two feature pyramid networks as
backbone networks in Mask R-CNN.

Nie [15] Remote Sensing Images To detect and segment ships Added bottom-up structure to the feature
pyramid networks in Mask R-CNN.

Liu [16]
Captured images by
Unmanned aerial vehicle
(UAV)

To detect objects in UAV
perspective

Modified backbone network in YOLO to
increase receptive fields.

Seo [17] Medical Image To segment liver and
liver tumor

Added a residual path with deconvolution and
activation operations to the skip connection of
the U-Net.

Peng [18] 3D Magnetic Resonance
Imaging Image

To segment breast tumor in
3D image

Proposed a segmentation structure consisting
of localization and segmentation by two
Pseudo-Siamese networks (PSN).

Tian [19] Captured images by UAV To detect objects in UAV
perspective

Proposed a detection model consisting of two
detection networks to compute
low-dimensional features

The small-sized object detections and segmentations are required in multiple domains.
The proposed studies enhanced the original CNN models to add or modify networks.

There exist works to enhance the quality of input images, such as face photos. They
proposed to enlarge images and improve the quality of the image. Various approaches for
enhancing resolutions have been proposed in [22–27].

There exist works to analyze directional images including [28–30]. Wei [28] proposed
a CNN model for segmenting brain areas from MRI by segmenting the brain MRI image
into coronal, sagittal, and transverse axials. The feature maps for each direction are applied
to generate the 3D brain segmentation result.

There exist works to handle false segmentation with machine learning including [31–35].
Sander proposed a process to discard the failure detection area using the CNN model and
knowledge-based filtering [31].

There exist works to distinguish the target class images among similar images in-
cluding [36,37]. Khan’s study proposed a medical image classification by the appearance
similarity of each organ in different medical images using a method fused scale-invariant
feature transform (SIFT) descriptor and Harris corner algorithm [36].

The current related works provide various deep-learning approaches to diagnose
facial skin problems, but they do not address the technical hardship in diagnosing facial
skin problems. Our study is distinct on identifying the specific challenges of the diagnosis
problems and proposing a set of 5 practical tactics to handle the challenges. As a result, the
diagnosis performance is high enough to be utilized in clinics.

3. Technical Challenges in Diagnosing Facial Skin Problems

Due to the intrinsic characteristics of facial skin problems, the diagnosis of skin
problems—even with advanced machine learning algorithms—presents the following
technical challenges.

3.1. Challenge #1: Detecting Small-Sized Skin Problems Such as Pores, Moles, and Acne

The CNN algorithm can effectively analyze spatial information. CNN is based on
the shared-weight architecture of the convolution kernels and filters that slide along input
features and provide translation-equivariant responses known as feature maps [38].

However, the performance of CNN models drops when the size of the target object
in an image is considerably small. Some studies have proposed the problems of detecting
small-sized objects by CNN models and proceeded experiments to find better algorithms
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for detecting the objects [39–41]. This is due to the limited spatial features exposed in
the small-sized object image, and consequently, the limited extraction of spatial features
with filters.

Using our collection of 2225 facial photos (at a resolution of 576 × 576 pixels), the
average occupation ratios of facial skin problem areas on the photos are measured, as
shown in Table 2.

Table 2. Comparing occupation ratios of face, face section, and facial skin problem areas.

Instances on Facial Photo Average Number of Pixels Occupation Ratio on Photo

Whole Face 101,000 pixels 33.06%

Sections of Face, i.e., Eye, Nose,
Mouth, and Ear 3690 pixels 3.36%

Facial Skin Problems such as
Pore, Mole, and Acne 25 pixels 0.02%

The whole face occupies an average of 33.06% of the photo. A face section such as eye,
nose, mouth, or ear occupies an average of 3.36% of the photo. A facial skin problem, such
as pore, mole, or acne, occupies an average of 0.02% of the photo. The average radius of a
pore is 0.02~0.05 mm [42], and the average radius of a mole is about 6 mm [43].

The hypothesis from this observation is that the detection of such small-sized facial
skin problems with CNN models results in significantly low performance. To validate our
hypothesis, CNN models using the Mask R-CNN algorithm [44] were trained to detect
and visually segment 3 different types of objects. The model was trained with ResNet as
the backbone, 0.001 for the learning rate, and (16, 32, 64, 128, 256) as the RPN anchor size.
The performance of detection results using the Dice Similarity Coefficient (DSC) metric is
shown in Table 3.

Table 3. Performance measurements of detecting objects in different sizes.

Target Objects in Different Sizes Average of DSC Measurements

Whole Face 95.6%

Mouth as a Section of the Face 90.9%

Mole as a Facial Skin Problem 31.5%

The average DSC of a mole is shown to be only 31.5%, which is considerably lower
than the average DSC of 95.6% for the entire facial area and the DSC of 90.9% for the
mouth area.

This is due to the size of the mole, which is too small for the filters in a CNN model
to detect the spatial characteristics. If a mole is represented with 25 pixels and the size
of a filter is (5 × 5 (i.e., 25 pixels)), then the visual features of the mole are not captured
enough by the filter; rather, the features are even simplified and lost through the process
of convolution. The resulting feature map could not represent the mole with sufficient
information.

Moreover, the mask placed around such a small object like a mole by a Mask R-CNN
model cannot present its boundary with a high distinction.

3.2. Challenge #2: Detecting about 20 Different Types of Facial Skin Problems

There are about 20 different types of commonly known facial skin problems, including
acne, hyperpigmentation, scars, birthmarks, spider veins, white spots, rosacea, ingrown
hair, moles, wrinkles, dark circles, eye bags, dry skin, oily skin, dull skin, large pores, and
black heads. Some of the common skin problems are shown in Figure 1.
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Figure 1. Different types of facial skin problems.

It is challenging to train a CNN model that can detect all the different types of facial
skin problems with a high level of performance. This is because the 20 facial skin problem
types are not distinct in their appearances; rather, they have a high similarity. Consequently,
training a CNN model from a training set of instances from different classes but a high
similarity would result in a low performance of classification.

Moreover, because facial skin problem areas are quite small in size, training a CNN
model for detecting all the skin types with a high performance becomes infeasible.

3.3. Challenge #3: Variability on Appearances of Same Facial Skin Problem Type

There also exists a high variability on the appearances of a facial skin problem type
among people. Figure 2 shows four different appearances for acne.

Figure 2. Different appearances of acnes.

For a given facial skin problem type, there can be tens of different appearances, varying
in the shape, size, depth, darkness, borderline vividness, and direction. When considering
about 20 different facial skin problem types and an average of ‘m’ different appearances for
each facial skin problem type, there exist (20 × m) spatial patterns to be recognized by a
CNN model. When ‘m’ is 50, there are 1000 spatial patterns to handle.

It is challenging to train a CNN model that can detect that many different spatial
patterns with a high level of performance. This is because the variability in appearances for
the same facial skin problem type expands the heterogeneity of spatial features within a
facial skin problem type and the complexity of the spatial features to handle for all 20 facial
skin problem types.

3.4. Challenge #4: Similarity on Appearances of Different Facial Skin Problem Types

As discussed earlier, some facial skin problem types are not highly distinguishable;
rather, they show some similarities. As an example, consider the instances of a mole,
blackhead, hyperpigmentation, and age spot as shown in Figure 3.
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Figure 3. Appearance similarity among 4 different facial skin problem types.

They are not highly distinguishable, but exhibit a considerable level of similarities. In
the figure, the mole is similar to the blackhead and the concentral part of hyperpigmentation,
which is similar to the age spot.

It is challenging to train a CNN model that can distinguish among different facial skin
problem types with a high appearance similarity. This is because this appearance similarity
between different facial skin problem types should be learned by a CNN model and
training the model requires a sufficiently large training set that is configured to represent all
appearance variants. Moreover, this similarity adds the complexity of the spatial features
to recognize.

3.5. Challenge #5: False Segmentations on Non-Facial Areas

Facial skin problems occur only on the facial area, and hence detection of the skin
problems should occur on the facial area. A photo or image for a face typically includes
images of eyebrows and hairs on the head. Consequently, a trained CNN model for the
purpose of detecting facial skin problems could falsely-detect skin problem instances on
non-facial areas.

Figure 4 shows examples of the false-detection of facial skin problems on non-facial
areas using a Mask R-CNN model.

Figure 4. Examples of false detection on non-facial areas.

The left image shows a false detection of a winkle around hairs on the forehead and
the right image shows a false detection of acne on the nose. This type of false detection
could occur whenever a non-facial area contains shapes that are similar to the facial skin
problem types.

4. Design of Tactics for Remedying the Technical Challenges

To remedy the technical challenges presented earlier and yield a high performance
of detecting and segmenting facial skin problems, a set of 5 effective technical tactics are
presented in this section. Each tactic is used to handle one or more technical challenges as
shown in Figure 5.
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Figure 5. Effectiveness of the tactics on remedying the technical challenges.

4.1. Design of Tactic #1: Refining Mask R-CNN Network with Fusion and Deconvolution Layers

This tactic is to devise a refined version of Mask R-CNN network structure that is
suitable for detecting small-sized objects such as facial skin problems. To overcome the
limitations of CNN algorithms in detecting small-sized objects, the Mask R-CNN structure
is refined with two elements: Fusion Layers and Deconvolution Layers.

The structure of our refined Mask R-CNN structure is shown in Figure 6.

Figure 6. Structure of refined mask R-CNN for small-sized objects.

The network structure of a CNN model is shown on the top of the figure, consisting of
convolution layers and pooling layers. The CNN structure is refined by performing the
following six steps.

Step 1 is to identify the Front-end Block that captures finer-grained features of the input
image. The block consists of ‘x’ number of layers that perform convolution and pooling
operations to extract features from the input image. The size of this block is determined
by the kernel size of each layer in this block and the average size of annotated facial skin
problem instances. Front-end Block is defined by the layers that have a smaller kernel
size rather than the average size of facial skin problem areas captured on its immediately
preceding feature map.
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Step 2 is to identify the Back-end Block that captures coarser-grained features of the
input image. The block consists of the same ‘x’ number of layers that extract the features of
larger-sized objects. The size of this block is same as the same size of the Front-end Block
because the Fusion Block requires pairs of a layer in Front-end Block layer and a layer in
Back-end Block layer as shown in Figure 6.

Step 3 is to generate Deconvolution Block that consists of ‘x’ deconvolution layers. This
block is used to enlarge the size of input feature maps from Back-end Block, which are fed
into a Fusion Block. A deconvolution layer performs the reverse operation of convolution,
i.e., enlarging the size of the feature map created by a convolution layer. That is, each vector
in a feature map is padded with a value of zero.

Step 4 is to generate a Fusion Block that consists of ‘x’ fusion layers. This block is used
to fuse two feature maps from two sources: Front-end Block and Back-end Block. That is,
each fusion layer receives a feature map from (i + t)th layer in Front-end Block and a feature
map from (i + x + t)th layer in Back-end Block, sums up the two feature maps and returns a
feature map.

Step 5 is to refine the structure of the Region Proposal Network of the Mask R-CNN
model by entering the feature maps from the Fusion Block as inputs to the Regional Proposal
Network. Note that the basic structure of the Regional Proposal Network in the Mask R-CNN
model is constructed from the feature maps from layers appearing later in the network.
In contrast, our refined Regional Proposal Network is enhanced with features maps from
Front-end Block that capture the spatial features of small-sized objects.

Step 6 is to apply the Object Detection Network of the Mask R-CNN model to detect
facial skin problem instances and the Object Segmentation Network of Mask R-CNN to
segment the detected problem areas.

By applying this process of six steps, the enhanced version of the Mask R-CNN model
can detect target objects of a small size, and consequently, the performance of facial skin
problem diagnosis can significantly be increased.

Hyperparameters of the proposed network are set to 0.001 as the learning rate, 0.3 as
the detection non-maximum suppression (NMS) threshold, 0.5 for the region of interest
(ROI) positive ratio, 0.7 as a threshold for RPN and NMS, (0.5, 1, 2) as RPN anchor ratio,
(8, 16, 32, 64, 128) as the RPN anchor size, localization loss (smooth L1) and confidence
loss (Softmax) for loss functions in proposed front-end and back-end blocks, localization,
and average binary cross-entropy loss. In addition, the loss function for the refined mask
R-CNN is computed by the sum of loss functions for classification, bounding box detection,
and segmentation.

4.2. Design of Tactic #2: Super Resolution Generative Adversarial Network (GAN) for Small-sized
and Blurry Images

This tactic is to enhance the quality of small-sized object images, i.e., facial skin
problem instances, by applying a Super-Resolution Generative Adversarial Network (SR-
GAN) [45]. Generative Adversarial Network (GAN) consists of a generator network and a
discriminator network to compete with each other to generate accurate predictions. GR-
GAN is a GAN model that upscales and improves the quality of low-resolution images.
That is, the structure of the Generator in GAN is enhanced with Sub-Pixel Convolution Layers
as shown in Figure 7.

A Sub-Pixel Convolutional Layer is to enlarge the size of the feature map by combining
the vectors in feature maps into a single feature map. Then, the resulting feature map
consists of a larger number of vectors than the input feature map. Accordingly, an original
image is enhanced with more detailed image features.

The effect of applying SR-GAN on facial skin problem diagnosis is to enlarge the small-
sized facial skin problem instances and to result in a more accurate problem diagnosis with
Mask R-CNN models.
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Figure 7. Generator in SR-GAN with Sub-Pixel convolution layers.

4.3. Design of Tactic #3: Training Facial Skin Problem-Specific Segmentation Models

This tactic is to train a segmentation model for each type of facial skin problems.
This is based on the observation on the feature extraction schemes of CNN algorithm.
CNN network consists of convolution layers to learn spatial characteristics of objects,
pooling layers to reduce the dimensions of the feature maps, flattening layers to convert
the resultant 2-dimensional arrays into a single long continuous linear vector, and fully
connected layers to connect every input neuron to every output neuron [46,47].

However, CNN models provide lower performance for detecting multi-class objects
due to the learning scheme of spatial features with convolution layers and the dimension
reduction scheme with pooling layers [46,47]. Generating this phenomenon, detecting
multi-class objects is harder than detecting single-class objects [48,49]. For example, a CNN
model detecting people would perform better than a CNN model detecting the people with
gender information, i.e., male and female.

Another example is to detect animals in a zoo. Detecting a single-class object, such as
detecting ‘dog’, should outperform comparing to detecting 100 different animal types in a
zoo. Then, the CNN model for 100-class objects must handle the appearance features of all
100 types of animals. Through the repetition of applying convolution and pooling in CNN,
the spatial features of 100 animal types are abstracted by cancelling some of the acquired
features through activation functions, such as ReLU.

Another cause of the lower performance of the multi-class CNN model is the technical
hardship in distinguishing objects of different types but having some degree of appearance
similarity [49–52]. For example, domestic dogs, wolves, coyotes, foxes, jackals, and dingoes
belong to different animal classes, but there exist a number of similar appearance features
among different types of animals, such as between domestic dogs and wolves and between
coyotes and foxes.

Hence, this tactic is to train k segmentation models for k types of facial skin problems,
rather than training a single segmentation model to recognize all k types of facial skin
problems. That is, for a given facial image, the k segmentation models are individually
applied to detect and segment its specific facial skin problem type. Then, the results of
applying k segmentation models are integrated into a single output as shown in Figure 8.

In the figure, the facial image is fed into k segmentation models, which will detect and
segment its specific facial skin problem type. The results are integrated into a single output.

By specializing segmentation models by their facial skin problem types, the perfor-
mance of facial skin diagnosis is increased over employing a single integrated segmenta-
tion model.
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Figure 8. Applying k segmentation models and integrating the results of all segmentations.

4.4. Design of Tactic #4: Training Face Direction-Specific Segmentation Models

This tactic is to train a segmentation model for each direction of a face, i.e., left-side face,
frontal face, and right-side face. A face photo is taken from one direction, and the photo
cannot capture the facial skin problem instances on other directions, such as instances near
ears or side-cheeks. As a result, a single segmentation model to detect facial skin problem
instances on all different areas cannot correctly detect all the skin problem instances.

This tactic is to handle this problem by applying face direction-specific segmentation
models. To utilize this tactic, a set of 3 facial photos is required as input for the facial skin
problem diagnosis system. In order to determine the direction of the face photo, a Face
Direction Identifier is designed by applying Facial Landmark Detection model [53]. Using
the face contours and locations of nose, mouth, and the eyes, its direction can automatically
be identified.

An example of applying face direction-specific segmentation models is shown in
Figure 9.

Figure 9. Applying face direction-specific segmentation models.
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As shown in the figure, Face Direction Identifier determines the direction of each input
face photo. Then, its specific segmentation model is applied to diagnose the facial skin
problem instances, and their results are integrated.

By specializing segmentation models by the directions of a face photo, the performance
of facial skin diagnosis is increased over employing a single integrated segmentation model.

4.5. Design of Tactic #5: Discarding Segmentations on Non-Facial Areas Using Facial
Landmark Model

This tactic is to discard the false segmentations made on non-facial areas by applying
a Facial Landmark Detection model. The false segmentations can effectively be discarded
with the following steps.

Step 1 is to detect facial skin problem instances and facial landmarks for each facial
image. The Facial Landmark Detection model is used to detect the landmarks on the
face image.

Step 2 is to generate a mask around only the skin area of the facial image. That is, the
eyes, eyebrows, mouth, nostril, and hairs are excluded in this mark.

Step 3 is to remove the facial skin problem instances in non-facial areas. This is done
by overlaying the two types of masks, masks of facial skin problem instances and the mask
of the facial skin area, and discarding segmentations made on the outside of the mask of
the facial skin area.

An example of discarding false segmentations is shown in Figure 10.

Figure 10. Example of discarding false segmentations.

In the figure, the Wrinkle Segmenter model produces marks of detected wrinkles. Three
of the wrinkle segmentations are made on a non-facial area. The Facial Landmark Detector
produces a mask of facial skin area. By overlaying two types of masks, the false segmented
wrinkles are discarded.

4.6. Design of the Main Control Flow

The main control flow of the facial skin diagnosis system is to invoke the functional
components that implement the proposed 5 tactics. The control flow is shown in the
following algorithm as shown in Algorithm 1.

As shown in the algorithm, the main control of the diagnosis system reads facial
photos as the input and invokes the functional components that implement the 5 tactics.
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Algorithm 1. Main control flow of ‘Facial Skin Problem Diagnosis’ system.

Input: photos: A list of 3 face photos (per person)
Output: FSPResults: A list of detected facial skin problem instances
1: Main() {
2: FSPResults = [];
3: SRGAN = // SR-GAN Model for upscaling and improving quality of Images
4: FaceLandmarkDetector = // Model for Face Landmark Detector
5: upscalingRatio = // Ratio of upscaling image by SRGAN
6: segmenters = // set of segmentation models for face direction and face skin problems
7:

8: for (photo in photos){
9: // Step 1. Identify Face Directions (regarding the tactic #4)

10: landmarks = FaceLandmarkDetector.identify(photo);
11: locMouth = // Location of Mouth from detected Landmarks
12: locNose = // Location of Nose from Detected Landmarks
13: locRt = // Location of right side of face in detected landmarks
14: locLt = // Location of Left side of face in detected landmarks
15: if ((|locMouth-locLT| < |locMouth-locRT|) & (|locNose-locLT| < |locNose-locRT|))
16: curDirection = LEFT;
17: else if ((|locMouth-locLT| > |locMouth-locRT|) & (|locNose-locLT| > |locNose-
18: locRT|))
19: curDirection = RIGHT;
20: else curDirection = FRONTAL;
21:

22: // Step 2. Invoke Facial Skin Problem-specific Segmenters (regarding the tactic #3)

23: listFSPs = [];
24: for (segmenter_type in segmenters[curDirection]){
25: SEGRef_type = // Segmenter based on Refined mask R-CNN from segmenter_type
26: SEGOrg_type = // Segmenter based on Original mask R-CNN from segmenter_type
27: // Step 3. Applying Refined mask R-CNN (regarding the tactic #1)

28: resultRef = SegRef_type.segment(photo);
29:

30: // Step 4. Enhance the Quality of Facial Images with SR-GAN model (regarding

31: the tactic #2)

32: sections = {SECi| SEC in photo, ∀SEC = photo}; // Divide Photos
33: resultOrg = [];
34: for (SEC ∈ sections){
35: enlargedSEC = SRGAN.enlarge(SEC);
36: result = SEGOrg_type.segment(enlargedSEC);
37: resultOrg ← ( result // After Decreasing size of result to (1/upscalingRatio)
38: }
39: // Determine the facial skin problem
40: // (1) Select a result from step 3 and Step 4
41: if(size(resultOrg) < thInstanceSize)
42: result = resultRef;
43: else

44: result = resultOrg;
45: // (2) Check whether the segmented instances classified by different FSP
46: for (fsp in listFSPs){
47: if (size(fsp∧result)/max(size(fsp), size(result)) > thSize){
48: if ((confidence score of fsp) > (confidence score of result))
49: // Remain fsp
50: else{
51: // discard fsp from listFSPs and add result
52: }
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53: }
54: }
55: }
56: // Step 5. Discard false segmentations on non-facial skin area (regarding the tactic

57: #5)

58: faceArea = // Mask for face skin area excepting eyes, nostrils, and mouth.
59: segResult = FSPArea ∧ faceArea; // Overlay both segmented area
60: FSPResults ← ( (curDirection, segResult);

}
return FSPResults;

}

5. Experiments and Assessment

This section is to present the results of experiments by applying the facial skin seg-
mentation models trained with the proposed tactics.

5.1. Datasets for Training Models

The data collection of face photos used for training, evaluation, and experiments
consists of 2225 face photos at a resolution of 576 × 576 pixels. Each photo contains one or
more instances of acne, age spots, moles, rosacea, and wrinkles.

In the experiments, only 5 types of facial skin problem types are considered for the
following criteria.

• A minimal set of essential facial skin problem types is needed; performing experiments
with photos of all 20 different facial skin problem types requires a dataset of more
than 10,000 photo images and annotating the facial skin problem areas on each photo
manually by researchers would require an effort of more than 30 person-months.

• A dataset including facial skin problem types that are relatively large in size and also
small in size is needed. Hence, photos showing wrinkles and rosacea are selected
for the large-sized types and acne, mole, and age spots are selected for the small-
sized types.

• A dataset including different facial skin problem types but having some similarities
in their appearances is needed. Hence, photos showing acne, age spots, and moles
are selected.

• A dataset including blurry boundaries between the problem-free skin areas and facial
skin problem areas is needed. Hence, photos showing acne, rosacea, and wrinkles
are selected.

The face photos were acquired from 3 different sources: Acne 04 dataset [54] and
Flickr-Faces-HQ dataset [55] available on GitHub repositories [56,57] and FEI face dataset
available on Centro University website [58].

To train CNN models to detect facial skin problems, each photo had to be manually
annotated in all the areas of facial skin problem instances. For this task, COCO Annotator
was utilized as an annotation software tool [59] and an XP-Pen Artist 15.6 Pro stylus pen was
used as a touch-pad device. Since a photo may contain several kin problem instances, the
task of manually annotating the 2225 photos demanded a high effort of 8 person-months.

An example of manual annotations for facial skin problem instances is shown in
Figure 11.
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Figure 11. Face photo with annotations and its JSON representation.

The left-side of figure shows annotations for two facial skin problems. Moles are
annotated in Blue, and wrinkles are annotated in Red. The right-side of the figure shows
the JSON representation of the annotations, which is required to train the model.

By using our collection of 2225 face photos with annotations on facial skin problem
instances, a total of 31 Mask R-CNN models were trained. The data collection is utilized as
a training set, validation set, and test set, as shown in Table 4.

Table 4. Distribution of Data Collection.

Subset Type Training Set Validation Set Test Set Total

Ratio (%) 69.98 10.02 20.0 100
# of Photos 1557 223 445 2225

The training set consists of 1557 photos that are 70% of the data collection. The
validation set consists of 223 photos that are 10% of the data collection. The test set consists
of 445 photos that are 30% of the data collection.

Hyperparameters for training models are set to 0.001 as the learning rate, 1000 as
epochs, and 5 as batch size. The early stopping is applied to prohibit overfitting the model
to the training set.

5.2. Proof-of-Concept Implementation

A web-based system of facial skin diagnosis has been implemented in Python using
the following libraries: TensorFlow for developing CNN models, NumPy for processing
operations for mask data, OpenCV for processing facial photos, MySQL for managing
database, and Django framework for building the web site.

Figure 12 shows the web user interface of this system.
The original image, masks generated around the facial skin problems, and overlay of

the mask on the original image are shown on the left-side of the figure. The right-side of
the figure shows the results of identifying facial skin problem instances.
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Figure 12. User Interface of Facial Skin Problem Diagnosis System.

5.3. Performance Metric for Facial Skin Problem Diagnosis

Dice Similarity Coefficient (DSC) is an appropriate measure in evaluating the perfor-
mance of segmenting the models. DSC is to measure the ratio of matching the segmented
areas on the labeled areas on images. Its metric is given below.

DSC =
2 ∗ |LB ∩ SEG|
|LB|+ |SEG|

Let LB be a mask for the label data of a photo, and Let SEG be a mask of the segmenta-
tion results from the photo. Let |X| be the area of masked instances in an input mask X.
DSC is measured by the sum of masked areas for LB and SEG over the area containing the
intersection area in LB and SEG. The range of DSC is between 0 and 1. The more accurate
the segmented results, a DSC value close to 1 is returned.

5.4. Experiment Scenarios and Results

A set of experiments were conducted to evaluate the effectiveness of the 5 tactics, an
experiment to evaluate the integration of all the tactics, and an experiment to compare our
approach to other known approaches.

5.4.1. Experiment for Tactic #1: Refined Mask R-CNN Segmentation Models

This experiment is to evaluate the effectiveness of the Refined Mask R-CNN model.
This is done by training two segmentation models: a model with Mask R-CNN structure
and a model with the refined Mask R-CNN structure with fusion and deconvolution layers.

The dataset of 410 face photos was used and each photo contains one or more facial
skin problems of acne, age spots, and moles. These facial skin problem types are quite
small in size, and the bounding box of the largest problem instance in the dataset is sized
to (12 × 12) pixels.

The performances of the two models are compared in Figure 13.
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Figure 13. Comparing performances of conventional Mask R-CNN and enhanced Mask R-CNN models.

In this experiment, a segmentation model of conventional Mask R-CNN was applied
to detect facial skin problems on all the face photos, the performances were measured
with DSC, and computed the average of all DSC measurements. Then, a segmentation
model trained with the enhanced Mask R-CNN was trained and applied to measure its
performance in DSC.

For the facial photos with acne problems, the conventional Mask R-CNN model
yielded 56.63% of DSC where the Enhanced Mask R-CNN model yielded 73.26% as shown
in the figure. A significant degree of performance has been gained.

As the summary of the experiment, the performances of segmenting acne, age spots,
and mole problems were increased by 16.63%, 13.7%, and 19.05%, respectively, and the
average of performance gains for all 3 types of facial skin problems is 16.46%.

5.4.2. Experiment for Tactic #2: Super Resolution GAN Model

This experiment is to evaluate the effectiveness of applying Super Resolution GAN
model in enhancing the quality of facial images. A dataset of 3 facial skin problem types
was made: acne, rosacea, and wrinkle. A segmentation model was trained with both the
Mask R-CNN and the SR-GAN structure and performed the experiments. The results of
applying the super resolution tactic with SR-GAN are shown in Figure 14.

Figure 14. Result of applying super resolution with SR-GAN.

In the figure, the original face image is partitioned into 9 images of (192 × 192) size,
which is required by the trained Mask R-CNN model. Then, each image is fed into the
SR-GAN model that will enhance the quality of images as shown in the figure.

To compare the performance of super resolution, a segmentation model was trained
with conventional Mask R-CNN and another segmentation model with both Mask R-CNN
and SR-GAN. The comparison of the performances of the two models is shown in Figure 15.
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Figure 15. Comparing performances of segmentation with and without SR-GAN.

The Mask R-CNN segmentation model was applied to detect all the face photos, the
performance was measured in DSC, and the average of all the DSC measurements was
computed. Then, a segmentation model with both Mask R-CNN and SR-GAN was trained
and applied to perform the same operations.

For wrinkle problems, the DSC with the Mask R-CNN model yielded 49.97% of DSC
where the Enhanced Mask R-CNN model yielded 67.24% of DSC, as shown in the figure. A
significant degree of performance has been gained.

As the summary of the experiment, the performances of segmenting acne, rosacea,
and wrinkle problems were increased by 8.63%, 12.46%, and 17.27%, respectively, and the
average of performance gains for all 3 types of facial skin problems is 12.79%.

5.4.3. Experiment for Tactic #3: Facial Skin Problem-Specific Models

This experiment is to evaluate the effectiveness of applying facial skin problem-specific
models instead of using a single integrated model. A dataset of face photos for 5 types of
skin problems was used: acne, age spots, moles, rosacea, and wrinkles.

An integrated Mask R-CNN model for all 5 types of facial skin problem types was
trained. Then, a set of 5 individual segmentation models for 5 different facial skin problem
types were trained. Then, their performances were measured and compared as shown in
Figure 16.

Figure 16. Comparing performance of integrated model and facial skin problem type-specific model.

85



Appl. Sci. 2023, 13, 989

For wrinkle problems, the integrated segmentation model yielded 45.97% of DSC
where the wrinkle-specific segmentation model yielded 59.74% of DSC, as shown in the
figure. A significant degree of performance has been gained.

The performances of segmenting acne, age spots, moles, rosacea, and wrinkles were
increased by 8.2%, 11.06%, 9.07%, 8.6%, and 13.77%, respectively, and the average of
performance gains for all 5 types of facial skin problems is 10.14%.

5.4.4. Experiment for Tactic #4: Face Direction-Specific Models

This experiment is to evaluate the effectiveness of applying face direction-specific
models instead of using a single integrated model. A dataset of face photos taken in
3 different directions was used in this experiment.

A Mask R-CNN model was trained to segment face photos in any direction. Then, a
set of 3 individual models for 3 face directions were trained: left-side, frontal, and right-side
directions. Then, their performances were measured and compared, as shown in Figure 17.

Figure 17. Comparing performances of integrated model and face direction-specific models.

For the photos of frontal face, the integrated segmentation model yielded 53.12% of
DSC where the frontal direction-specific model yielded 65.38%, as shown in the figure. A
significant degree of performance has been gained.

The average performances of segmenting face photos showing the left side face, frontal
face, and right side face were increased by 8.45%, 12.26%, and 8.66%, respectively, and the
average of performance gains for all 3 face directions is 9.79%

5.4.5. Experiment for Tactic #5: Discarding False Segmentations

This experiment is to evaluate the effectiveness of discarding false segmentations
made on non-facial areas. A Mask R-CNN model was trained and applied to detect facial
skin problems. Then, the software component implementing the tactic of discarding false
segmentation was implemented and applied to discard any resulting false segmentations.

The performance of the diagnosis without applying this tactic and the performance of
the diagnosis by applying this tactic were measured and compared as shown in Figure 18.

For the wrinkle problems, the segmentation with the Mask R-CNN yielded 45.97% of
DSC where the performance measure after discarding false segmentations was 61.23%, as
shown in the figure. A significant degree of performance has been gained.

The performances of segmenting acne, age spots, moles, rosacea, and wrinkles were
increased by 5.49%, 9.17%, 8.01%, 6.65%, and 15.26%, respectively, and the average of
performance gains for all 5 types of facial skin problems is 8.92%.
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Figure 18. Comparing performances of segmentations with- and without discarding false segmentation.

5.4.6. Experiment for Integrating all 5 Tactics

This experiment is to evaluate the performance of facial skin problem diagnosis by
integrating all 5 tactics. A conventional Mask R-CNN segmentation model was trained for
all the skin problem types. Then, a total of 30 individual segmentation models were trained
for the 5 different types of tactics and the 3 facial photo directions.

Then, the performances of 3 different approaches were measured: (1) performance of
the conventional Mask R-CNN model, (2) the average performances of 5 different tactics,
and (3) the average performance of applying all 30 segmentation models.

The performances of the three approaches are compared in Figure 19.

Figure 19. Comparing performances of the three approaches.

The conventional Mask R-CNN yielded 50.8% of DSC, the tactic-specific approaches
yielded (64.6%, 69.33%, 60.94%, 59.74%, and 59.72%) of DSC, and the approach of integrat-
ing all 5 tactics yielded 83.38% of DSC.

The integrated approach outperformed the conventional Mask R-CNN approach by
32.58%, and it outperformed the tactic-specific approach by an average of 22.47%.

5.4.7. Experiment for Comparing with Other Backbone Networks

This experiment was to compare the performance of our proposed approach with
diagnosis models trained with 6 different backbone networks: MobileNetV2, Xception,
VGG16, VGG19, ResNet50, and ResNet101.

87



Appl. Sci. 2023, 13, 989

Table 5 shows the code segments of training the segmentation models using the
6 different backbone networks.

Table 5. Code segment of training segmentation models using the 6 backbone networks.

Code. Implementing a Python Class for training 6 segmentation models

1: import tensorflow as tf
2: import tensorflow.keras as keras
3: import tensorflow.keras.layers as KL
4: from .backbone import build_mobilenet, build_xception, build_vgg16, build_vgg19,

build_resnet50,
5: build_resnet101, build_fusion_deconv
6: from .mrcnn import build_rpn_and_mrcnn
7:
8: class FSPSegmenter:
9: def __init__(self, backbone_type, config, p_model):
10: self.config = config
11: self.path_model = p_model
12: self.model = self.build(backbone_type)
13:
14: def build(self, backbone_type):
15: input = KL.Input(shape= self.config.img_shape)
16: # To build backbone
17: feature_maps_MobileNetV2 = self.build_mobilenet(input_img)
18: feature_maps_xception = build_xception(input_img)
19: feature_maps_vgg16 = build_vgg16(input_img)
20: feature_maps_vgg19 = build_vgg19(input_img)
21: feature_maps_resnet50 = build_resnet50(input_img)
22: feature_maps_resnet101 = build_resnet101(input_img)
23: feature_maps_fusion_deconv = build_fusion_deconv(input_img)
24:
25: # To initialize structures for region proposal networks and networks for segmentation and

detection
26: self.model_mobileNetV2 = build_rpn_and_mrcnn(feature_maps_MobileNetV2)
27: self.model_xception = build_rpn_and_mrcnn(feature_maps_xception)
28: self.model_vgg16 = build_rpn_and_mrcnn(feature_maps_vgg16)
29: self.model_vgg19 = build_rpn_and_mrcnn(feature_maps_vgg19)
30: self.model_resnet50 = build_rpn_and_mrcnn(feature_maps_resnet50)
31: self.model_resnet101 = build_rpn_and_mrcnn(feature_maps_resnet101)
32: self.model_fusion_deconv = build_rpn_and_mrcnn(feature_maps_fusion_deconv)

The code segment is to configure (6 + 1) segmentation backbone structures inside of
the build method (lines 17 to 23) and to configure the remaining network structures of Mask
R-CNN inside in build_rpn_and_mrcnn methods (lines 26–32).

Once the network structures are configured, then all 7 segmentation models are trained
and applied to detecting facial skin problems using the test set of 445 photos.

The comparison of their average performances is shown in Figure 20.
As shown in the figure, each of the segmentation models with MobileNetV2, Xcep-

tion, VGG16, VGG19, ResNet50, and ResNet101 shows an average 46.91% of detection
performance. It is 17.89% lower than the performance of our proposed model.
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Figure 20. Comparing the proposed approach with 6 other backbone networks.

6. Concluding Remarks

The condition of the facial skin is perceived as a vital indicator of the person’s apparent
age, perceived beauty, and degree of health. For this reason, people wish to maintain
youthful facial skin without aging symptoms.

Machine-learning-based software analytics on facial skin conditions can be a time-
and cost-efficient alternative to the conventional approach of visiting the clinics. How-
ever, the current CNN-based approaches have been shown to be limited in the diagnosis
performance and, hence, limited in their applicability in clinics.

In this paper, the set of 5 technical challenges in diagnosing facial skin problems were
addressed. Then, a set of 5 effective design tactics to overcome the technical challenges in
diagnosing facial skin problems were presented. Each proposed tactic is devised to resolve
one or more technical challenges.

Using a data collection of 2225 photos, a total of 30 segmentation models were trained
and applied to the experiments. The experiments showed 83.38% of the diagnosis per-
formance when applying all 5 tactics, which outperforms conventional CNN approaches
by 32.58%. The diagnosis system presented in this study can potentially be utilized in
developing clinical diagnosis systems.
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Abstract: For the locomotion control of a legged robot, both model predictive control (MPC) and
reinforcement learning (RL) demonstrate powerful capabilities. MPC transfers the high-level task to
the lower-level joint control based on the understanding of the robot and environment, model-free RL
learns how to work through trial and error, and has the ability to evolve based on historical data. In
this work, we proposed a novel framework to integrate the advantages of MPC and RL, we learned
a policy for automatically choosing parameters for MPC. Unlike the end-to-end RL applications
for control, our method does not need massive sampling data for training. Compared with the
fixed parameters MPC, the learned MPC exhibits better locomotion performance and stability. The
presented framework provides a new choice for improving the performance of traditional control.

Keywords: model predictive control; reinforcement learning; parameter adaptive; quadruped robot

1. Introduction

The quadrupeds are outstanding in high-speed running, weight-bearing, and terrain
passing. For example, cheetahs’ sprints have been measured at a maximum of 114 km/h,
and they routinely reach velocities of 80–100 km/h while pursuing prey. Goliath frogs
can jump up to 5 m high while their body length is only from 17 to 32 cm. Blue sheep
are usually found near cliffs, in preparation to run toward rugged slopes to avoid danger.
Camels are known as the “ships of the desert”, they are able to carry hundreds of kilos of
cargo for long trips in harsh desert environments. These striking features have inspired
researchers’ enthusiasm for the bionic quadruped robots. It is hoped that one day such
quadruped robots can surpass animals in movement skills and perform tasks in challenging
environments. These visions put forward higher requirements for the performance of robot
controllers.

Half a century has witnessed the development of legged robots, and many excellent
quadruped robots have emerged. The issue of controller design has shifted from static
position planning [1] to highly dynamic optimization [2,3]. Among numerous optimization
algorithms, Model Predictive Control (MPC) has emerged as the most widely used control
algorithm in the robot field.

There are three main elements of MPC [4]: the predictive model, the reference trajectory,
and the control algorithm. This is now more clearly stated as model-based prediction,
receding horizontal optimization, and feedback correction. The vast literature invariably
says that the greatest attraction of predictive control is its ability to deal explicitly with
control and state quantity constraints, this ability arises from the predictions of future
dynamic behavior based on the analytical model of the control object, by adding the
constraints to the future inputs, outputs, and state. The receding horizontal optimization
ensures that the system can quickly respond to the uncertainty from the internal system or
external environment.
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Since MIT Biomimetic Robotics Lab has open-sourced Cheetah-Software [5], MPC
has become a new baseline method for the locomotion control of quadruped robots. Bledt
proposed the policy-regularized MPC [6] to stabilize different gaits with several heuristic
reference policies. Ding presented the representation-free MPC [7] framework that directly
represents orientation using the rotation matrix and can stabilize dynamic motions that
involve the singularity. Liu proposed a design approach of gait parameters with minimum
energy consumption [8]. Chang presented the Proportional Differential MPC (PDMPC)
controller [9] that has the ability to compensate for the unmodeled leg mass or payload.
Although MPC has made significant progress in the field of legged-robot control, it still
faces many challenges. The precise predictive model is difficult to establish; the simplified
model will introduce model mismatch, and the fixed parameters controller does not have
strong generalization ability.

In recent years, with the revival of artificial intelligence, achieving autonomous learn-
ing control for robots has become one of the research highlights. Kolter [10] learned
parameters through policy search based on fixed strategies and realized the action of jump-
ing from the ground to obstacles on Boston Dynamics’ little dag. Tuomas Haarnoja [11]
developed a variant of the soft actor-critic algorithm to realize the level walking of a
quadruped robot with only 8 Degree-of-Freedom (DOF). Yao proposed a video imitation
adaptation network [12] that can imitate the action of animals and adapt it to the robot from
a few seconds of video. Hwangbo applied model-free reinforcement learning on ANYmal,
realized omnidirectional motion on flat ground, and fall recovery. The trained controller
can follow the command speed well in any direction. In order to enable the simulation
results to be transferred to the real robots, domain randomization, actuator modeling, and
random noise during training were used [13]. Additionally, the two-stage training process
makes the student policy reconstruct the latent information which not directly observable,
such as contact states, terrain shape, and external disturbances. Without vision and envi-
ronmental information, the robot successfully passed through various complex terrains
only with proprioceptive information [14]. Training of reinforcement learning requires a
large number of samples, the end-to-end controller policy lack of interpretability, the curse
of dimensionality, and the curse of goal specification challenge the usage of reinforcement
learning [15]. More importantly, conventional model-based control methods concentrate
the intelligence of human researchers, and cannot be discarded roughly.

This work is an extension of our previous work [9]. In this work, we proposed a
novel approach to combine the advantages of model predictive control and reinforcement
learning. PDMPC with a dozen parameters is considered a parametric controller that
provides stable control to generate samples, reinforcement learning training the policy
networks to modify parameters online. Compared with the fixed parameters controller, the
learned controller has better performance in command tracking and equilibrium stability.

The rest of this paper is organized as follows. Section 2 briefly presents the MPC
with Proportional Differential (PD) compensator. Section 3 presents the details of the
reinforcement learning framework for PDMPC. The simulation setup and results are
illustrated in Section 4. Finally, Section 5 concludes this paper.

2. PDMPC Formulation

Our quadruped robot is Unitree A1, as shown in Figure 1. It has four elbow-like legs,
and each leg has three degrees of freedom, called hip side, hip front and knee respectively
according to the order of attachment. The first two joints are directly driven, and the knee
joint is driven by a connecting rod. This design concentrates the majority of quality on
the body.
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Figure 1. Unitree A1 robot.

In order to reduce the computational consumption and the difficulty of optimization
solution, the dynamic model of the quadruped robot used as a predictive model is simplified
to a single rigid body model with four massless variable-length rods:

..
p =

∑k
i=1 fi
m

+ g (1)

d
dt
(Iω) = I

.
ω + ω × Iω =

k

∑
i=1

(ri × fi) (2)

where m and I are the mass and body inertia matrix, p and ω are the positions and angular
velocity of the body, g is the gravitational acceleration vector, fi and ri are the foot reaction
force and the position vector from the foot end to the center of mass (CoM) in the world
coordinate system. ω × Iω is neglected under the assumption that small angular velocity
during the robot locomotion.

The control framework of MPC is shown in Figure 2. The estimated states of the
quadruped robot are 6-DOF pose and corresponding 6-DOF velocity, the inputs are gait
pattern, desired speed, and attitude angle, the reference trajectory generator plans a desired
path within the prediction horizon based on the user inputs, and the current state, the
swing planner schedules the legs’ phase and the foot trajectory, the MPC controller outputs
the desired ground reaction force f0

i , at last, the low-level joint torque/position controller
executes the control commands to drive the robot.

τi = JT
i RTf0

i + kp

(
qdes − q

)
+ kd

( .
qdes − .

q
)

(3)

where τ is the joint torque vector, R is the rotation matrix of body, the leg jacobian matrix J
maps the force in operation space to the torque in joint space. qdes and

.
qdes are the desired

trajectory of joint, kp and kd are the gain of the PD controller.

Input Reference Trajectory
Generator

Joint 
Torque/Position

Controller

MPC
Controller

Swing PlannerState Estimator

Figure 2. Control framework.

Due to the above simplification, model mismatch will inevitably occur, especially
when the leg mass is large or the dynamic parameter estimation is inaccurate, and the
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conventional MPC is no longer effective to the uncertainty. Therefore, PDMPC is designed
to solve this problem. The structure of the PDMPC controller is shown in Figure 3.

Input

MPC Controller

Force Compensator

Torque Compensator

PD Compensator

+ Clip

0

Figure 3. PDMPC architecture.

Based on the above-simplified model in Equations (1) and (2), the MPC controller
obtains the expected force f0 of the stance leg through linear optimization. As well, our
PD compensator is proposed to compensate for the model uncertainty. We divide the
compensator into two parts based on force and torque.

Fe = K f (pdes − p) + D f
( .
pdes −

.
p
)

(4)

τe = Kτ(Θdes − Θ) + Dτ(ωdes − ω) (5)

where Θ is the Euler angle, Fv and τv are the additional virtual force and torque acting on
the body. K and D are the diagonal gain matrix with corresponding dimensions.

K f =

⎡
⎣k f x

k f y
k f z

⎤
⎦ D f =

⎡
⎣d f x

d f y
d f z

⎤
⎦ (6)

Kτ =

⎡
⎣kτϕ

kτθ

kτψ

⎤
⎦ Dτ =

⎡
⎣dτϕ

dτϕ

dτϕ

⎤
⎦ (7)

The force compensator is used to strengthen the tracking of linear motion. In order to
reasonably distribute the virtual force to each stance leg, we describe this problem as the
following optimal control problem.

min
uF

JF = fFT
LTLfF + γfFTfF (8)

s.t. Fe = QfF (9)

c ≤ fF ≤ c (10)

where L = [[r1], [r2], [r3], [r4]] and [r] is the cross-product matrix. γ is the regulatory
factor to adjust the uniform distribution of foot force. The first item of objective function
aiming resultant the whole moment as zero as possible, and the second item for reducing
effort. Q = [13, 13, 13, 13]. c and c are the lower and upper bounds of force. By solving
a quadratic convex programming problem, we obtain additional foot force fF. So as the
torque compensator generate fT for rotational motion.

At last, based on the consideration of the limited joint torque and friction constrain, a
clipper makes the desired ground reaction force fC to meet the physical feasibility.
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3. Reinforcement Learning for PDMPC

Controllers with fixed parameters make it difficult to adapt the robot to different states
of motion. For example, the gait cycle of the robot will be different when it moves at diverse
speeds, so the parameters need to change adaptively. Manual adjustment for the control
framework with large-scale parameters is laborious and time-consuming, and the results of
parameter adjustment are sometimes tricky to achieve the intended goals.

In this section, the reinforcement learning method is used to establish the relationship
between the robot states and the controller parameters, so that the multiple parameters can
be automatically adjusted. Figure 4 shows the framework of reinforcement learning based
on PDMPC.

PDMPC

Swing Planner

Reinforcement 
Learning Algorithm

Multilayer 
Perceptron

Joint 
Torque/Position 

Controller

Simulation 
Environment

reward

robot states
Training

parameter

Figure 4. Framework of reinforcement learning based on PDMPC.

We utilize the open-source PPO algorithm [16] to train the policy according to the
states and the reward provided by the simulation environment. The action policy network
is an MLP neural network that receives the current robot states and outputs the parameters
for the PDMPC controller and the swing planner. According to the current parameters, the
swing planner determines the gait frequency and the target position of the swing leg, the
PDMPC controller determines the desired ground reaction force for the stance leg. Finally,
the joint controller performs joint control.

3.1. Parameters to Be Larned
3.1.1. Swing Planner

The swing planner is used to choose the gait pattern, and determines the phase relation
and lift-off schedule. The duty cycle is 0.5, and the result schedule information will be
transmitted to the PDMPC controller. The foot point position vector wh in the world
coordinate system is as follows.

{ ωhxy = ωh0xy +
(
αxVx + αyVy

)
ts

ωhz = ωh0z + 1(ϕ)lz
(11)

where h0 is the initial foot point position vector at the lift-off event. The foot trajectory
is determined by the heuristic of single inverted pendulum model, ts is the duration of
the support period, αx and αy is the heuristic coefficient in different motion directions
(normally set to 0.5). lz is the maximum height of foot in vertical direction during swing
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phase. The gait phase variable ϕ ∈ [0, 2π], 1(ϕ) is an indicator function, 1 stands for swing
period, 0 stands for support period.

1(ϕ) =

{
0 ϕ ∈ (0, π]

1 ϕ ∈ (π, 2π]
(12)

So, we have 7 parameters to be learned for swing planner, including the four lift
heights of each leg lz1, lz2, lz3 and lz4, the two heuristic coefficients αx and αy, the half
support duration ts/2.

3.1.2. PDMPC Controller

The PDMPC controller solves the required ground reaction force according to the robot
states and the schedule information provided by the swing planner. In our previous work,
the manual parameter adjustment takes a long time and has no adaptability. Therefore,
it is helpful to improve control performance by incorporating these parameters into the
learning process.

There are nine parameters to be learned for PDMPC, including the vertical force
coefficients k f z and d f z, the horizontal velocity coeffificients d f x and d f y, the roll and picth
torque coeffificients kτϕ, kτθ , dτϕ and dτϕ, the yaw angluar velocity coeffificient dτψ.

For the low-level joint torque/position controller, the PD gain for position tracking is
eazy to turn, therefore, it is unnecessary to put it into our learning process.

3.2. Policy Network

The action policy obeys a multidimensional normal distribution π ∼ N(μ, Σ), The
mean vector is μ, and the covariance matrix is Σ. The covariance matrix is used for explo-
ration, and its elements can be gradually reduced with time to make the training converge.
μ = f (θ), f consists of a full connect neural network, θ are the network parameters.

Figure 5 shows the schematic diagram of the neural network structure of the action
policy, including three hidden layers, the orange balls, the number of units is 256, 128 and
64, respectively. Batch regularization processing is used for inputs [17], and exponential
linear units (ELU) are used as activation function.

body linear velocities

body angular velocities

action
attitude indicator

joint angles

joint angular velocities

action 1

speed commands

Figure 5. The structure of action policy neural network.

The input is a 52-dimensional vector, including a 3-dimensional robot body linear
velocity vector, a 3-dimensional body angular velocity vector, a 3-dimensional attitude
indicator vector, a 3-dimensional speed command vector, a 12-dimensional joint position
vector, a 12-dimensional joint angular velocity vector and a 16-dimensional network output
action vector at the previous step Ct−1. The attitude indicator vector refers to the projection
of the unit vector in the gravity direction under the body coordinate system. The speed
command includes two linear speeds in the horizontal direction and the yaw angular
velocity. Ct is not used directly, its elements are converted to the required parameters for
swing planner and PDMPC controller through appropriate mapping, as shown in Table 1.
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Table 1. The transform between the network action and the parameters for PDMPC.

Parameter Transform Parameter Transform

lz1 0.03 + c1/100 d f y 50 + c9·10
lz2 0.03 + c2/100 k f z 200 + c10·50
lz3 0.03 + c3/100 d f z 20 + c11·5
lz4 0.03 + c4/100 kτϕ 50 + c12·10

ts/2 200 + c5·10 dτϕ 8 + c13·2
αx 0.5 + c6/10 kτθ 50 + c14·10
αy 0.5 + c7/10 dτθ 8 + c15·2
d f x 50 + c8·10 dτψ (1 + c16)·5

The pseudo code of reinforcement learning based on PDMPC is as follow (Algorithm 1).

Algorithm 1 Reinforcement learning based on PDMPC

Input θ0 initial parameter of action network
x0 initial parameter of state value function V
for k = 0, 1, 2, . . . do

sample parameter vector C from πθk

Cgait → swing planner, assign leg states 1(ϕ) and target positions wh
Cmpc → PDMPC, desired ground reaction force fF

joint Controll → τ

sample trajectory Φk = {τi}i=1,2,...,n
if reset_flag then

reset robot
end if

if data sufficient then

compute reward R̂t
estimate advantage function Ât based on state value function Vxk

compute Clipped Surrogate Objective (PPO) M
update policy by gradient ascent algorithm (G):

θk+1 = arg max
θ

1
|Φk |T ∑

T∈Φk

T
∑

t=0
M

fitting Vxk by quadratic mean square regression, update parameter:

xk+1 = arg min
x

1
|Φk |T ∑

T∈Φk

T
∑

t=0

(
Vxk (st)− R̂t

)2

end if

end for

4. Simulation and Result

4.1. Simulation Platform

We constructed a quadruped robot control algorithm software platform, and its archi-
tecture is shown in Figure 6. The platform can be divided into three layers according to
functions, namely control architecture layer, conversion layer and training layer.

The control layer runs the traditional manually designed controllers, the code is
written in C++ and integrates many open-source mathematical libraries (GSL, Eigen, and
qpOASES), which improve the efficiency of algorithm development. The algorithm code
has good transplant characteristics and can be rapidly deployed to different dynamic
environments, such as Gazebo and other robot simulation environments, as well as real
quadruped robots.
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Figure 6. The software architecture of quadruped robot control.

The wrapper layer converts the C++ code of the control layer to other types of pro-
gramming languages to meet the needs of different environments. SWIG-4.0.2 (Simplified
Wrapper and Interface Generator) is a software development tool used to build C and
C++ program script language interfaces. It can quickly package C/C++ code into Python,
Perl, Ruby, Java and other languages. The reinforcement learning we used requires Python
language. Declare the C++ control algorithm function in the interface file Interface.i as
required, and then convert it by SWIG.

The training layer consists of the converted Python control code library, the learn-
ing and training algorithm and Isaac Gym, where Isaac Gym is a physical simulation
environment specially developed for reinforcement learning research [18].

4.2. Training and Rewards

The simulation was conducted on a desktop laptop with eight CPU cores (Intel Core
I7-7700HQ) and single GPU (NVIDIA GeForce GTX 1070). In Isaac Gym environment, we
train 20 quadruped robots in parallel. The robot uses a diagonal trotting gait, the simulation
time step is 0.005 s, the control frequency of PDMPC is 100 Hz, the maximum alive duration
is 15 s, the linear speed command range is [0, 1] m/s, and the angular speed command
range is [−1, 1]rad/s.

Algorithm 1 and Adam optimizer [19] are used to train the policy network, and the
corresponding hyper-parameters are listed in Table 2.

Table 2. Hyper-parameters in Algorithm 1.

Hyper-Parameters Value

decay factor 0.99
clip factor 0.2

KL divergence threshold 0.0008
learning rate 3e − 4

batch size 960

The reward function we designed is as follows:

• Task target reward

For the task of locomotion with the command speed, we encourage the robot with
smaller speed error respect to expectation. The nonlinear exponential function makes the
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robot obtain much more score when the speed tracking performance improved a little,
especially when the robot have medium tracking ability.

rrew = βlvxy exp
(
−3‖ BVxy − Vcxy

∥∥∥
2

)
+ βaω exp

(
−3

(
Bω − ωc

)2
)

(13)

• Balance punishment

On the other hand, we punish the robot with Equation (14).

rpun = −βlvzv2
z − βaϕθ

(
ϕ2 + θ2

)
− βg

∥∥∥(BTeg

)
xy

∥∥∥∥
2

(14)

where BT is the rotation matrix from the world coordinate system to the body coordinate
system, and eg is the unit vector in gravity direction. The first item punishing the robot
is unable to maintain the body height stable; the remaining item punishes the robot with
unnecessary roll and pitch movement.

All β coefficients adjust each item to form the whole reward to evaluate the current
policy. Figure 7 shows that the training reward gradually increases with the increase of the
number of samples, and the number of samples required is 106.

Figure 7. Training reward.

4.3. Result and Discussion

We first compare the locomotion performance of the fixed parameter PDMPC and
the learned PDMPC. Figure 8 shows the velocity tracking performance of each controller.
Obviously, the robot under the learned controller has smaller tracking error, and the motion
is more smooth.

Figure 8. Forward velocity tracking performance.

Next, we check the gait and stability at different speeds. The forward velocity com-
mand gradually increases from 0 to 1 m/s. As shown in Figures 9 and 10, when the
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command speed increases, the fixed parameter controller holds the same gait, but the
learned controller reduces its phase time. This change is in line with the biological norm
that animals have a higher frequency of gait at high speeds. In addition, the attitude
angle of the robot under the learned controller is closer to 0, and its oscillation amplitude is
smaller. This phenomenon indicates that the learned controller is more capable of absorbing
the impact of the swing leg when it touches down.

 
(a) (b) 

Figure 9. Motion controlled by fixed parameter PDMPC. (a) Gait; (b) Attitude angle.

 
(a) (b) 

Figure 10. Motion controlled by learned parameter PDMPC. (a) Gait; (b) Attitude angle.

Figure 11 shows the adaptive changes of parameters of PDMPC during the acceleration
of the quadruped robot. Figure 11a shows the adaptive heuristic coefficients obtained
through reinforcement learning. The forward and lateral coefficients increase with the
increase of speed. Manual-designed swing trajectory usually sets the heuristic coefficient of
the inverted pendulum heuristic to a fixed value of 0.5. Because the model cannot be strictly
regarded as a single-stage inverted pendulum during the motion, it is not reasonable to use
fixed coefficients.
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(a)  (b) 

 
(c) 

Figure 11. The adaptive variation of parameters during the acceleration of the quadruped robot.
(a) Parameters for swing planner; (b) Parameters for force compensator; (c) Parameters for torque
compensator.

It can be seen in Figure 11b that when the robot speed increases, the decreasing
parameter dx makes the forward speed tracking of the robot softer and the increasing dy
strengthens the lateral control at the same time; the decreasing parameter kz and dz reduce
the position compensation in the height direction of the robot and increase the damping,
making the position of the center of mass more flexible. At the same time, the parameters of
the torque compensator are all increased, which is conducive to making the robot’s attitude
more stable during acceleration.

5. Conclusions and Future Work

In this work, we proposed a novel locomotion control algorithm for a quadruped
robot which combines the advantages of model-based MPC and model-free reinforcement
learning. PDMPC controller performs a fundamental locomotion capability that provides a
safe exploration region, and reinforcement learning endows robots with evolutionary ability.
The trained policy chooses the parameters for the PDMPC controller adaptively according to
the current state. The simulation results show the effectiveness of our algorithm, compared
with the fixed parameters controller, the adaptive parameters make the learned controller
have better performance in command tracking and equilibrium stability, and the gait of
robot changes with speed just as quadrupeds do.

Model-free RL learns an end-to-end control policy based on the reward function to
maximize performance. This learning from scratch requires massive samples, which means
a large number of robots and time consumption. In this work, with the model-based
controller to generate good samples, our training process has been greatly shortened. It
requires fewer robots and has a faster learning speed. On the other hand, the manually
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designed controller will guide the policy into a local optimal region, limiting the power-
ful exploration, discovery and learning ability of reinforcement learning. As two major
frameworks for solving optimal control problems, conventional control and learning-based
control have their own advantages and can promote and develop together. We will ex-
plore more ways to merge them and make online quick learning possible on the physical
platform.
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Abstract: In this paper, we introduce a transformer into the field of credit scoring based on user online
behavioral data and develop an end-to-end feature embedded transformer (FE-Transformer) credit
scoring approach. The FE-Transformer neural network is composed of two parts: a wide part and a
deep part. The deep part uses the transformer deep neural network. The output of the deep neural
network and the feature data of the wide part are concentrated in a fusion layer. The experimental
results show that the FE-Transformer deep learning model proposed in this paper outperforms the LR,
XGBoost, LSTM, and AM-LSTM comparison methods in terms of area under the receiver operating
characteristic curve (AUC) and the Kolmogorov–Smirnov (KS). This shows that the FE-Transformer
deep learning model proposed in this paper can accurately predict user default risk.

Keywords: credit scoring; machine learning; deep learning; transformer

1. Introduction

With the development of financial technology, big data and artificial intelligence tech-
nology have been paid increasingly more attention by financial enterprises. For financial
enterprises, such as banks and P2P lending platforms, the most important risk is credit risk,
that is, user default risk. Therefore, an increasing number of enterprises are trying to apply
artificial intelligence technology, i.e., deep learning, to user credit risk assessment so as to
reduce the loan default rate and to improve the ability of enterprises to resist risks [1,2];
this problem has attracted increasing attention.

Credit scoring is essentially a classification problem in machine learning. With the
help of a credit risk assessment model, applicants can be divided into “good” customers
and “bad” customers. Financial institutions can make loan approval decisions and risk
pricing based on the credit scoring results.

With the development of financial technology, some loan businesses are carried out
on online platforms, from basic websites to the current mobile application (APP), which
has accumulated massive amounts of user online behavioral data, such as data on user
registration behavior, user login behavior, user click behavior, and user authentication
behavior. These online behavioral data have important mining value. In recent years, with
the maturity of deep learning technology, it has become feasible to mine these data.

Based on the online behavioral data of users and the credit data of financial enterprises,
this study proposed an end-to-end transformer credit scoring system, which can accurately
predict users’ default risk.

The main contributions of this study are as follows:

1. This paper introduces transformer into the field of credit scoring based on user online
behavioral data, and the experimental results show that the transformer used in this
study outperforms LSTM and traditional machine learning models.
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2. We make use of credit feature data and user behavioral data and develop a novel
end-to-end deep learning credit scoring framework. The framework is composed
of two parts, a wide part and a deep part, and it can automatically learn from user
behavioral data and feature data.

The structure of this study is as follows: Section 2 summarizes the literature relevant
to this study, Section 3 introduces the relevant theories and the transformer method pro-
posed in this study, Section 4 analyzes the experimental results, and Section 5 summarizes
this study.

2. Related Work

At the early stage of the development of credit scoring methods, due to the lack of
comprehensive historical data in financial institutions, credit scoring mainly depended on
the personal experience of experts. Later, with an increase in credit data, many statistical
models and credit scoring methods gradually emerged. Altman [3] built a Z-score credit
scoring model based on multivariate discriminant analysis technology, and Parnes [4]
verified the superiority of the Z-score credit scoring method through detailed comparative
analysis experiments. Logistic regression models are the most representative of statistical
models. They are widely used because of their high prediction accuracy, simple calculation,
and strong interpretation ability [5].

At present, a large number of scholars are introducing machine learning methods
into the field of credit scoring research [6,7]. The traditional machine learning methods
in this research field can be divided into individual classifier methods and ensemble
learning methods. Individual classifiers that have been studied and applied in credit
scoring include decision trees (DTs) [8] and SVM [9]. In addition, some recent studies have
also proposed some improved individual classifiers [10]. Munkhdalai et al. [11] proposed a
credit scoring approach that combines linear (softmax regression) and non-linear (neural
network) methods.

Ensemble learning improves model performance by building and combining base
learners, which can be further divided into homogeneous ensemble learning and heteroge-
neous ensemble learning. Homogeneous ensemble learning methods only use one kind of
base learner for ensemble, such as random forest (RF) [12] and extreme gradient boosting
(XGBOOST) [13]. Heterogeneous ensemble learning combines several kinds of base learn-
ers to improve model performance. Wang et al. [2] proposed a two-stage credit scoring
model. The first stage is credit scoring, and the second stage is profit scoring. They used
stacked generalization (stacking) to build the model, and the base learner includes LR, DT,
and SVM. However, the features of the experimental data in these studies were usually
low-dimensional and designed by experts [14].

In recent years, deep learning has shown remarkable results in many application fields,
such as text sentiment classification [15], image classification [16], and recommendation
systems [17]. Similarly, many studies have applied deep learning to the field of credit
scoring, and research has proven the abilities of deep learning algorithms, which can
automatically learn features from data. Tomczak and Zi ę Ba [18] proposed a new RBM-like
credit risk prediction approach and proved the advantages of this credit scoring method
through experiments. Yu et al. [19] proposed a new multi-level deep belief network (DBN)
credit risk prediction method based on limit learning machine (ELM), which improved
the credit risk prediction performance of this approach. Zhang et al. [20] proposed a
hybrid model that combines transformer networks with CatBoost decision trees, and their
experimental data came from a bank, but they were low-dimensional feature data.

With the development of the Internet industry, people’s lives are becoming increasingly
Internet-based, resulting in a large amount of user online behavioral data. Considering
the large volume, high dimension, and sequential characteristics of user online behavioral
data, for these kinds of data, the learning ability of traditional machine learning algorithms
is limited; therefore, researchers have begun to use deep learning methods to deeply
mine user online behavioral data. Some researchers have attempted to apply deep learning
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methods based on user online behavioral data to recommendation systems. Hidasi et al. [21]
built a recommendation system using a recurrent neural network (RNN) based on users’
online operation behavioral data. The experimental results show that this recommendation
method is superior to existing methods. Lang and Rettenmeier [22] introduced a long
short-term memory network (LSTM) to predict consumer behavior on e-commerce websites
using user behavioral data, and the experimental results show that this approach has good
prediction effects.

Similarly, some studies have attempted to apply deep learning methods based on user
behavioral data to the field of credit scoring. Wang et al. [1] made use of borrowers’ online
operation behavioral data and proposed a consumer credit scoring method based on an
attention mechanism LSTM. This method only uses user behavioral data, and the research
results show that this approach has advantages over existing methods.

To sum up, credit scoring methods based on machine learning and deep learning
are increasingly becoming a research hotspot. The research on deep learning methods
based on user behavioral data is still relatively scarce, and there are still some research
gaps in the research field of deep learning credit scoring models based on user online
behavioral data. On the one hand, the LSTM model has long-term dependence and cannot
be parallelized, and further research on deep learning algorithms is required. On the other
hand, existing studies have only built deep learning credit scoring models based on user
behavioral data, and they have not used feature data to build an end-to-end neural network
model. Therefore, further research combining user behavioral data and feature data to
build deep learning credit scoring models needs to be carried out.

3. Theory and Method

3.1. LSTM

LSTM, which was proposed by Hochreiter and Schmidhuber [23], is widely used to
process sequence information, such as text classification [24] and machine translation [25],
because it can alleviate long-term dependencies. LSTM can realize the remembering and
forgetting of long-term historical states through different gate structures.

As shown in Figure 1, suppose xt is the parameter information of the new incoming
training process, and ht−1 is the staged result of the last iteration process. The input xt,
the memory state Ct−1, and the intermediate output ht−1 in the forget gate determine the
forgetting part of the memory state. xt in the input gate is changed by sigmoid and tan h
functions, and then, it determines the reserved vector in the memory state. Finally, the
effective information is output by the output gate control, and a performance model with
better prediction can be obtained by iterating the error correction many times. However,
LSTM can only calculate in sequence, which leads to two problems. On the one hand, the
calculation of each time period depends on the calculation results of the previous time
period, so the model cannot calculate in parallel. On the other hand, although the gate
structure of LSTM alleviates the problem of long-term dependence, LSTM still cannot solve
this problem.

 
Figure 1. Structure of the LSTM model.
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3.2. Transformer

The transformer model proposed by Google was first applied to the task of machine
translation [26]. In this research, a transformer is an encoder–decoder structure. The
transformer consists of an encoder and a decoder, which are stacked with 6 layers in total.
This model does not use a recurrent structure. After passing through the 6-layer encoder in
the model, the input data are output to the decoder of each layer in order to calculate the
attention. The architecture of a transformer consists of four modules: an input module, an
encoding module, a decoding module, and an output module.

A transformer is a deep neural network based on the self-attention mechanism and
parallel data processing. It outperforms RNNs and convolutional neural networks (CNNs)
in machine translation tasks, and it has become the current mainstream feature extractor.
At the same time, the transformer solves two problems of LSTM. On the one hand, it uses
an attention mechanism to reduce the distance between any two positions in a sequence
to a constant. On the other hand, the transformer can be computed in parallel unlike the
sequential structure of LSTM. The transformer is obviously superior to LSTM in terms of
comprehensive feature extraction ability. Therefore, in the task of machine translation, the
traditional attention-mechanism-based LSTM has migrated to the network structure based
on the transformer model.

3.3. Feature Embedded Transformer

In this study, we introduce a transformer into the field of credit scoring and develop
an end-to-end deep learning credit scoring framework; we named this framework the
feature embedded transformer (FE-Transformer). The architecture of this method is shown
in Figure 2. The FE-Transformer neural network is composed of two parts: a wide part
and a deep part. The deep part uses the transformer neural network; the output of the
transformer neural network and the feature data of the wide part are concentrated in
the fusion layer; and finally, the prediction results are output. The FE-Transformer can
automatically learn from user behavioral data and feature data.

Figure 2. Network architecture of the FE-Transformer.

3.3.1. Input Data and Data Coding

There are two kinds of input data in this model: one is feature data, and the other is
behavioral data. Feature data include users’ gender, age, credit record, and other credit
data. The users’ behavioral data mainly include the users’ online operation behavioral data,
such as click behavior and input behavior. After the feature data are processed, they are
used as the input of the model.
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For the behavioral data, inspired by NLP, each kind of behavior event can be regarded
as a word. The behavioral data of each user are composed of a series of events, which
constitute a sequence of events and can be regarded as a sentence. We process the raw
online operation behavior record data and convert these behaviors into event sequences
in chronological order. Then, we encode the input behavioral data via embedding and
position encoding.

An event is the basic unit of model processing. First, the input event needs to be
converted into a vector through a word embedding algorithm. In order to understand a
sequence of events, the model needs to know the position of the event in the sentence in
addition to understanding the meaning of the event. Since the calculation of the trans-
former abandons the recursion and convolution of the cyclic structure, it cannot simulate
the positional information of the events in the sequence, so it is necessary to obtain the
positional vectors of the events through positional encoding. The position vector is then
added to the event vector to obtain the input to the model. We take the sine function to
generate the position vector for each event:

PE(pos,2i) = sin (pos/100002i/dmodel ) (1)

PE(pos,2i+1) = cos (pos/100002i/dmodel ) (2)

where pos is the position of the event in the behavior sequence of events, dmodel is the
dimension of positional encoding, 2i is the even dimension, and 2i + 1 is the odd dimension
(2i ≤ dmodel , 2i + 1 ≤ dmodel). After data coding, the data are used as the input of the
transformer layer.

3.3.2. Transformer Encoding Layer

The transformer encoding layer is composed of one or more layers of stacked encoders.
Each layer of the encoder is mainly composed of a multi-head attention layer and a fully
connected feed-forward layer. Layer normalization [27] is used in front of each sublayer,
and residual connection is used behind each sublayer. The transformer encoding layer
structure is shown in Figure 2.

The event vector matrix obtained by the embedding layer is passed into the encoder
through the multi-head attention layer and into the fully connected feed-forward layer, and
then, the output is passed up to the next encoder. After one or more encoders, the encoding
information matrix of all events in the behavior sequence is obtained.

The self-attention mechanism is an improvement in the attention mechanism, and
it has the advantages of reducing the network’s dependence on external information
and being good at capturing internal correlations in data. The transformer architecture
introduces a self-attention mechanism, which avoids the use of recursive structures in
neural networks and completely relies on the self-attention mechanism to draw the global
dependencies between the input and output [28].

The attention layer uses scaled dot-product attention. Compared with general atten-
tion, scaled dot-product attention uses the dot product for similarity calculation, which
has the advantages of a faster calculation speed and being more space-saving. The basic
structure is shown in Figure 3.

The self-attention mechanism is used to calculate the degree of relatedness between
events. When calculating, each event in the input is first linearly projected into three
different spaces to obtain a query vector (Q), a key vector (K), and a value vector (V). When
obtaining self-attention information, the Q vector is used to query all candidate positions.
Each candidate position has a pair of K and V vectors. The query process is the processing
of dot products between the Q vector and the K vector of all candidate positions [29]. The
product result is divided by the scaling factor (the square root of the dimension of the key
vector) to improve the convergence speed. The result is normalized using the softmax
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function and then weighted to the respective V vector, and the summation determines the
final self-attention result. The calculation formula is shown in Formula (3):

Attention(Q, K, V) = softmax(
QKT
√

dk
)V (3)

dk is the number of columns of matrices Q and K, that is, the vector dimension.

Figure 3. Scaled dot-product attention.

Multi-head self-attention enables the model to jointly learn the representation infor-
mation of different locations from different representation subspaces. It is equivalent to
a collection of different self-attention heads. As shown in Figure 4, after Q, K, and V
are subjected to different linear projections, the scaled dot-product attention calculation
is performed so that different parts of the input can be paid attention to and different
semantic information can be learned. After multiple operations in parallel, the attention
information in all subspaces is finally merged. The calculation process of each multi-head
module shown in Equations (4) and (5) indicates that the results of multiple self-attention
heads are spliced and converted into an output vector of a specific dimension.

headi = Attention
(

QWQ
i , KWK

i , VWV
i

)
(4)

MultiHead(Q, K, V) = Concat(head1, . . . , headh)W
O (5)

WQ
i , WK

i , and WV
i are the weight matrices after the linear transformation of Q, K, and

V, respectively; WO ∈ Rdmodel×dk is the weight matrix for the multi-head self-attention
mechanism; and h is the number of self-attention heads.

Figure 4. Multi-head attention.
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The multi-head self-attention mechanism is the key to the transformer model, as
it enriches the relationship between events and can even understand the semantic and
syntactic structure information of sequences of events.

3.3.3. Concatenate Layer and Output Layer

The output of the transformer encoding layer is connected to an average pooling layer
and output as a vector. In the concatenate layer, the vector output by the transformer
encoding layer and the feature data are concatenate. In order to make the dimension of the
data consistent, a batch normalization layer is added behind the feature data.

On this basis, following the full connection layer is the output layer. The output layer
uses the sigmoid activation function to obtain the output, and the output result is the user’s
possibility of default. The formula of the output layer is as follows:

y = sigmoid(Wx + b) (6)

In the process of model training, we choose cross-entropy as the loss function: cross-
entropy represents the gap between the actual category of the model and the probability of
the category predicted by the model. The smaller the value of the cross-entropy loss, the
closer the model prediction probability and the real value. The loss function is calculated
as follows:

L = − 1
N

N

∑
i=1

[yi log(p1) + (1 − yi) log(1 − pi)] (7)

where yi represents the real label of the sample, pi represents the prediction probability of
the model, and N represents the number of samples.

Finally, we select the back propagation (BP) algorithm to update the model parameters.

3.4. Evaluation Metrics

In order to test the validity of the model, we choose two commonly used indicators of
credit scoring to evaluate the performance of the model: area under the receiver operating
characteristic curve (AUC) and Kolmogorov–Smirnov (KS).

Let TP be the real status of the customer classified as non-default and who is judged
to be non-default. FN is the real status of the customer classified as non-default and who is
judged to be default. TN is the real status of the customer who is judged to be default. FP is
the actual status of the customer classified as default and who is judged to be non-default.
Define the True Positive Rate (TPR) as the number of TPs divided by the total number of
positive customers, and define the False Positive Rate (FPR) as the number of FPs divided
by the total number of negative customers; the formulae of TPR and FPR is as follows:

TPR =
TP

TP + FN
× 100% (8)

FPR =
FP

FP + TN
× 100% (9)

Taking TPR as the abscissa and FPR as the ordinate, we draw the receiver operating
characteristic (ROC) curve of the model. The closer the ROC curve is to the upper left corner,
the better the performance of the classifier. However, since “close to the upper left corner”
is only an intuitive description of the graph, it is generally only chosen to calculate the AUC
value to better quantify the degree of proximity. AUC also considers the model’s ability to
discriminate between defaulting customers and non-defaulting customers, avoiding the
problem of model evaluation criteria failure caused by sample imbalance. The larger the
AUC value, the stronger the ability of the model to Identify defaults.

The Kolmogorov–Smirnov (KS) is a commonly used credit score evaluation index,
and it is mainly used to measure the model’s ability to distinguish default users. After
the model predicts the default probability of all samples, we sort the samples according to
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the predicted default probability, calculate the cumulative TPR value and the cumulative
FPR value under each default rate, and then calculate the sum of the two values under
each default rate. Then, after obtaining the absolute value of the difference, we take the
maximum value of these absolute values as the KS value. The larger the value of KS, the
better the ability of the model to distinguish between defaulting borrowers and on-time
borrowers.

4. Experimental Results

4.1. Experimental Set

Our experimental environment is a server with a Ubuntu 16 operating system, and
the programming language is Python. The Python libraries used in this experiment mainly
include Numpy, Pandas, Scikit-learn, Matplotlib, and Keras. Numpy is a scientific com-
puting library of Python, and it provides the function of matrix operation; Pandas is a
library mainly used for data processing and data analyses; Scikit-learn is a machine learning
library; and Matplotlib is a drawing library. The deep learning framework used in this
experiment is Keras (Tensorflow as the back end).

The dataset used in this research comes from an anonymous P2P lending company in
China. The dataset includes feature data and behavioral data, with a total of 100,000 bor-
rowers. The label of the data is whether the borrower defaults. If the borrower defaults, the
label is 1; otherwise, the label is 0. The dataset includes five months of user loan data. To
verify the stability of the model in predicting future loans, we first sort the loans according
to the loan date, and then, we divide the data with the loan date in the last month into test
sets. The test set data account for about 20% of the dataset, and the remaining data are
divided into training sets. The training set is mainly used for training the model, and the
test set is mainly used for testing model performance.

Then, data preprocessing and data coding are carried out. For user behavioral data,
considering that the length of each user’s behavior sequence is different, this paper converts
all sequences into fixed length sequences. After a series of experiments, the length of the
time series is fixed to 100, the sequences whose length exceeds 100 intercept the first
100 events, and the sequences whose length is less than 100 are filled with 0. For the
FE-Transformer credit scoring model proposed in this paper, the number of transformer
coding layers is set to 2, and the number of headers of the multi-head attention mechanism
is set to 4. In order to alleviate the overfitting problem, Dropout [30], which is a method
of dropping neural units with a certain probability from the network while training the
neural network, is added to the transformer coding layer, and the dropout ratio is set to
0.3. The model training adopts mini-batch random gradient descent, the learning rate is
set to 0.001, the parameter update adopts adaptive motion estimation (Adam) rules, and
the early stopping strategy is adopted in the process of deep learning model training to
alleviate overfitting problem.

In order to evaluate the FE-Transformer credit scoring method proposed in this paper
and to prove the superiority of this approach, we conducted a detailed comparative analysis,
and the comparison methods are as follows:

Logistic regression (LR): Logistic regression is the most representative of statistical
models, and the input of this model is feature data.

XGBoost: XGBoost [31] is an ensemble learning algorithm, and the input data process-
ing method of the XGBoost model is the same as that of the LR model.

LSTM: In the deep part of the model, LSTM is adopted. Firstly, user behavioral data
are converted into event sequences as the input of LSTM; then, the output of LSTM is fused
with the feature data; and finally, the sigmoid function is used for classification.

AM-LSTM: Using the method proposed by Wang et al. [2], the attention mechanism is
added to the LSTM approach.

FE-Transformer: The approach proposed in this study.
In order to demonstrate the performance advantages of the FE-Transformer approach

proposed in this study, we conducted three types of experiments, which used different
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datasets: one dataset only comprises feature data, one dataset only comprises behavioral
data, and one dataset comprises all data.

The first type of experiment only used feature data to examine the effect of the machine
learning models on the traditional credit data. Considering that the feature data only
contain feature data and have low dimensions, they are not suitable for training deep
learning models, so we chose two traditional models, namely, logical regression and
XGBoost. The second type of experiment used the dataset with only behavioral data. For
the deep learning models of LSTM, AM-LSTM, and the transformer, user event sequences
can be directly used as model input, but for the traditional machine learning models of LR
and XGBoost, sequence data cannot be used as input, so we manually extracted features
and selected the frequency of each event as the feature. The third type of experiment used
the dataset with all the data, and the five models LR, XGBoost, LSTM, AM-LSTM, and
FE-Transformer were selected for the experiment.

4.2. Performance Analysis

The results of the models only using the feature data are shown in Table 1. As can be
seen in the experimental results, the AUC and KS values of the XGBoost model are higher
than those of LR, indicating that the performance of the ensemble learning algorithm is
superior to that of the single linear model.

Table 1. Results of models only using credit data.

Models Training Set Test Set

KS AUC KS AUC

LR 0.23 0.622 0.23 0.621
XGBoost 0.248 0.634 0.241 0.63

The results of the models only using the behavioral data are shown in Table 2 and
Figure 5. For the models only using the behavioral data, the performance of the deep
learning models (LSTM and transformer) exceed that of the traditional machine learning
algorithms (LR and XGBoost). This is because the deep learning algorithm can extract
higher-level feature information. At the same time, consistent with the results of existing
research, the effect of the AM-LSTM model is better than that of the basic LSTM model.
The transformer model used in this study performs better than LSTM, AM-LSTM, and
traditional machine learning models, and it achieves the highest AUC and KS values.

Table 2. Results of models only using behavioral data.

Models Training Set Test Set

KS AUC KS AUC

LR 0.092 0.57 0.09 0.54
XGBoost 0.1 0.58 0.095 0.553

LSTM 0.203 0.631 0.198 0.62
AM-LSTM 0.243 0.66 0.238 0.661

Transformer 0.26 0.679 0.25 0.672

The input data of the models using all data include the behavioral data and feature
data. The results of the models using all data are shown in Table 3 and Figure 6. From
the experimental results, it can be seen that the performance of the LR and XGBoost
models is better when using all data than when only using feature data. This indicates
that user behavioral data can improve the prediction effect of the credit scoring model.
The performance of the deep learning models (LSTM and the transformer) exceeds that
of the traditional machine learning models (LR and XGBoost). The performance of the
FE-Transformer model proposed in this study is better than that of the other machine
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learning models, and it also achieved the highest AUC (0.72) and the highest KS values
(0.32) on the test dataset.

Figure 5. Performance comparison of models only using behavioral data.

Table 3. Results of models using all data.

Models Train Set Test Set

KS AUC KS AUC

LR 0.25 0.670 0.251 0.658
XGBoost 0.262 0.679 0.26 0.665

LSTM 0.273 0.7 0.26 0.682
AM-LSTM 0.31 0.707 0.313 0.71

FE-Transformer 0.33 0.731 0.32 0.72

Figure 6. Performance comparison of models with all data.

4.3. Parameter Analysis

In this section, we analyzed the influence of different hyper-parameters on the perfor-
mance of the FE-Transformer model. We selected two important parameters for analysis,
the number of heads and the number of transformer layers. As can be seen in Figure 7,
the experimental results show that, with an increase in parameters, the performance of
the model increases first and then decreases. When the number of heads is set to 4, the
KS and AUC of the FE-Transformer achieve the highest values, and when the number of
transformer layers is set to 2, the KS and AUC of the FE-Transformer achieve the highest
values. The reason for this may be that, when the hyper-parameters value is very small,
the model training is not enough, so the performance of the model is general, and when
the hyper-parameter values are too large, overfitting problems occur, which affect the
performance of the FE-Transformer.
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Figure 7. Influence of different hyper-parameters on the performance of FE-Transformer model.

For the deep learning model containing all data, when we fuse the feature data
with the data output from the deep learning model, we added a batch normalization
layer. Batch normalization can normalize the data and improve the generalization ability
of neural networks [32]. In order to verify the impact of batch normalization on the
performance of the model, we conducted a comparative experiment on whether to conduct
batch normalization. The results are represented in Table 4 and Figure 8. For the three
deep learning models LSTM, AM-LSTM, and FE-Transformer, the performance of the
models with batch normalization significantly exceeds that of the models without batch
normalization. The reason for this may be that batch normalization can make the output
of the deep learning model be consistent with the dimension of the feature data, which is
conducive to the use of the gradient descent algorithm to optimize the model.

Table 4. Performance comparison of deep learning models with normalization and without normal-
ization.

Models With Normalization Without Normalization

KS AUC KS AUC

LSTM 0.26 0.682 0.175 0.61
AM-LSTM 0.313 0.71 0.21 0.6

FE-Transformer 0.32 0.72 0.24 0.63

Finally, to analyze the impact of behavioral data on credit scores, we chose the XGBoost
model using only the behavioral data for analysis. For this model, the input of the model
is the frequency of each event. After building the XGBoost model, we extracted the Top
15 important features. The feature importance score represents the usefulness of the
input feature to the user’s credit default prediction; the results are shown in Figure 9. In
consideration of commercial confidentiality requirements, we desensitized the event names.
The results show that the feature importance of different events varies greatly, and some
events have a significant prediction effect on user default risk.
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Figure 8. Performance comparison of models with normalization and models without normalization.

Figure 9. Feature importance of XGBoost model.

The FE-Transformer model proposed in this research outputs the predicted user default
probability. The probability value is between 0 and 1. Based on this probability value,
the user’s credit score can be calculated. The credit score is used as the basis for loan
approval and pricing. If the APP of financial institutions is upgraded, the events of user
behavior will change. Therefore, after the APP is upgraded, the deep learning model needs
to be updated.

To sum up, the experimental results show that the FE-Transformer model proposed in
this study outperforms the LR, XGBoost, LSTM, and AM-LSTM comparison methods in
terms of AUC and KS. This shows that the FE-Transformer deep learning model proposed
in this research can accurately predict user default risk, which is conducive to reducing the
loan default rate of financial enterprises, reducing the credit risk of financial enterprises,
and maintaining the healthy and sustainable development of financial enterprises.

5. Conclusions

With the development of big data and artificial intelligence technology, deep learning
models have become the research focus of credit scoring. We study the credit scoring
methods of financial enterprises and propose a FE-Transformer neural network model.

The main conclusions of this study are as follows:
On the one hand, user online behavioral data provide a novel credit scoring data

source. The research results show that user online behavioral data can help improve
the effect of user default prediction models. On the other hand, the performance of the
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FE-Transformer model proposed in this paper is better than that of the other comparison
methods, and this proves the effectiveness and feasibility of this method in the field of
credit scoring. The user default probability output by the model can provide the basis
for loan approval decisions and the risk pricing of financial institutions, and it can help
financial institutions improve their credit risk management levels and abilities.

For future research, several issues can be considered. On the one hand, due to the
difficulty of data acquisition, this experiment only uses the datasets of one enterprise, and
we will continue to look for other enterprise datasets for research. On the other hand,
the credit scoring model in this study is a static model, and the dynamic update of credit
scoring models is a research hotspot. On the basis of this study, the dynamic update of the
model proposed in this research can be further studied.
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Abstract: Intelligent vehicle-following control presents a great challenge in autonomous driving. In
vehicle-intensive roads of city environments, frequent starting and stopping of vehicles is one of
the important cause of front-end collision accidents. Therefore, this paper proposes a subsection
proximal policy optimization method (Subsection-PPO), which divides the vehicle-following process
into the start–stop and steady stages and provides control at different stages with two different actor
networks. It improves security in the vehicle-following control using the proximal policy optimization
algorithm. To improve the training efficiency and reduce the variance of advantage function, the
weighted importance sampling method is employed instead of the importance sampling method to
estimate the data distribution. Finally, based on the TORCS simulation engine, the advantages and
robustness of the method in vehicle-following control is verified. The results show that compared
with other deep learning learning, the Subsection-PPO algorithm has better algorithm efficiency and
higher safety than PPO and DDPG in vehicle-following control.

Keywords: subsection proximal policy optimization; weighted importance sampling; TORCS;
vehicle-following; autonomous driving

1. Introduction

Nowadays, with the rapid development of autonomous driving technology, an increas-
ing number of enterprises and universities are investing in the research and development
of autonomous driving technology, and the future mode of travel will bear great changes.
However, the current autonomous driving technology is not mature enough, and there
are many areas that need to be developed. Especially in vehicle-intensive roads of city
environments, traffic congestion is a frequently encountered situation, and the frequent
start and stop of vehicles and instabilities in vehicle speed lead to a large number of
front-end collision accidents. Therefore, a safe vehicle-following control method is of great
significance for driving safety and alleviating traffic congestion.

Vehicle following is the most basic microscopic driving behavior in vehicle driving. It
mainly deals with the interaction between the front and rear vehicles when the vehicles
are platooning in a single lane [1]. It includes longitudinal control and lateral control.
There are various methods of vehicle-following control, such as Model-Predictive-Control
(MPC) [2], Proportional Integral Derivative (PID) control [3], fuzzy control method [4]
and methods based on deep neural networks [5,6]. The deep network-based learning
control method has been studied in dealing with complex road scenes. The methods
based on deep networks can be roughly divided into two categories, supervised learning
methods that use expert data to train deep networks [7], and deep reinforcement learning
methods that explore and find high-reward strategies continuously during interacting
with the environment [8]. The former trains the controller by collecting a large amount of
expert driving data, while the latter trains the control policy by continuous exploration and
trial-and-error in the environment.
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The data for training using expert data need to be prepared with much human efforts.
It is difficult to manually assess and screen unsafe driving data, which can lead to extreme
security risks. Deep reinforcement learning can obtain optimized driving policies in a self-
learning way. It learns through continuous exploration in the environment. Exploratory
ability determines the ability to learn from the environment.

Most accidents that occur when vehicle-following on densely packed roads in a city
environment are mainly in the stop–start phase, while the accident rate is lower in the
slow-moving phase. Therefore, this paper proposes to divide the entire vehicle-following
process into two stages: start–stop, steady driving. And we modify the training of the
single policy network of the PPO algorithm to train two policy networks corresponding to
different vehicle-following stages, respectively. Furthermore, the PPO algorithm uses the
importance sampling method to estimate the distribution of the advantage function. We
found that using the importance sampling method to estimate the distribution can lead
to inconsistency, resulting in a large variance, which is detrimental to the optimization
efficiency of the policy. Hence this paper proposes to use weighted importance sampling
instead of importance sampling, which can effectively reduce the variance between the
resampled data distribution and the real distribution, and improve the training efficiency
of the policy network. Our work contributions can be summarized as follows:

• According to the characteristics of vehicle-following in dense urban roads, the vehicle-
following process is divided into two stages: start–stop, steady driving. In order to
improve the PPO algorithm, a subsection policy optimization algorithm (Subsection-
PPO) is proposed to use two different policy networks for training in different follow-
ing stages.

• The weighted importance sampling method is used instead of the importance sam-
pling method when estimating the objective function.

• In order to evaluate the effectiveness of the Section-PPO method in vehicle-following
control, this paper uses the TORCS (The Open Racing Car Simulator) simulation
environment to simulate urban traffic flow for verification. The experimental results
show that the method has a very good effect in vehicle-following scenarios.

2. Related Work

Vehicle-following research has been an important research direction in traffic flow
analysis and autonomous driving research. The related research on vehicle-following
model can be traced back to the middle of the last century, and there have been many
research advances since then. In terms of vehicle-following model research, the first vehicle-
following model was proposed by Pips [9] and was widely used in the description of
vehicle flow. Later, different types of vehicle-following models based on different directions
and fields were also proposed. Gazis et al. [10] jointly proposed the GM model, which
is based on the driver’s stimulus response while taking into account the safe distance.
The subsequent stimulus-response vehicle-following models are mostly based on this
model. The Gipps [11] model as the earliest safe distance model was proposed by Kometani
and Sasaki. Based on the Gipps model, AyresTJ et al. [12] proposed a safety distance
model based on the headway. Jamson et al. [13] proposed a driver state vehicle distance
model based on kinematics analysis, and a safe distance model based on the difference of
driver response delay in emergency state. Treiber, Helbing et al. proposed the classic IDM
model [14]. The IDM model can fully describe the change of vehicle-following behavior
from free flow to congested state with a unified structure. With the development of neural
networks, the use of fuzzy logic to establish a neural network vehicle-following model
has been realized. The results of the neural network vehicle-following model proposed by
Mathew et al. [15] after comparing with Gipps show that its prediction accuracy is higher
than the latter. The vehicle-following model based on sequence-to-sequence proposed
by Sharma et al. [16] has memory effect and response delay capabilities, which further
expands the spatial expectation and improves the accuracy of platoon simulation and the
stability of traffic flow. Li et al. [17] proposed a novel platoon formation and optimization
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model combining graph theory and safety potential field (G-SPF) theory which can form a
collision-free platoon in a short time. Zhu and Zhang [18] proposed an improved forward-
considered vehicle-following model that uses an average expected velocity field to describe
the flow of autonomous vehicles. The new model has three key parameters: adjustable
sensitivity, intensity factor, and average expected velocity field size, which in general bear
a large impact on the stability and congestion state of autonomous vehicle flow.

The purpose of vehicle-following decision-making is to form a vehicle-following
decision that can ensure the safety and rationality of vehicle-following according to the
state information of the vehicle-following vehicle or the vehicle-following queue and certain
decision-making methods. In terms of vehicle-following decision research, Li et al. [19]
proposed an adaptive hierarchical control structure, in which the upper control layer is
used to obtain the sliding mode control law of the required acceleration according to the
inter-vehicle state information. In the lower control layer, switching logic with hysteresis
boundaries is developed to ensure ride comfort, and the desired torque is calculated in
real-time based on an inverse dynamics model to track the desired acceleration planned
by the upper control layer. Zhang et al. [20] proposed a behavior estimation method
based on contextual traffic information to identify and predict lane change intentions,
and optimize the acceleration sequence by combining the lane change intentions of other
vehicles. The above methods are based on traditional control methods and do not have the
robustness to adapt to most scenarios, so many teams have turned their attention to deep
reinforcement learning. The intelligent vehicle-following process can be abstracted into a
state transition process that conforms to the Markovian property [21], so it is possible to use
the deep reinforcement learning realize the vehicle-following. Guerrieri et al. [22] proposed
a new automatic traffic data acquisition method mom-dl based on the deep learning method
and yolov3 algorithm. This method can automatically detect vehicles in the traffic flow
and estimate the traffic variable flow, spatial average speed and vehicle density of the
expressway under static and uniform traffic conditions. Masmoudi et al. [23] used the
vision algorithm YOLO to identify the current state, the reinforcement learning algorithm
Q-learning and the DQN algorithm to control the following vehicles. After conducting
a simulation experiment, they concluded that the following vehicle can make reasonable
decisions. However, the Q-learning algorithm has the problem of dimension explosion
in continuous problems such as vehicle-following, so Zhu et al. [24] and others chose the
DDPG [25] algorithm that can output continuous actions to improve and verify it in the
vehicle-following scene, while showing good generalization ability. Reinforcement learning
shows great potential in sequential decision optimization problems, but there are certain
difficulties in the design of reward functions. Gao et al. [26] used an inverse reinforcement
learning algorithm to establish a reward function for each driver’s data, and analyzed the
driving characteristics and following policy, and subsequent simulations in a highway
environment demonstrated the effectiveness of the method.

3. Problem Formulation

Vehicle-following on city roads is different from cruise control since the vehicle will
start, stop, and shift frequently. Therefore, it is necessary to adjust the accelerator or brake
according to the state of the vehicle in front. The ability to maintain a safe driving distance
is the most important indicator of vehicle-following control. Following is a random and in-
teractive process, so vehicle-following control can be modeled as a Markov decision process
(MDP). During the MDP process, the following vehicle needs to continuously observe the
current state and make decisions. MDP can be represented by a tuple {S, A, P, R}, where
S is a set of states. We divide state S into two states as the input of the policy network,
namely the start–stop state Sstart−stop and steady state Ssteady. A is the action set and we
divide A into start–stop phase action Astart−stop and stable phase action Asteady. P is the
state transition probability, and R is the immediate reward obtained after performing action
A. Figure 1 shows a schematic diagram of car following control. Below, we will introduce
the state space and action space in the process of vehicle-following.
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Figure 1. Vehicle-following control.

3.1. State Space

Vehicle-following constantly explores the environment for learning, so it needs to
continuously obtain the current state as input. The simulation environment in this paper is
TORCS, and Table 1 shows the state space.

Because the state space data obtained by the sensor bear different dimensions, we
adopt normalization to [0,1] in the experimental stage to eliminate the adverse influence
caused by the singular sample data.

Table 1. State space.

Sensor Range Description

speedX−r (−∞,+∞)(km/h)
Speed along the longitudinal axis

of the vehicle (driving direction of the
rear vehicle)

speedX−p (−∞,+∞)(km/h)
Speed along the longitudinal axis

of the vehicle (direction of travel of the
vehicle in front)

acc−r (−∞,+∞)(km/h) Acceleration of rear vehicle

dist (−∞,+∞)(m/s2) Spacing between vehicles

rpm−r (0,+∞)(rpm) Speed along the Z-axis of the vehicle

3.2. Action Space

Intelligent vehicle-following as longitudinal control requires reasonable control of
the accelerator opening and braking force to maintain a safe and stable vehicle spacing.
The accelerator opening and braking force constitute the action space vector, as shown in
Table 2.
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Table 2. Action Space.

Action Range Description

acceleration [0, 1] Throttle force 0 means not to step on the throttle, 1 means
fully depressed.

brake [0, 1] Braking force, 0 means no braking, 1 means fully depressed.

3.3. Reward Function

The reward function R : S × A × S′ → R in reinforcement learning is an incentive
mechanism that enables the agent to learn a behavioral strategy to meet the ultimate goal.
Two policy networks are used in this paper but need to maintain a consistent estimate of the
advantage function, so a reward function is used uniformly: R = γ1 × α−γ2 × β− η×acc_r

• where α =

{
dist, if speedX−r × Tmth ≤ dist ≤ speedX−r × Tmth + 2

0, others
, γ1 = 1. A

positive reward is given when the vehicle maintains a safe spacing [ speedX−r × Tmth,
speedX−r × Tmth + 2], and Tmth = 2 s is the Minimum Time Headway.

• β =| speedX−r− speedX−p |, γ2 = 0.2. On vehicle-intensive roads, the vehicle speed
is generally less than 30 km/h. In this paper, the maximum speed of the preceding
vehicle is set as speedX−p = 25 km/h ≈ 7 m/s. Since the vehicle uses the sensor to
obtain the current state information, the accuracy and speed are much higher than
that of a human driver. Maintaining a similar speed can stably follow the distance to
ensure safety. Therefore, the speed of the vehicle is kept as consistent as possible in
the experiment.

• acc−r is the vehicle acceleration, η = 0.05.

4. Methodology

Intelligent vehicle-following control can be described as a Markov decision process.
This paper proposes the Subsection-PPO algorithm, which divides a set of trajectories into
a start–stop part and a steady part and uses a weighted importance sampling method to
calculate the objective function. In order to provide the training vehicle with initial power
and exploration capability during the training phase, this paper uses Ornstein–Uhlenbeck
(OU) [27] noise with random process.

4.1. Noise

Since the use of time-series-related noise can increase the exploration efficiency, this pa-
per adopts the time-series-related Ornstein–Uhlenbeck (OU) noise. OU noise is a stochastic
process and its differential equation is as follows:

Nt = −θ(xt − μ)dt + σdWt (1)

where xt is usually one dimension of agent action, μ ∈ R represents the mean value of
action, θ > 0 and σ > 0, dWt = Wt −Ws ∼ (0, (t − s)) is Wiener process. The magnitude of
θ is directly proportional to the degree that at tends to μ, and σ is the magnification of the
disturbance in the Wiener process.

4.2. Proximal Policy Optimization Algorithm

The proximal policy optimization algorithm is a reinforcement learning algorithm
based on policy gradient, which is evolved from the trust region policy optimization
(TRPO) [28]. If the agent’s reward in the environment is higher, it means that they have a
stronger ability to complete tasks, and the ultimate goal of all policy gradient methods is
to maximize the cumulative reward, that is, to maximize η(π) = Es0,a0,s1,a1...

[
∑∞

t=0 γtr(st)
]
,

among them, γ is the discount factor, indicating that the farther away from the current state,
the smaller the impact on the current state, η(π) refers to the cumulative reward obtained
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when performing actions according to the policy π. S0, S1, S2 . . . represents the state transi-
tion of the agent in the environment, treat state transitions as a given distribution s ∼ ρ(s).
The TRPO algorithm proposes to use the advantage function Aπ(s, a) = Qπ(s, a)− Vπ(s)
to evaluate the quality of executing an action, where Qπ(s, a) is the value-action pair,
and Vπ(s) is the state value. It has been proved that the cumulative reward of a new policy
πnew can be expressed as:

η(πnew ) = η(π) +Es0,a0,···∼πnev

[
∞

∑
t=0

γt Aπold (st, at)

]
(2)

That is, the cumulative reward of the old policy plus the cumulative advantage
function of the new policy.

Therefore, if Es0,a0,···∼πnev

[
∑∞

t=0 γt Aπold (st, at)
]

can be guaranteed to be greater than
or equal to 0, the monotonic increase of the cumulative reward can be guaranteed, that
is, the optimization of the strategy. Since the cumulative advantage function cannot be
calculated directly, TRPO uses the importance sampling method to estimate the advantage
function and uses the KL divergence to limit the update range of the policy to ensure the
monotony of the cumulative reward, that is, to ensure the continuous optimization of policy.
The core problem of TRPO algorithm is defined as:

maximizeθ Es∼πθold
,a∼πθold

[
πθ(a|s)

πθold
(a|s) Aθold

(s, a)
]

subject to Es∼πθold

[
DKL

(
πθold(· | s)‖πθ(· | s)

)] ≤ δ
(3)

The TRPO algorithm uses the KL divergence method to calculate the confidence region,
and the update range of the control policy network is within a certain range to ensure that
the value of the cumulative advantage function is greater than or equal to 0. However,
the method of updating the policy in the trust region is complex and inefficient, so the
PPO algorithm proposes to use the method of clipping the importance weight to limit the
updating range of the policy. The maximizing objective “replacement” function of the PPO
algorithm is:

LCPI(θ) = Et

[
πθ(at | st)

πθold (at | st)
At

]
= Et[rt(θ)At] (4)

where, the superscript CPI indicates conservative strategy iteration [29] , rt(θ) =
πθ(at |st)

πθold
(at |st)

is the importance weight obtained by importance sampling. The objective function of the
PPO algorithm is finally:

LCLIP(θ) = Et[min(rt(θ)At, clip(rt(θ), 1 − ε, 1 + ε)At)] (5)

The value of rt(θ) is limited to [1 − ε, 1 + ε], where ε is a hyperparameter.

4.3. Subsection-PPO

In urban congested roads, due to the high density of vehicles and the slow speed,
frequent starts and stops are often caused, and accidents also occur. Therefore, this pa-
per proposes to divide vehicle-following into two stages: start–stop and steady driving.
Therefore, the collected trajectories τ = (s1, a1, r1, s2, a2, r2, · · · , sn, an, rn) data need to be
divided into two categories and processed separately. The original data are divided into
two categories, the algorithm also needs to make corresponding changes. Hence this paper
proposes the Subsection-PPO algorithm on the basis of the proximal policy optimization
algorithm (PPO), using two Actor networks to learn different stages policy, as shown in
Figure 2. It is worth noting that in order to ensure consistent state value estimation, we only
use one Critic network to estimate the state value of the two stages. Afterwards, simulation
experiments show that this method is effective. The following will introduce the division
method of different stages:
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• start-stop stage

⎧⎪⎪⎨
⎪⎪⎩

start, when acc−p > 0 &&
dist /∈ [speedX−r ∗ Tmth, speedX−r ∗ Tmth + 2 ]
stop, when acc−p ≤ 0 &&
dist /∈ [speedX−r ∗ Tmth, speedX−r ∗ Tmth + 2 ]

The trajectories generated in this stage are start–stop data.
• steady stage: when dist ∈ [ speedX−r ∗ Tmth, speedX−r ∗ Tmth + 2 ]

The trajectories generated in this stage are steady driving data.

Figure 2. Actor-network at different stages.

In the PPO algorithm, the importance sampling method changes the algorithm from
on-policy to off-policy, which improves the utilization of data, and controls the update
region of the policy network by clipping the importance weight to ensure that the update
process is monotonous unabated. Although the importance sampling method is unbiased
in estimating the distribution of the data, using a new distribution to estimate the old
distribution will lead to large variance, so the model training efficiency is not as good as
the sampling method that is both unbiased and consistent. To solve this problem, this
paper proposes to use the weighted importance sampling method instead of the importance
sampling method to estimate the actual objective function. Then, the final objective function
is transformed from Equation (5) to:

LCPI(θ) = Et

[
N

∑
n=1

ωn

∑N
m=1 ωn

At

]
= Et[rt(θ)At] (6)

where ωn =
πθold

(at |st)

πnθ(at |st)
. The weighted importance sampling is both unbiased and consistent.

Hence as the sampling volume increases, the method can render the estimated value
increasingly close to the true distribution of the objective function. Figure 3 shows the
overall framework of the subsection-PPO algorithm.
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Figure 3. Subsection-PPO.

5. Experimental Simulation

This experiment is based on the TORCS (The Open Racing Car Simulator) simulation
platform, which provides rich road data and comprehensive vehicle radars. We use the
python language to implement the reinforcement learning code, use UDP protocol to
achieve data interaction with the simulation platform and control the simulated vehicle.
To verify the effectiveness of the algorithm proposed in this paper, we simulate the actual
urban traffic flow in the TORCS simulation platform, and only consider the longitudinal
control of the vehicle in the experiment. Our experiments include:

• The experiment compares the cumulative reward of the Subsection-PPO algorithm
proposed in this paper with PPO and DDPG.

• The total distance of vehicle-following by different algorithms while maintaining a
safe spacing is compared.

• The effect of the proposed algorithm in vehicle-following control is described using
the relationship between speed and distance.

5.1. Hardware Configuration

The experimental platform employs an Ubuntu20.04 operating system with 16GB
DDR4, the processor is Intel Core i5-10200h CPU @ 2.40 GHz sixteen core, and the graphics
card is NVIDIA Quadro RTX 5000. The learning rates of actor_network (start–stop) and
actor_network (steady) are both lra = 3 × 10−4. The learning rate of critic_network
lr−c = 1 × 10−3. Training timesteps are 10,000.

5.2. Experiment and Comparison

We choose to compare with two reinforcement learning algorithms, namely: PPO and
DDPG. Both of their algorithms are based on the basic Actor–Critic architecture. In simple
terms, the Actor network is used for action output, and the Critic network is used for state
or action value evaluation.

Firstly, the comparison of cumulative rewards is essential. The change of cumulative
rewards shows the exploration ability and learning ability of the reinforcement learning
algorithm. The cumulative reward is opposite to the loss value. The higher the cumulative
reward obtained after convergence, the better the learning of the agent. The perception of
the environment is also richer.

In this paper, the method of random acceleration and braking is used to longitudinally
control the preceding vehicle to simulate the state of the preceding vehicle, and the rein-
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forcement learning method is used to control the following vehicle. The reward function
is introduced in Section 3.3. The variation of cumulative reward during training phase is
shown in Figure 4.

Figure 4. Cumulative rewards.

The experiment simulates vehicle-following in a crowded road, so the Minimum
Time Headway (MTH) in the strong vehicle-following state is selected to calculate the safe
vehicle-following spacing. It is considered safe when the vehicle-following state spacing
is within the range [speedX−r × Tmth, speedX−r × Tmth + 2]. Figure 5 shows the driving
distance of different control methods under the condition of maintaining safe spacing.
The whole journey is 1600 m. Figure 6 shows the relationship between vehicle velocity
and spacing.

Figure 5. Driving distance with safe spacing.
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Figure 6. The dotted line indicates the spacing range in the ideal state. Initial vehicle spacing is
10 m. The distance traveled using the Subsection-PPO algorithm while maintaining a safe spacing
accounted for 93.8% of the total mileage.

6. Conclusions

Based on the PPO algorithm, according to the characteristics of different stages of
vehicle-following control we divide the trajectories into two parts: stop–start, steady driv-
ing. And we use the weighted importance sampling method instead of the importance
sampling method. To sum up, we propose the Subsection-PPO algorithm for vehicle-
following control. Subsection-PPO algorithm uses a dual actor network, but in order to
avoid the training non convergence caused by inconsistent value estimates, we choose
to employ a critic network for value estimation. The action vectors of different vehicle-
following stages are calculated by the corresponding actor network, which makes our
method well applicable to vehicle-following problems. Furthermore, the weighted impor-
tance sampling method improves the training efficiency. We simulate the vehicle-following
situation of urban roads in the TORCS simulation environment and subsequently compare
and verify the methods we propose. These results prove the feasibility and advantages of
our proposed vehicle-following safety of the method. However, there are still shortcomings
in our work. At this stage, the technology of autonomous driving is constantly developing.
In the case of ensuring safety, it is necessary to consider the acceleration changes of the
vehicle, which affects the energy consumption and ride comfort of the vehicle. This will be
the direction of our future work.
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Abstract: The Naive Bayesian classifier (NBC) is a well-known classification model that has a sim-
ple structure, low training complexity, excellent scalability, and good classification performances.
However, the NBC has two key limitations: (1) it is built upon the strong assumption that condition
attributes are independent, which often does not hold in real-life, and (2) the NBC does not handle
continuous attributes well. To overcome these limitations, this paper presents a novel approach
for NBC construction, called mixed-attribute fusion-based NBC (MAF-NBC). It alleviates the two
aforementioned limitations by relying on a mixed-attribute fusion mechanism with an improved au-
toencoder neural network for NBC construction. MAF-NBC transforms the original mixed attributes
of a data set into a series of encoded attributes with maximum independence as a pre-processing step.
To guarantee the generation of useful encoded attributes, an efficient objective function is designed to
optimize the weights of the autoencoder neural network by considering both the encoding error and
the attribute’s dependence. A series of persuasive experiments was conducted to validate the feasi-
bility, rationality, and effectiveness of the designed MAF-NBC approach. Results demonstrate that
MAF-NBC has superior classification performance than eight state-of-the-art Bayesian algorithms,
namely the discretization-based NBC (Dis-NBC), flexible naive Bayes (FNB), tree-augmented naive
(TAN) Bayes, averaged one-dependent estimator (AODE), hidden naive Bayes (HNB), deep feature
weighting for NBC (DFW-NBC), correlation-based feature weighting filter for NBC (CFW-NBC), and
independent component analysis-based NBC (ICA-NBC).

Keywords: naive Bayesian classifier; attribute independence assumption; mixed-attribute classification;
conditional probability; Bayesian network; attribute transformation

1. Introduction

As one of the top 10 algorithms in the fields of data mining and machine learning [1],
the naive Bayesian classifier (NBC) has been used in numerous domains. The main advan-
tage of the NBC is its simple model structure that makes it easy to implement and its good
theoretical interpretability. In recent years, the NBC also received much attention from
the industry and academia since it can be easily deployed in distributed environments to
process big data. Despite possessing several desirable properties, the NBC is built upon
a strong assumption, called the attribute independence assumption, which states that
condition attributes must be mutually independent with respect to the decision attribute.
This assumption simplifies the calculation of posterior probabilities (the probabilities that
attribute values of a sample are all observed for a given class). Rather than computing a
posterior probability as a joint probability of condition attributes, the NBC calculates it as
the product of multiple marginal probabilities. This makes the computation of NBC very
efficient and allows the estimation of probabilities even with small data sets. However,
the attribute independence assumption does not hold in many real-life data sets, which
substantially limits the prediction performance of the NBC. Recent studies on the NBC
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mainly focused on finding ways to relax the independence assumption so as to further
improve its generalization performance. There are two main approaches for improving the
testing ability of the NBC [2]: (1) improving the structure of models and (2) performing
data transformations. The former approach introduces complex Bayesian network struc-
tures to model attribute dependencies, while the latter applies feature selection or feature
extraction methods to select independent attributes. Some representative studies of these
two approaches are described next.

Model structure-oriented improvement methods use different estimation strategies
(e.g., density estimation, Bayesian network, and attribute weighting) to estimate the condi-
tional probability that a sample’s attribute values are observed given its class. The flexible
naive Bayes (FNB) [3] relies on kernel density estimations to determine a class’s conditional
probabilities. However, FNB can only handle continuous attributes and does not offer a
solution to relax the attribute independence assumption. The tree-augmented naive (TAN)
Bayes [4] algorithm is a semi-naïve Bayesian learning method that relaxes the attribute
independence assumption by employing a tree structure, where each condition attribute
only depends on the decision attribute and at most one condition attribute. The averaged
one-dependent estimator (AODE) [5] is an ensemble classifier that applies an attribute
selection algorithm to construct a series of one-dependent classifiers. Each classifier is a
simple Bayesian network that is obtained by averaging all one-dependence classifiers. The
hidden naive Bayes (HNB) classifier [6] uses the weighted sum of two-attribute dependen-
cies to represent multiple-attribute dependence, where the weights are determined based
on the mutual information between two condition attributes. The deep feature weighting
for NBC (DFW-NBC) [7] technique and correlation-based feature weighting filter for NBC
(CFW-NBC) [8] are two attribute weighting-based NBCs. DFW-NBC estimates each condi-
tional probability of the NBC by deeply computing attribute weighted frequencies from
training data while CFW-NBC weights the condition attributes by considering both the
mutual relevance and the average mutual redundancy.

Data transformation-oriented improvement methods focus on the deep exploration
of the training data to avoid complex and time-consuming structure learning. The NBCs
obtained by this approach still rely on the independence assumption; thus, the performance
may be degraded if the training data do not satisfy that assumption. Feature extraction
techniques are the most commonly used to transform data with attribute dependencies
into data that have no dependencies. Bressan and Vitria [9] applied class-conditional
independent component analysis (CC-ICA) to improve the classification performance of the
NBC. Qin et al. [10] proposed an ICA-based NBC (ICA-NBC) to improve the classification
performance of the NBC. Fan and Poh [11] evaluated the classification performance of the
NBC built using three feature extraction methods, namely principal component analysis
(PCA), ICA, and CC-ICA. Experimental results have shown that PCA, ICA, and CC-ICA
can slightly increase the testing accuracies of the NBC on the selected data sets. Jayanthi
and Sasikala [12] trained an NBC based on website attributes extracted by PCA to perform
web link spam detection. Zhang et al. [13] applied PCA to extract key attributes in network
data and then trained the NBC to conduct network intrusion detection.

Although the aforementioned methods can improve the classification performance of
the NBC for specific application scenarios, these methods do not provide a good solution
for handling mixed attributes (continuous and categorical attributes). Some studies [14,15]
revealed that the discretization of continuous attributes can lead to losing precious infor-
mation about the original data set, while the determination of an optimal Bayesian network
structure is an NP-hard problem [16]. To address the above limitations, this paper proposes
a new strategy to enhance the generalization capability of the NBC for the mixed-attribute
classification problem. The proposed approach not only retains as much information as
possible about the original data but also keeps the model structure as simple as possible.
The contributions of this paper are summarized as follows. A new mixed attribute fusion-
based NBC (MAF-NBC) is proposed for mixed-attribute classification problems. To relax
the attribute independence assumption, an autoencoder neural network (ANN) based on
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the minimization of both encoding error and attribute dependence is iteratively trained
to transform the original mixed attributes into a series of independent and encoded at-
tributes. Extensive experiments conducted on multiple data sets demonstrate the feasibility,
rationality, and effectiveness of the MAF-NBC.

The remainder of this paper is organized as follows. Section 2 reviews the principles
of the NBC. Section 3 presents the proposed MAF-NBC. Section 4 reports results from
experiments to assess the performance of MAF-NBC. Finally, Section 5 concludes this paper
and describes future studies.

2. Naive Bayesian Classifier for Mixed-Attribute Classification

Let there be a classification data set D =
M⋃

m=1
D(m) containing N samples. Each sample

has D condition attributes including D1 discrete attributes and D2 continuous attributes.
Moreover, all samples are divided into M different classes, where Nm denotes the number
of samples that belong to the m-th (m = 1, 2, · · · ,M) class.

D
(m) =

{ (
x(m)

n , y(m)
n

)∣∣∣x(m)
n =

(
a(m)

n1 , · · · , a(m)
nD1

, b(m)
n1 , · · · , b(m)

nD2

)
,

y(m)
n = wm, n = 1, 2, · · · ,Nm

}
, (1)

M
∑

m=1
Nm = N , D1 +D2 = D, a(m)

ni , i ∈ {1, 2, · · · ,D1} is the i-th discrete attribute value,

b(m)
nj , j ∈ {1, 2, · · · ,D2} is the j-th continuous attribute value, and {w1, w2, · · · , wM} is the

class label set. The next paragraphs explain the principles of the naive Bayesian classifier
(NBC) for the mixed-attribute classification problem on data set D.

Assume that there is a new sample x =
(
a1, · · · , aD1 , b1, · · · , bD2

)
. The NBC deter-

mines its class label by using this equation:

y = arg max
m=1,2,··· ,M

P(wm|x )

= arg max
m=1,2,··· ,M

P(x|wm )P(wm)

P(x)

∝ arg max
m=1,2,··· ,M

P(x|wm )P(wm)

, (2)

where P(wm|x ) is the posterior probability, P(wm) is the prior probability, and P(x|wm )
is the conditional probability. Generally, the prior probability in Equation (1) can be
calculated as follows.

P(wm) =
Nm

N . (3)

The key of training an NBC for the mixed-attribute classification problem is to calculate
the conditional probability based on the independent attribute assumption as follows.

P(x|wm ) = P
(
a1, · · · , aD1 , b1, · · · , bD2 |wm

)
=

[D1

∏
i=1

P(ai|wm )

][D2

∏
j=1

P
(
bj|wm

)]. (4)

Conditional probability P(ai|wm ) corresponding to a discrete attribute value ai is
calculated as follows:

P(ai|wm ) =

Nm
∑

n=1
I
(

ai, a(m)
ni

)
Nm

, (5)

where

I(u, v) =
{

1, if u = v
0, if u �= v

(6)
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is an indicator function that is used to count the frequency of ai in the i-th continuous
attribute values a(m)

1i , a(m)
2i , · · · , a(m)

Nm ,j corresponding to samples belonging to the m-th class.
John and Langley [3] constructed a flexible NBC (FNBC), which used the kernel density
estimation technique [17] to calculate the term of P

(
bj|wm

)
for the continuous attribute

value in Equation (3) as follows:

P
(
bj|wm

)
∝ p

(
bj|wm

)
=

1
Nm

Nm

∑
n=1

1√
2πhj

exp

⎡
⎢⎣−1

2

⎛
⎝ bj − b(m)

nj

hj

⎞
⎠

2
⎤
⎥⎦ (7)

where p
(
bj|wm

)
is the estimated probability density function (p.d.f.) value of bj based on

the j-th continuous attribute values b(m)
1j , b(m)

2j , · · · , b(m)
Nm ,j corresponding to samples from

the m-th class, and hj > 0 (hj = 1√Nm
in [3]) is the bandwidth parameter. In addition,

continuous attribute discretization can also be used to determine p
(
bj|wm

)
as follows:

P
(
bj|wm

)
= P

(
cj|wm

)
=

Nm
∑

n=1
I
(

cj, c(m)
nj

)
Nm

(8)

by transforming the continuous attribute values bj, b(m)
1j , b(m)

2j , · · · , b(m)
Nm ,j into the discrete

attribute values cj, c(m)
1j , c(m)

2j , · · · , c(m)
Nm ,j. This form of discretization-based NBC is called

dis-NBC in this study.

3. Mixed-Attribute Fusion-Based Naive Bayesian Classifier

As stated in the introduction, continuous attribute discretization and the attribute
independence assumption limit the generalization performance of the NBC for the con-
tinuous attribute classification problem. To cope with these issues, recent studies either
introduced complex structures to represent attribute dependencies or applied discretization
techniques to transform mixed-attribute values into discrete attribute values [18–20]. This
section presents a novel solution to the NBC-based mixed-attribute classification problem
by considering attribute dependence and mixed-attribute transformation simultaneously.
A mixed-attribute fusion strategy is designed to construct an NBC that can be trained based
on the transformed continuous attributes with the minimum attribute dependence.

For discrete attributes of an original mixed-attribute (OMA) data set D, the one-hot
encoding technique [21] is applied to transform them into 0-1 numerical attributes; i.e.,
a(m)

ni , i = 1, 2, · · · ,D1 is encoded as
(

e(mi)
n1 , · · · , e(mi)

nKi

)
for the discrete attribute value of the

n-th sample x(mi)
n , n = 1, 2, · · · ,Nm, where the following is the case:

e(m)
nk =

{
1, if a(m)

ni = A(i)
k

0, if a(m)
ni �= A(i)

k

(9)

and
{

A(i)
1 , A(i)

2 , · · · , A(i)
Ki

}
is Ki categorical values corresponding to the i-th discrete at-

tribute. Then, the one-hot encoded form of the original sample x(m)
n can be expressed

as follows.

x(m)
n =

(
e(m1)

n1 , · · · , e(m1)
nK1

, · · · , e(mD1)
n1 , · · · , e(mD1)

nKD1
, b(m)

n1 , · · · , b(m)
nD2

)
. (10)
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In fact, the one-hot encoding technique causes attribute redundancy when extending
a discrete attribute into multiple 0-1 numerical attributes. For example, the essence of the
following transformation ⎡

⎣ A1
A1
A2

⎤
⎦ →

⎡
⎣ 1 0

1 0
0 1

⎤
⎦ (11)

is to represent a discrete attribute using two “repetitive” numerical attributes. The main
role of one-hot encoding is to transform the discrete attribute values into numbers. The
attribute independence assumption is not alleviated when constructing an NBC based on a
one-hot encoded attribute (OHEA) data set.

X =
[

x(1)1 · · · x(1)N1
x(2)1 · · · x(2)N2

· · · x(M)
1 · · · x(M)

NM

]T
. (12)

Thus, an autoencoder neural network (ANN) is meticulously designed to solve the
problems of attribute redundancy and attribute dependence mentioned above.

An ANN is a special single hidden-layer feed-forward neural network that has the
same input matrix and output matrix. The main purpose of training an ANN is to find the
optimal input layer weight matrix α = (αrl)R×L =

[
α1 α2 · · · αL

]
and output layer

matrix β = (βlr)L×R so that the practical output matrix X′ approximates the true output

matrix X as closely as possible, where R =
D1
∑

i=1
Ki +D2 is the number of input layer nodes

of the ANN and L is the number of hidden layer nodes of the ANN.
The following objective function for ANN is designed to transform one-hot encoded

attributes into independent encoded attributes:

L
(
X, α, β

)
= λL1

(
X, α, β

)
+ (1 − λ)L2

(
X, α, β

)
, (13)

where λ ∈ (0, 1) is a balance factor. Optimal weight matrices α and β are determined by
minimizing the objective function as follows:

α, β = argmax
αrl ,βlr∈�

r=1,2,··· ,R;l=1,2,··· ,L

{
L
(
X, α, β

)}
. (14)

Here, it is worthwhile to note that the original intention of using an autoencoder
neural network is to fuse the mixed attributes and to relax the attribute independence
assumption rather than exploring the usage of deep learning technology. When a shallow
learning can already meet the requirement of good NBC construction, it is unnecessary to
resort to complex and time-consuming deep learning. The excessive attention on attribute
transformation with deep learning is out of the scope of this study. Interested readers can
refer to specialized studies on the combination of deep learning and supervised learning
for more details on such approaches, e.g., deep support vector machine [22], deep decision
tree [23], and deep nearest neighbor [24].

The first term of the objective function is the encoding error, which is used to mea-
sure the error between the practical output matrix X′ and the true output matrix X. It is
defined as follows:

L1
(
X, α, β

)
=
∥∥∥X′ − X

∥∥∥2

2
=
∥∥[sigmoid

(
Xα
)]

β − X
∥∥2

2 (15)

where
X = sigmoid

(
Xα
)
=
[

x(1)1 · · · x(1)N1
· · · x(M)

1 · · · x(M)
NM

]T
(16)
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is a N ×L hidden-layer output matrix that is a class-independent encoded-attribute (IEA)

data set, such that x(m)
n =

(
x(m)

n1 , · · · , x(m)
nL
)
=
(

sigmoid
(

x(m)
n α1

)
, · · · , sigmoid

(
x(m)

n αL
))

is the independent encoded form of the original sample x(m)
n and

sigmoid(s) =
1

1 + exp(−s)
, s ∈ (−∞,+∞) (17)

is the sigmoid activation function. To minimize attribute dependence, the attribute depen-
dence term in the objective function is defined as follows:

L2
(
X, α, β

)
=

2
L(L− 1)

L
∑
i=1

L
∑
j=1
j �=i

I(hi, hj), (18)

where

hi =
(

x(1)1i , · · · , x(1)N1,i, · · · , x(M)
1i , · · · , x(M)

NM ,i

)T
(19)

is the i-th independent encoded attribute, and I(hi, hj) is the mutual information between
independent encoded attributes hi and hj and i, j ∈ {1, 2, · · · ,L} and i �= j.

The updating rules of αrl and βlr are derived as follows. The second term of the
objective function is unrelated to the output-layer weights. Thus, the updating rule mainly
depends on the encoding error. The gradient descent method is used to determine the
updating rule of βlr. The partial derivative of L

(
X, α, β

)
with respect to βlr is calculated

as follows:

Δβlr =
∂L
(
X, α, β

)
∂βlr

= λ
∂L1

(
X, α, β

)
∂βlr

(20)

and then the updating rule of βlr is given as follows

βlr ← βlr − ξ × Δβlr, (21)

where ξ > 0 is the learning rate. For the input-layer weight αrl , the updating rule cannot
be derived by using the gradient descent method because of the existence of mutual
information terms. Here, a new updating strategy based on the Monte Carlo method [25] is
designed as follows:

αrl ← αrl − ζ × Δαrl , (22)

where ζ > 0 is the learning rate and

Δαrl =
1
N

M
∑

m=1

Nm

∑
n=1

L
(

x(m)
n , α, β

)
(23)

is the approximation of the gradient
∂L(X,α,β)

∂αrl
.

Based on the IEA data set, mixed-attribute fusion-based NBC (MAF-NBC) determines
the class label for a given new sample x =

(
a1, · · · , aD1 , b1, · · · , bD2

)
as follows. First, the

one-hot encoded form of x is expressed as follows:

x =
(

e(1)1 , · · · , e(1)K1
, · · · , e(D1)

1 , · · · , e(D1)
KD1

, b1, · · · , bD2

)
, (24)

where the following.

e(i)k =

{
1, if ai = A(i)

k
0, if ai �= A(i)

k

, k = 1, 2, · · · ,Ki, i = 1, 2, · · · ,D1. (25)
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Second, x is transformed into the following independent encoded expression:

x =
(
x1, x2, · · · , xL

)
= (sigmoid(xα1), sigmoid(xα2), · · · , sigmoid(xαL)) (26)

based on the trained ANN with input weight matrix α = (αrl)R×L. Third, the class label of
x is determined according to Equation (1), where the conditional probability is calculated
as follows:

P(x|wm ) = P(x|wm ) = P
(
x|wm

)
=

L
∏
l=1

P(x̄l |wm ) =
L
∏
l=1

∫ xl

−∞
p(s|wm )

, (27)

where p(s|wm ) is approximated with a normal p.d.f.

f (m)
l (s) =

1√
2πσ

(m)
l

exp

⎡
⎣−1

2

(
s − μ

(m)
l

σ
(m)
l

)2⎤⎦,

s ∈ (−∞,+∞), m = 1, 2, · · · ,M, l = 1, 2, · · · ,L
(28)

with the mean value

μ
(m)
l =

1
Nm

Nm

∑
n=1

¯̄x(m)
nl (29)

and standard deviation (std).

σ
(m)
l =

√√√√ 1
Nm − 1

Nm

∑
n=1

[
¯̄x(m)
nl − μ

(m)
l

]2
. (30)

Here, an in-depth discussion regarding the normal p.d.f. f (m)
l (•) is given. The sigmoid

activation function is used in the designed ANN; thus, the outputs corresponding to each
hidden layer’s nodes obey a quasi-normal probability distribution. A visual comparison
of the sigmoid activation function and normal probability distribution functions with
standard deviations 0.1, 0.5, 1.0, and 2.0, as shown in Figure 1, clearly demonstrates this
empirical conclusion.

(a) (b)

Figure 1. Graphical comparison between sigmoid activation and normal distribution. (a) Sigmoid
activation function. (b) Normal probability distribution functions.

For independent attributes, the joint probability distribution is the normal probability
distribution if marginal probability distributions are normal probability distributions.
Thus, the joint probability P

(
x|wm

)
can be modeled as the product of multiple marginal

probabilities P
(
xl |wm

)
, l = 1, 2, · · · ,L. For the sake of simplicity, hidden-layer biases

are not used in the constructed ANN. The role of hidden-layer biases is to control the
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bias between the hidden layer’s input and the original point of the sigmoid function.
When conducting classification or regression tasks, hidden-layer biases are helpful for the
generation of high-performance learners. In MAF-NBC, the ANN is designed to transform
one-hot encoded attributes into independent encoded attributes that are expected to have
minimum dependence. The reasonable objective function shown in Equation (11) is able
to guarantee the generation of independent encoded attributes even though hidden-layer
biases are not used in ANN. The following experiments will support the aforementioned
discussion and conclusion.

4. Experimental Settings and Results

A series of experiments are conducted in this section to validate the feasibility, ra-
tionality, and effectiveness of the proposed mixed-attribute fusion-based naive Bayesian
classifier (MAF-NBC). Experiments were conducted using 20 KEEL [26] mixed-attribute
data sets. Their characteristics are listed in Table 1, where the Arabic numerals in paren-
theses represent the numbers of avaliable categorical values corresponding to the discrete
attributes. The data processing strategy proposed by Helal and Otero [27] was used to
generate the mixed attributes for the data sets marked without ’*’ in Table 1. Then, the
equal width discretization method was used to transform the continuous attributes into
discrete attributes. All data sets as shown in Table 1 can be downloaded from our BaiDuPan
or GitHub online storage space. The experiments were run on a PC equipped with an
Intel(R) Quadcore 3.00 GHz i5-9400 CPU and 16 GB of RAM.

Table 1. Details of 20 mixed-attribute data sets.

Data sets Abalone_3_4 Abalone_9_10 Adult * Band *
Number of samples 423 1073 5000 540

Number of continuous attributes 6 6 9 18
Number of discrete attributes 2 (2, 4) 2 (2, 4) 5 (5, 7, 5, 4, 2) 5 (3, 5, 2, 3, 3)

Number of classes 2 2 2 2

data sets Bd Bp Heart Ionosphere
Number of samples 569 198 270 351

Number of continuous attributes 23 25 9 25
Number of discrete attributes 7 (4, 6, 5, 3, 2, 4, 3) 8 (6, 3, 5, 4, 5, 3, 4, 2) 4 (4, 3, 3, 4) 7 (4, 6, 5, 3, 4, 3, 5)

Number of classes 2 2 2 2

Data sets Libras Page blocks Parkinsons Ring
Number of samples 360 547 195 500

Number of continuous attributes 85 7 17 15
Number of discrete attributes 15 (4, 5, 7, 5, 8, 4, 5, 6, 4, 5, 6, 7, 3, 4, 5) 3 (3, 5, 4) 5 (4, 5, 6, 5, 3) 5 (3, 4, 5, 3, 4)

Number of classes 15 5 2 2

Data sets Segment Sonar SPECTF Vehicle
Number of samples 2310 208 267 846

Number of continuous attributes 14 50 36 6
Number of discrete attributes 5 (3, 6, 5, 4, 3) 10 (6, 4, 3, 5, 6, 7, 5, 3, 4, 6) 8 (4, 6, 5, 5, 3, 6, 7, 4) 2 (4, 3)

Number of classes 7 2 2 4

Data sets Vowel Wine WineQR WineQW
Number of samples 528 178 1599 489

Number of continuous attributes 7 10 8 8
Number of discrete attributes 3 (3, 3, 4) 3 (4, 5, 4) 3 (4, 4, 3) 3 (3, 3, 3)

Number of classes 11 3 6 6

4.1. Feasibility Validation of MAF-NBC

A first experiment was performed to validate the feasibility of the MAF-NBC method
by checking the convergence of ANN weights by the iterative update process. This ex-
periment was conducted on the representative Vowel data set, which has three discrete
attributes and seven continuous attributes. The experimental results are the average values
corresponding to 10 independent ANN training. Ten ANNs with 50 hidden-layer nodes
were constructed with random weights in the [−1, 1] range, a balance factor λ = 0.50,
and learning rates ξ = ζ = 0.01. Figure 2 depicts the variation trends of the 1-norms
for the input layer and output layer weights as the iteration number increased. Figure 3
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presents the variation trends of encoding error and attribute dependence as the iteration
number increased.

(a) (b)

Figure 2. Convergence of the ANN’s weights. (a) Input-layer weights. (b) Output-layer weights.

(a) (b)

Figure 3. Convergence of the ANN’s objective function. (a) Encoding error. (b) Attribute dependence.

Figure 2 shows that the sums of absolute values corresponding to the input layer
and output-layer weights become more and more stable with the number of iterations.
In addition, Figure 3 shows that the encoding error and attribute dependence decrease
gradually and then remain unchanged. These experimental results reveal that the updating
rules of Equations (15) and (16) are effective for the determination of optimal ANN weights.

In fact, Equation (17) is the approximation of the expected loss EX

[
∂L(X ,α,β)

∂αrl

]
, where X is

the domain of the objective function L(•, α, β). Although the gradient of input layer weights
cannot be analytically calculated due to the existence of the attribute dependence term,
Equation (17) uses the mean of the objective function values corresponding to all samples
in the one-hot encoded attribute data set to approximate the gradient. The convergence
of output layer weights guarantees the convergence of input layer weights, because the
update of αrl depends on the update of βlr. This experiment demonstrates the feasibility of
transforming the one-hot encoded attributes into independent encoded attributes.

4.2. Rationality Validation of MAF-NBC

A second experiment was carried out to evaluate the rationality of MAF-NBC in
terms of whether the designed ANN can transform the one-hot encoded attributes corre-
sponding to the original mixed attributes into independent encoded attributes. On the
representative Page_small data set, an ANN with 50 hidden-layer nodes was constructed
with random weights in the [−1,1] interval, a balance factor λ = 0.50, and learning rates
ξ = ζ = 0.01. Ten representative encoded attributes were selected from the hidden-layer

141



Appl. Sci. 2022, 12, 10443

outputs of ANN. The dependence between the two encoded attributes was measured with
the mutual information, which is calculated with sklearn.metrics.mutual_info_score (https:
//scikit-learn.org/stable/modules/generated/sklearn.metrics.mutual_info_score.html, ac-
cessed on 14 October 2022) package of the scikit-learn machine learning library.

Figure 4 displays a series of heatmaps corresponding to iterations #1, #50, #100, and
#150. These heatmaps show the change in attribute dependence as the iteration number
increases during the ANN’s training. It can be clearly seen that the dependence between
encoded attribute gradually decreases as ANN weights are updated. It indicates that
independent attributes can be obtained by transforming the original mixed attributes into
the encoded attributes. The experimental results shown in Figure 4 are consistent with
the experimental results shown in Figure 3b, where the attribute dependence gradually
decreases with the increase in iteration number. This experiment demonstrated that the
ANN is able to transform the original mixed attributes into independent encoded attributes
for NBC construction.

(a) Iteration #1 (b) Iteration #50

(c) Iteration #100 (d) Iteration #150

Figure 4. Dependence change of the encoded continuous attributes.
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4.3. Effectiveness Validation of MAF-NBC

A third experiment was performed to evaluate the effectiveness of MAF-NBC. This
was performed by comparing the classification performances of MAF-NBC with Dis-
NBC, FNBC [3], TAN [4], AODE [5], HNB [6], DFW-NBC [7], CFW-NBC [8], and ICA-
NBC [10]. All Bayesian algorithms were implemented using the Python programming
language. Twenty KEEL mixed-attribute data sets (described in Table 1) were selected
to test the training and testing accuracies of the compared algorithms. For each data set,
independent training and testing were conducted 10 times with random data set partitions,
i.e., 70% samples to train the different Bayes algorithms and 30% to test their generalization
capabilities. All ANNs were constructed with 2L hidden-layer nodes, initialized with
random weights in the [−1, 1] range, and setup with the learning parameters λ = 0.50 and
ξ = ζ = 0.01. The mean and standard derivation of the 10 training and testing accuracies
are listed for each algorithm in Tables 2 and 3, respectively.

The training and testing performances of MAF-NBC were statistically validated by
comparing with eight other Bayes algorithms on the 20 data sets. For the given significance
level of 0.05, the critical difference (CD) value [28] is calculated as follows:

CD = 3.102 ×
√

9 × (9 + 1)
6 × 20

≈ 2.686, (31)

where the number of compared algorithms is nine, and the number of data sets is 20. In
Figure 5, an interval of one CD value can be observed to the left and right of the average
rank of MAF-NBC. Any algorithm with a rank outside this area is significantly different
from MAF-NBC. It is found that the ranks of MAF-NBC corresponding to the training
and testing accuracies are obviously smaller than the other algorithms. In addition, the
number of wins for MAF-NBC on 20 data sets is at least 20

2 + 1.96 ×
√

20
2 ≈ 14 for the

significance level of 0.05. Furthermore, it can be said that MAF-NBC has significantly
improved testing accuracies than Dis-NBC (20 wins), FNBC (20 wins), TAN (20 wins),
AODE (20 wins), HNB (20 wins), DFW-NBC (19 wins), CFW-NBC (19 wins), and ICA-NBC
(18 wins) under a significance level of 0.10. This indicates that MAF-NBC is significantly
better for classification than the other algorithms on the selected data sets. The experimental
results and statistical analyses demonstrate the effectiveness of MAF-NBC and indicate
that MAF-NBC is a viable method to handle mixed-attribute classification tasks. MAF-NBC
does not modify the simple model structure of the NBC and preserves the amount of
information of the original mixed-attribute data set as much as possible, because the ANN
transforms the original mixed attributes into encoded attributes rather than selecting or
extracting independent attributes from the original mixed attributes.
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(a)

(b)

Figure 5. CD diagrams corresponding to comparisons in Tables 2 and 3. (a) CD diagram of training
accuracies. (b) CD diagram of testing accuracies.

5. Conclusions and Future Works

This paper presented a novel NBC training method for the mixed-attribute data classi-
fication problem without continuous attribute discretization and complex Bayesian network
structure learning. The original mixed attributes were transformed into a series of continu-
ous attributes with minimum dependence using an autoencoder neural network. To obtain
optimal network weights, an effective objective function was designed, and correspond-
ing weight updating rules were derived. The experimental results finally demonstrated
improved classification performance for the novel Bayes model in comparison with eight
state-of-the-art Bayesian algorithms. The technical advantages of MAF-NBC are four-fold:

• Preserving the information. The autoencoder neural network transforms mixed at-
tributes into independent encoded attributes, which can also be decoded to restore
the original mixed attributes. Thus, useful information from the original data set is
conserved as much as possible.

• Simple model structure. MAF-NBC effectively handles the attribute dependence prob-
lem between discrete attributes and continuous attributes by transforming original
attributes into encoded attributes. The simple structure of the NBC was not modified
by providing a data transformation-oriented preprocessing strategy.

• Stable training process. The efficient weight updating strategy guarantees the conver-
gence of the autoencoder neural network and thus provided stable data transformation
results. In addition, the quasi-normal distribution of independent encoded attributes
provided accurate calculations for the joint conditional probability in the NBC.

• Low computation complexity. A single hidden-layer encoder neural network was
used to fuse the original mixed attributes. Training to find optimal network weights
has a low computational complexity. As mentioned in Section 3, a shallow learning
mechanism was able to satisfy the demand of NBC construction. Hence, it is unnec-
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essary to explore the availability of deep learning for data transformation-oriented
NBC training.

In future studies, we plan (1) to implement MAF-NBC in a distributed environment so
that it can be used to deal with large-scale mixed-attribute data-classification problems and
(2) to utilize the autoencoder neural network to transform mixed attributes into dependent
continuous attributes to construct a non-naive Bayesian classifier [29] based on the joint
probability density function estimation technique.
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Abstract: Dynamic Multi-Objective Optimization Problems (DMOPs) and Many-Objective Optimiza-
tion Problems (MaOPs) are two classes of the optimization field that have potential applications
in engineering. Modified Multi-Objective Evolutionary Algorithms hybrid approaches seem to be
suitable to effectively deal with such problems. However, the standard Crow Search Algorithm
has not been considered for either DMOPs or MaOPs to date. This paper proposes a Distributed
Bi-behaviors Crow Search Algorithm (DB-CSA) with two different mechanisms, one corresponding
to the search behavior and another to the exploitative behavior with a dynamic switch mechanism.
The bi-behaviors CSA chasing profile is defined based on a large Gaussian-like Beta-1 function,
which ensures diversity enhancement, while the narrow Gaussian Beta-2 function is used to improve
the solution tuning and convergence behavior. Two variants of the proposed DB-CSA approach
are developed: the first variant is used to solve a set of MaOPs with 2, 3, 5, 7, 8, 10,15 objectives,
and the second aims to solve several types of DMOPs with different time-varying Pareto optimal sets
and a Pareto optimal front. The second variant of DB-CSA algorithm (DB-CSA-II) is proposed to solve
DMOPs, including a dynamic optimization process to effectively detect and react to the dynamic
change. The Inverted General Distance, the Mean Inverted General Distance and the Hypervolume
Difference are the main measurement metrics used to compare the DB-CSA approach to the state-of-
the-art MOEAs. The Taguchi method has been used to manage the meta-parameters of the DB-CSA
algorithm. All quantitative results are analyzed using the non-parametric Wilcoxon signed rank test
with 0.05 significance level, which validated the efficiency of the proposed method for solving 44 test
beds (21 DMOPs and 23 MaOPS).

Keywords: beta function; crow search algorithm; dynamic multi-objective optimization problems;
evolutionary algorithm; many-objective optimization problems

1. Introduction

During the last decade, a wide range of meta-heuristics have been designed to solve
many complex problems based on Evolutionary Algorithms (EA), such as the Genetic
Algorithm (GA) [1], and Swarm Intelligence (SI) approaches, such as the Particle Swarm
Optimization (PSO) algorithm [2–5]. Different Multi-Objective Evolutionary Algorithms
(MOEAs) have been employed to solve static Single Objective Optimization Problems
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(SOPs) and static Multi-Objective Optimization Problems (MOPs), where the main chal-
lenge is to find the best solution for SOP and a set of optimal solutions when solving
MOP to balance the convergence and diversity in the search space. However, this process
becomes more challenging when solving Dynamic Multi-Objective Optimization Prob-
lems (DMOPs), characterized by several types of time-varying Pareto Optimal Sets (POSs)
and Pareto Optimal Fronts (POFs) [6]. Equations (1) and (2) investigate the main differences
between the static Multi-Objective Optimization Problem (MOP), static Many-Objective Op-
timization Problem (MaOP) and dynamic Multi-Objective Optimization Problem (DMOP).
First, the common characteristics are as follows:

• Each problem (MOP, MaOP, DMOP) has a fitness function F(X), which can be mini-
mized or maximized with simultaneously performed M objectives.

• Each problem has a set of solutions, X, presented by a set of bounded decision vari-
ables, X, with a d-dimensional search space generated between the minimum (Xmin)
and the maximum (Xmax) boundaries.

• The search space of each problem can be limited by a set of inequality and equal-
ity constraint.

F(X) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

F(X) = ( f1(X), . . . , fM(X))

Subject to : g(Xi) ≤ 0 or g(Xi) ≥ 0, h(Xi) = 0

∀i = 1, . . . , d, x ∈ [Xmin, Xmax]

1 < M ≤ 3

(1)

where F(X) is the fitness function, M is the number of objectives, and g(X) and h(X) are
the inequality and the equality constraints, respectively.

The main difference between the static MOP, MaOP and DMOP is investigated by looking
at the number of objectives, nature of decision space, objective space, and constraints.

• For the MOP and the DMOP, the number of objectives (M) is fixed to 2 or 3 (1 < M ≤ 3)
and (M) is upper than 3 for MaOP (M > 3).

• However, the DMOP has a time-varying decision variables, objectives and/or con-
straints, and is presented in Equation (2).

• The DMOP has M dynamic objective functions F(X, t) and a set of time-varying
variables X(t) = X1(t), . . . , Xn(t), which are subject to different bounded constraints,
limiting the search space.

F(X,t) =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

F(X, t) = ( f1(X, t), f2(X, t), . . . , fM(X, t))

Subject to : gi(X, t) ≤ 0 and 0hj(X, t) = 0

∀i = 1, . . . , dg(t) and , j = 1, ..., dh(t)]

X ∈ [Xmin, Xmax], t ∈ [tbegin, tend]

X ∈ ΩX , t ∈ Ωt

(2)

where M is the number of conflicting objective functions, dg(t) and dh(t) are the number of
inequality and quality constraints at time t, respectively, and X is a set of bounded decision
variables with a d-dimensional search space generated between minimum boundary (Xmin)
and maximum boundary (Xmax). F(X,t) is the objective vector that optimizes solution
X at time t. ΩX ⊆ R

n is the decision space, and Ωt ∈ R is the time space, bounded
between the starting time tbegin and the ending time tend. The objective vector is denoted by
F(X, t) : ΩX × Ωt → R

Mt , presenting the resulting values for each solution X at time t.
Generally speaking, Dynamic Multi-Objective Evolutionary Algorithms (DMOEAs)

are designed to effectively detect and react to the changes that may affect the POS and POF,
while conserving both convergence and diversity concepts [7,8]. However, Evolutionary
Dynamic Optimization (EDO) approaches include an explicit or implicit mechanisms to
detect and correctly react to the dynamic change. A change detection mechanism can be
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maintained through detectors using a feasible search population, such as the current best
solutions, memory of optimal solutions or some predefined sub-population. Furthermore,
this can be assumed separately to the search space using a set of random selected solutions,
a fixed point, a regular grid of solutions or a set of determined points. In addition, the al-
gorithm behaviors have considered a robust detection strategy based on the average of
best-found solutions, time-varying observation of different sub-swarms, diversity of the so-
lutions compared to the success rate, time-varying distributions and statistical methods.
Increasing the mutation rate (hyper-mutation) or adding a randomly new member and relo-
cating some useful solutions are the main mechanisms used to manage the loss of diversity
in a dynamic search space which may fall within undetected regions of potential solutions.

The efficiency of standard MOEAs significantly decreases when dealing with Many-
Objective Optimization Problems (MaOPs) where the number of objectives that need
to be satisfied is higher than 3. Furthermore, three main issues are introduced when
solving MaOPs, including: (i) the inutility of the dominance operator when dealing with
a large number of objectives, (ii) the loss of diversity and premature convergence, and (iii)
the exponentially increase of the population size. The Crow Search Algorithm (CSA) [9]
is a meta-heuristic that simulates the social behavior of crows for food-searching. Crows
are characterized by their ability to memorize food sources, as well as sources that other
member of the flock may hold or hide. The CSA algorithm was first proposed as a mono-
objective optimization technique and then extended to solve static Multi-Objective Problem
(MOP) and constrained engineering optimization problems, in which the algorithm showed
a relative effectiveness in comparison with techniques such as the harmony search (HS) [10],
GA [1] and PSO approach. The main contribution is as follows:

• This contribution presents a novel Distributed Bi-behaviours Crow Search Algorithm
(DB-CSA) to solve both Dynamic Multi-Objective Optimization Problems (DMOPs)
and static Many-Objective Optimization Problems (MaOPs), which have not yet been
performed using the standard CSA algorithm.

• The main difference between the original CSA algorithm and the new DB-CSA algorithm is
as follows: the proposed DB-CSA approach presents two new chasing profiles, denoted by
Beta Distribution profiles over the large Gaussian Beta-1 function for diversity enhancement
and the narrow Gaussian Beta-2 function for convergence improvements.

• The proposed approach tends to achieve a dynamic balance between exploitation and ex-
ploration at each iteration during the optimization process, which makes it more suitable
for both dynamic multi-objective optimization and many-objective optimization.

• A dynamic optimization mechanism is considered within the proposed DB-CSA
algorithm when solving DMOPs to detect the time-varying POS and POF, effectively
reacts to the dynamic changes and is denoted by the second variant (DB-CSA-II).
This process aims to manage and control the dynamic change in a time-varying
search space.

The reminder of this manuscript is organized as follows: Section 2 presents an overview
of the best-known Dynamic Multi-Objective Optimization methods, Many-Objective Opti-
mization Approaches and some existing Crow Search Algorithms based-methods. Section
3 presents the proposed Distributed Bi-behaviours Crow Search Algorithm (DB-CSA).
Section 4 details the experimental evaluation, which is based on two comparative studies:
one for DMOPs and the second for MaOPs. The results are presented in terms of their mean
and standard deviation. Then, a statistical comparison between the proposed DB-CSA
algorithm and the state-of-art methods is carried out using the non-parametric Wilcoxon
signed rank test. Finally, Section 5 concludes this paper and presents some future work.

2. State-of-the-Art on Evolutionary Multi-Objective Optimization

This section presents a set of comparable DMOEAs and MaOEAs, designed for both
Dynamic Multi-Objective Optimization and Many-Objective Optimization, presented in
Sections 2.1 and 2.2, respectively. In addition, the crow search-based methods are given in
Section 2.3.
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2.1. Dynamic Multi-Objective Optimization Methods

Several Dynamic Multi-Objective Evolutionary Algorithms (DMOEAs) have been
designed in the literature to solve DMOPs with time-varying objective, variables or con-
straints. A set of these are visible in Table 1. Five groups of DMOEAs are available in
the literature to solve DMOPs: diversity-based techniques, memory-based approaches,
prediction methods, parallel systems and transfer learning-based algorithms. The diversity-
based approach [1] has shown the ability to solve dynamic problems with continuous
and small time-varying parameters, and showed its limit when faced a severe environ-
mental changes. Furthermore, the DMOPs have presented some periodical or recurrent
changes, making storing the historical experience of solutions useful in preserving diversity.
The dynamic non-dominated sorting genetic algorithm II (DNSGA-II) [1] is proposed to
enhance the diversity of solutions when solving DMOPs. In DNSGA-II, a set of solutions
was randomly selected for use as detectors and re-evaluated after each change. Then, if
a change was detected, all selected solutions were re-initialized or hyper-mutated.

Memory-based approaches use redundant representations of an evolutionary algo-
rithm, using extra-memory components to detect future changes [11]. These approaches
are very effective to solve DMOPs with periodically time-varying properties. However,
such mechanisms slow the convergence and strengthen diversity in the EDO approaches.
The main disadvantage of memory-based algorithms is the ineffectiveness of the redundant
solutions stored in the archive. However, prediction-based methods tend to predict changes
based-on limited patterns. Such a system can quickly detect the best global solution, but
fail when the changes are stochastic, which increases the relative training error rates.
The Steady-State and Generational Evolutionary Algorithm (SGEA) [11] was designed to
effectively detect and react to the change in a steady-state manner. If a change is detected,
a number of good solutions are re-used in the next processing step; then, a combination of
previous and new solutions are used to approximate the new Pareto optimal front.

The parallel approaches present an optimization process over multiple sub-swarms,
which can handle the problem over a separate search space and are recommended for
multi-modal problems, while being computationally expensive. A key challenge for these
methods is finding an appropriate number of sub-swarms and their sizes. The Competitive-
Cooperative Co-evolutionary Algorithm (dCOEA) in [12] aims to track the time-varying
POF based on the decomposition of the optimization process. However, only the winners
of each sub-population are used to manage the optimal solutions. The MOEA/D [13] is
a decomposition-based approach, which aims to subdivide the population into several
sub-populations and solve many sub-problems separately and simultaneously, making
the MOEA/D system lower and more time-consuming.

The prediction-based methods were developed based on machine-learning algorithms
and can efficiently determine and optimize the initial population based on previous experi-
ence. However, the main limit is the insufficiency of useful knowledge at the beginning of
the optimization process, and they are time-consuming. The population prediction strat-
egy (PPS) [14] is a prediction-based method, which divides the non-dominated solutions
into a centerpoint and a manifold; then, both are used to predict the future center point
and manifold, respectively. When a change is detected based a population, re-initialization
is operated. Transfer-learning-based techniques are reliable alternatives for DMOPs, based
on the use of MOEA/D [13] as a baseline system. In 2020, the new memory-driven
manifold transfer learning was proposed, based on the evolutionary algorithm (MMTL-
MOEA/D) [15]. This approach combined the memory mechanism to preserve the previous
best solutions and the manifold transfer learning feature to estimate the best solutions, so
that the best solutions are conserved and set as the initial population of the next generation.
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Table 1. Classification of the MOEAs for DMOPs.

Diversity-Based Approaches DNSGA-II [1]
Memory-Based Approaches SGEA [11]
Prediction-Based methods PPS [14]

Parallel Approaches MOEA/D [13]
dCOEA [12]

Transfer Learning-Based Methods MMTL-MOEA/D [15]
RI-MOEA/D [15]

SVR-MOEA/D [16]
Tr-MOEA/D [17]
KF-MOEA/D [18]

The random re-initialization mechanism in (RI-MOEA/D) [15] selects 10% of the se-
lected populations after each change to maintain the diversity. A combination of PPS [14]
and the MOEA/D is considered in the PPS-MOEA/D algorithm to solve the DMOP.
The support vector regression (SVR) based on evolutionary algorithm (SVR-MOEA/D)
is proposed in [16], designed to solve the nonlinear correlation between two historical
optimization processes. The SVR is used to predict a new population after each change in
the search space. A transfer-learning-based dynamic multi-objective evolutionary algorithm
(Tr-MOEA/D) is proposed in [17], aiming to solve the issue of non-independent and identi-
cally distributed data in a dynamic environment. The Tr-MOEA/D system implements
a transfer learning mechanism to reuse the previous historical population after each change,
which speeds up the optimization process. In the KF-MOEA/D [18] system, a Kalman
filter (KF) is used to predict a new population prior to performing the convergence concept.
The transfer-learning-based method adapts a set of machine-learning techniques to improve
the performance of heuristics when solving DMOPs. The transfer-learning-based method
aims to re-use previous computational experience to improve the efficiency of the newly
generated populations after each detected change. However, this category of methods
presents a major limit in the parameter-tuning procedure, which is a time-consuming
process and requires trial and error [17,18].

2.2. Many-Objective Optimization Methods

Many-objective optimization algorithms are designed to manage the issues related
to the exploitation and exploration concepts to preserve convergence and diversity in
the search space. Table 2, presents several Many-Objective Evolutionary Algorithms (MaOEAs)
and is classified into five classes, namely, decomposition-based methods, indicator-based
approaches, diversity-based selection criterion, modified dominance relation-based ap-
proaches and preference-based approaches. Many Pareto-based approaches show their
limits to rank and determine the set non-dominated solutions using the dominance operator
since a high number of solutions have a large number of objectives leading to the poor
convergence implied by the Active Diversity Promotion (ADP) phenomenon [19]. As
a solution, a variety of enhancements have been adopted in the original MOEAs when
solving MaOPs, including the decomposition-based and indicator-based approaches. De-
composition mechanisms combine multiple objectives into a single problem or a series of
sub-problems. Some popular techniques of this type are Pareto sampling [20], improved
Pareto sampling (MSOPS-II) [21] and Multi-Objective Evolutionary Algorithm based on
Decomposition (MOEA/D) [13]. The decomposition-based approach becomes more ef-
fective with a set of sub-MOPs, such as those presented in the Reference Vector-Guided
Evolutionary Algorithm (RVEA) [22], MOEA/D-M2M [23], NSGA-III [24], MOEA/DD [25]
and the MOEA/D-ROD [26]. In addition, a set of performance metrics are considered to
guide the optimization process over different indicator-based approaches, such as the fast
hypervolume-based evolutionary algorithm (HypE) [27], S-metric-selection-based evolu-
tionary multi-objective algorithm (SMS-EMOA) [28], indicator-based evolutionary algo-
rithm (IBEA) [29], and Evolutionary Many-Objective Optimization Algorithm based on
an IGD Indicator with Region Decomposition [30] and MaOEA/IGD [31].
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A set of dominance operators are proposed to deal with the issue of the ineffec-
tiveness of sorting non-dominated solutions using the dominance operator proposed in
the Pareto-based methods.The most know novel dominance operators as the following;
L-optimality [32], ε-dominance [33], fuzzy dominance [34], the Grid-based Evolution-
ary Algorithm (GrEA) [35], θ Dominance-based Evolutionary Algorithm (θ-DEA) [36]
and the preference order ranking procedure [37]. Diversity management techniques are
proposed to arrange a good balance between the convergence and the diversity when
solving MaOPs. In [35], a three grid-based criterion was proposed to maintain diversity,
including the grid crowding distance, the grid coordinate point distance and the grid rank-
ing. A diversity promotion mechanism, DM, is introduced in [38] to activate or disactivate
the diversity of the population based on the spread and the crowding distance of solutions.
In NSGA-III algorithm [24], the reference point-based strategy is used to solve MaOPs.
The shift-based density estimation (SDE) strategy [39] was utilized to replace the domi-
nance operators of MOEAs. The knee point-driven evolutionary algorithm (KnEA) [40]
was developed using both knee point-based selection and dominance-based selection.
Three groups of preference-based approaches, including prior algorithms, interactive algo-
rithms and posterior algorithms, were employed to deal with the issue of population size
limitations regarding the large dimension of the objective space. The best-known poste-
rior approaches are the Preference-Inspired Co-evolutionary Algorithms (PICEA-g) [41],
the novel, two-archive algorithm (TAA) [42], and its improved version (Two_Arch2) [43] .

In addition, the Particle Swarm Optimization (PSO) algorithm received a great at-
tention in MaOPs. The Control Dominance Area of Solutions (CDAS) [44] has been used
with SMPSO and SigmaMOPSO for MaOPs. Indicator-based PSO systems were proposed
to maintain the leader’s selection using the R2 indicator, as presented in H-MOPSO [45]
or the hypervolume metric in S-MOPSO [46]. A two-stage strategy and a parallel cell
coordinate system were adopted in MaOPSO/2s-pccs [47]. A preference-based method
was proposed, using a PSO system, focusing on solutions around the knee point and called
knee-driven particle swarm optimization (KnPSO) [48] . In [49], the MaPSO method uses
the leader’s selection from a certain number of historical solutions using scalar projection.
In addition, the HGLSS-MOPSO algorithm [50] adopted the Hybrid Global Leader Selection
(HGLSS) using two global leader selection mechanisms: the first for exploration and the sec-
ond for exploitation. A recently published paper [51] presented an adaptive localized
decision variable analysis approach under the decomposition-based framework to solve
the Large-Scale Multi-Objective Optimization problems and Multi-Tasking Optimization
Problems in MaOPs. As a conclusion, all the abovementioned Many-Objective Evolution-
ary Algorithms (MaOEAs) are presented as highly complex and time-consuming systems,
especially when using decomposition-based mechanisms and/or quality indicators to
separately deal with convergence and diversity.

The high number of objectives is managed through a decomposition-based mechanism
to obtain a set of single or multi-objectives problems. The multiple single-objective Pareto
sampling (MSOPS) [20] algorithm generates a set of target vectors. Then, it undergoes
multiple single-objective optimization processes to solve MaOP. Such a strategy may re-
turn moderated results, since it does not correctly manage the multi-objectives of MaOPs.
The enhanced MSOPS-II [19] uses a set of target vectors based on the current population
to guide the optimization process at each iteration. Then, the aggregation of fitness func-
tions is used to evaluate the performances of the proposed solutions. The MOEA/D [13]
algorithm proceeds with a decomposition of the many-objectives into a set of single ob-
jectives using a uniformly distributed weight vector. Similar to the weight vectors of
the MOEA/D algorithm, the NSGA-III [24] used a number of well-spread reference points
to approximate non-dominated solutions; then, it enhances the diversity of the population.
Based on the main idea of the NSGA-II, the reference vector-guided evolutionary algorithm
(RVEA) [22] adopted two reference vectors: one for selection and the second for adaptation.
In the RVEA system, the concept of convergence and diversity are dynamically managed
using the Angle Penalized Distance (APD).
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A vector angle-based evolutionary algorithm (VaEA) [52] is proposed for Uncon-
strained MaOPs. The VaEA algorithm uses the maximum-vector-angle as a selection
mechanism to guarantee a good distribution to approximate to the true Pareto front,
while the worse solutions are replaced with newly generated random solutions. The θ
-DEA [36] system is based on NSGA-III with a new, θ-non-dominated concept, which is
different to the original dominance operator, as used on the Pareto-based methods. It
employs a set of reference points to cluster the solutions set and enhance the exploration
phase. The NSGA-II/SDR is a modified version of the NSGA-II, with a Strengthened
Dominance Relation (SDR), presented in [53] to solve MaOP. The NSGA-II/SDR adopts
the angle and the niching mechanism to select the best converged solutions. MOEA/DD,
MOEA dominance and decomposition [25] form a hybridization of the MOEA/D [13]
and the NSGA-III [24], where the multiple objectives are decomposed into sub-problems
and a dominance criterion is used to aggregate the global solution. Different grid-based
criteria, such as the grid crowding distance (GCD), the grid ranking (GR) and the grid
coordinate point distance (GCPD) are integrated in MOEAs to evaluate the fitness function
of the MaOP. In addition, the GrEA system [35], is designed to maintain a good balance
between convergence and diversity over both the grid dominance and grid difference to
evaluate the fitness function and push the system toward the most optimal solutions. Two
variants of the Pareto-based evolutionary algorithm using the penalty mechanism (PMEA)
are presented in [54]: the MPEA-MP and the MPEA*-MA. The PMEA-MA is developed
using the Manhattan-distance and the cosine distance as the convergence and distribution
metrics; it includes a population-prepossessing to enhance the diversity. The second variant,
PMEA*-MA, is a simplified one, which does not adopt the prepossessing step.

The Angle-based Selection algorithm (AnD) [55] is a non-Pareto-based method that
aims to maintain the diversity of the population using an angle-based selection technique,
then picks optimized members in the same search direction as a sorting solution. A hy-
bridization of the Strength Pareto Evolutionary Algorithm (SPEA) and the shift-based
density estimation (SDE) strategy in [39] is denoted by (SPEA/SDE). This estimates the den-
sity of the population; then, individuals who do not converge are eliminated to enhance
diversity among the divergent solutions. In [56], the SPEAR leverages a reference direction-
based density estimator using the standard SPEA algorithm for multi/many-objective
optimization problems. The knee point-driven evolutionary algorithm (KnEA), proposed
in [40], evolves a population and selects non-dominated solutions based on knee point
criterion, which may be assumed to be a Pareto strategy. Furthermore, the two-stage evolu-
tionary algorithm (TSEA) is developed in [57]. In the first stage, several sub-populations
are optimized to converge to different regions of the Pareto front; then, the non-dominated
solutions of each sub-population are considered as individuals that could be optimized in
the second stage.

In indicator-based methods, several quality metrics are used to perform the optimiza-
tion process; for example, the Monto Carlo simulation is used in the HypE algorithm [27]
to minimize the computation cost and approximate the results. The preference-based
approaches use different adaptation mechanisms like an external memory for convergence
and diversity preservation as well as to make a decision regarding the true Pareto front.
In [41], the PICEA-g algorithm integrates the co-evolution as a posterior adaptation mech-
anism with a set of candidate solutions to help with decision-making and approximate
the entire of the POF. Two archives are used in the Two_Arch2 [43] system: the first is
considered for convergence (CA) and the second is used to maintain diversity (DA). A
crossover operator is used as a selector mechanism between the CA and DA and a mutation
operator is used in CA memory.

155



Appl. Sci. 2022, 12, 9627

Table 2. Classification of the MOEAs for MaOPs.

Decomposition-based approaches MSOPS [20] and MSOPS-II [19]
MOEA/D [13]

MOEA/DD [25]
TSEA [57]

MPEA-MP and MPEA*-MA [54]
Indicator-based approaches HypE [27]

Diversity-based selection criterion NSGA-III [24]
SPEA/SDE [39]

KnEA [40]
SPEAR [56]

Modified dominance relation-based
approaches GrEA [35]

VaEA [52]
θ-DEA [36]

NSGA-II/SDR [53]
AnD[55]

Preference-based approaches RVEA [22]
PICEA-g[41]

Two_Arch2 [43]

2.3. Existing Crow Search-Based Methods

The Crow Search Algorithm (CSA) [9] was first proposed in 2016 to solve constrained
engineering optimization problems. In [58], Meriahi et al. published a new overview paper
to present all modified versions of the CSA algorithm. A set of novel CSA algorithms are ex-
tended for solving MOPs. A Multi-Objective Crow Search Algorithm (MOCSA) is proposed
in [59], in which chaos and orthogonal opposition-based operators are used to hybridize
CSA, (M2O-CSA) with a focus on solving MOPs. Also, a hybridization of the CSA algo-
rithm with a clustering model is published and denoted by the Multi-objective Taylor Crow
Optimization algorithm (MOTCO) considered for solving the clustering-aware wireless
sensor network [60]. Furthermore, two binary versions of the CSA algorithm are proposed
in [61,62]. The first one is the BCSA [61], which is used as a V-shaped transfer function to
obtain a binary representation of continuous data with applications in feature selection.
The second binary CSA algorithm [62] consists of applying a sigmoid transformation for
solving the 2D bin packing problem. Several modified versions of the CSA algorithm tend
to manage the loss of diversity in the search space based on the Gaussian distribution
for diversity enhancement as in [63]. A priority-based technique is used to determine
the sufficient flight length for each crow and update their position based on a followed
crow. This technique is considered for electromagnetic optimization of the usability factors’
hierarchical model in a prediction model [64] as well as for the economic load dispatch
problem [65]. Also, a modified crow search algorithm is proposed for solving a power
system problems and aims to modify the standard CSA parameters such as the aware-
ness probability and the random perturbation by a dynamic awareness probability (DAP)
and a Lévy flights to simulate the evasion behavior of each crow [66]. Furthermore,
Huang et al. [67] proposed a hybrid CSA algorithm (HCSA) based on the Variable Neigh-
borhood Search (VNS) and the standard SCA method. The HCSA algorithm is proposed
for dealing with an NP-hard combinatorial optimization problem, such as the permutation
flow shop scheduling problem (PFSP), aiming to retrieve an actionable permutation order
and handle a large number of jobs. An Improved Crow Search Algorithm was proposed
by Primitivo et al. [68] , to solve complex energy problems. The authors aim to modify
the awareness probability (AP) and the random perturbation of the standard CSA algorithm
with a new dynamic awareness probability (DAP) and Lévy flight distribution to balance
exploration and exploitation in the search space. The robustness of the CSA algorithm is
proven when solving different complex problems. Meddeb et al. [69] proposed a novel
meta-heuristic approach based on the crow search algorithm (CSA) to solve the optimal
reactive power dispatch (ORPD) problem.
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A set of mechanisms has been used to improve the CSA algorithm, including a search
bounds limits management strategy [70], adding an archive component [71], and restruc-
turing awareness probabilities [72] to enhance the random perturbation and the dynamic
probability of the CSA system. Several operators were added to achieve a good balance
between convergence and diversity, such as the Roulette wheel selection tool and the inertia
weight, the Levy flight and the adaptive adjustment factors. In addition, a crossover and a
mutation operator were proposed to intrinsically hybridize CSA in [73], with applications
in hybrid renewable energy PV/wind/battery system. Many hybridization methods have
been developed to combine the CSA algorithm with the Grey Wolf Optimizer (GWO) [74],
the Cat Swarm Optimization (CSO), the Crow PSO [75] and the Crow Search Mating-based
Lion Algorithm [76].

3. The Proposed Distributed Bi-Behaviors Crow Search Algorithm

Different MOEAs were designed to solve the DMOP, and should be able to detect
and respond to problem pattern changes. However, many modified evolutionary ap-
proaches have been designed for MaOP to deal with a high number of objective functions.
The state-of-the-art optimization approaches designed for DMOPs and MaOPs are char-
acterized by their complexity in terms of time and resources. This work proposes a new
Distributed Bi-behaviours Crow Search Algorithm (DB-CSA) to dynamically manage both
convergence and diversity concepts when solving both DMOPs and MaOPs. The new
DB-CSA is classified as a diversity-based approach, combining the simplicity of the CSA al-
gorithm and the flexibility of the Beta function [77] to produce several forms and configura-
tions of distributions, including the normal Gaussian one. More details about the proposed
DB-CSA are presented in the next subsection.

3.1. The Standard Crow Search Algorithm

The Crow Search Algorithm (CSA) was proposed by Askarzadeh in 2016 [9] as a meta-
heuristic to solve constrained engineering optimization problems. Crows are known to be
a social bird with the ability to memorize and use food source positions when needed; these
sources may be the result of a personal search or from the crows’ social activities. The CSA
algorithm mimics the crow flock’s search mechanisms and uses them for optimization
purposes. The search process is detailed in Algorithm 1, and begins with a random
initialization of N crow’s positions with d dimensional search space.

Algorithm 1 The Standard Crow Search Algorithm (CSA)

Begin
Randomly initialize the position (X)of N crows
Evaluate the position of the crows
Initialize the memory of each crow
While iteration < Max-Iteration

For i = 1 to i ≤ N do
Randomly choose one (i) crow to follow
Define the awareness probability APi(t)
Define the flight length Fli(t)
Update the crow position using Equation (1)

End For
Check the feasibility of new positions
Evaluate the new position of the crows
Update the memory (Mem) of crows using Equation (2)
End While
End

Each crow i is characterized by a position vector Xi, defined by: Xi = Xi
1, Xi

2, . . . , Xi
d

and their memory position Memi used to achieve the best food positions. All crows are
flying in the search space and at each iteration we aim to optimize the fitness function
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Fit(Xi) of each crow based on the updated position and their memories. While exploring
the search space for new food positions, a crow needs to remember the best location in
which it hid its own food, and should remain aware if other crows discover this location.
Assuming that the i-th crow decides to visit a previously memorized position at iteration (t)
(Memi, t), and assuming that congener (i) follows the crow (i), two controversial behaviors
may occur, with each one represented by a particular state:

• The first state is when the crow i ignores being followed, and simply continues its
search, considering what it previously found (Memi,t)

• The second state is when the crow is aware of being followed; in this case, the crow
will simply hide its food source and undergo a completely random search.

• These two position updates are detailed in Equation (3).

Xi(t − 1)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

//State 1

If Rj(t) ≥ APj(t)then:

Xi(t) + Ri(t)Fli(t)(Mj(t)− Xi(t))

Else:

//State2:

random update

(3)

where Ri(t) is a random number with uniform distribution between the interval [0, 1] at
iteration t, Fli(t) is the flight length of the crow i, and APi(t) is the awareness probability of
the crow i. In the CSA algorithm, the balance between exploration and exploitation during
the optimization process is achieved by the flight length (Fl) of the ith crow. However,
the memory Memi(t + 1) of each crow i is updated using Equation (4). All the optimization
processes are executed until a predefined maximum number of iterations is reached.

Memi(t − 1) =

{
Xi(t + 1) If Fit(Xi(t + 1)) ≥ Fit(Memi(t))

Memi(t) Otherwise
(4)

3.2. The Distributed Bi-Behaviours Crow Search Algorithm (DB-CSA)

The Distributed Bi-behaviours Crow Search Algorithm (DB-CSA) is based on a Beta
distribution profiles inspired from the Beta distributed PSO [78] developed for solving
the Inverse Kinematics problem and considered to enhance the exploitation and exploration
of solutions in the search space. The DB-CSA algorithm is developed to solve both static
Many-Objective Optimization Problems (MaOPs) and Dynamic Multi-Objective Optimiza-
tion Problems (DMOPs). Considering the state-of-the-art methods, the main motivation of
the proposed DB-CSA is as follows:

• For MaOPs, the original meta-heuristics, such as the CSA algorithm [9] suffer from
a robust mechanism to optimize a problem with a high number of objectives (more
than three), which are optimized at the same time.

• For DMOPs, most of the existing approaches cannot manage the dynamic change in
decision variables and objective values in the POS and the POF, respectively.

To overcome both limits, two optimization processes are separately proposed to solve
static MaOPs and DMOPs. The detailed description of the proposed DB-CSA algorithms
are as follows:

• The first variant (DB-CSA) has the same optimization process as the standard CSA
algorithm [9] where the main difference is provided in the convergence and the diver-
sity enhancement during the optimization process. A modified rules are considered
in the first CSA algorithm to update the position of each crow. The first version of
the proposed DB-CSA algorithm is developed to solve static MaOPs. The general
flowchart is shown in Figure 1, and in the pseudo-code is given in Algorithm 2. More
details are presented in Section 3.2.1.
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• The second variant (DB-CSA-II) is proposed based on the first DB-CSA algorithm.
The main difference is that this investigates the dynamic optimization mechanism to
efficiently detect and react to the change when solving DMOPs with a time-varying
Pareto Optimal Set (POS) and dynamic Pareto Optimal Front (POF). The general
flowchart of the second version is shown in Figure 2 and the pseudo-code is presented
by Algorithm 3. More details are presented in Section 3.2.2.

Algorithm 2 The pseudo-code of the proposed Distributed Bi-behaviours Crow Search
Algorithm (DB-CSA)

Begin
Randomly initialize the position (X) of the flock of N crows with d-dimensional search
space;
Initialize the memory (Mem) of each crow;
Initialize the archive (A) to store the non-dominated solutions;
Evaluate the position of the crows;
while iteration < MaxIterations do

for i = 1 to i ≤ N do
Evaluate the fitness function of the crow i: Fit(Xi(t))
Choose the followed crow (i) randomly;
Determine the average crow i: Mean ( Fit(Xi(t)) )

if Fit(Xi(t)) � Mean( Fit(Xi(t)) )then
Update the crow position using Equation (8) on Beta-1 exploitation profile;

else
Update the crow position using Equation (8) on Beta-2 exploration profile;

end if
Update the memory using Equation (4);

end For
Apply the mutation operators using Equations (9) and (10);
Update the archive (A) of non-dominated solutions;
end while
Return the archive (A) of the non-dominated solutions;
End

3.2.1. First Variant: DB-CSA for Static MaOPs

The key processing steps in the first variant of the proposed DB-CSA approach are
shown in Figure 1 and detailed as follows:

1. Initialization of population positions and their memories: In DB-CSA algorithm, each
crow i is presented as a potential solution in the search space. The DB-CSA starts with
a random initialization of position (X) and the memory (Mem) of the flock of N crows
when each crow i has presented a potential solution in the search space.

2. Initialization of the archive of the non-dominated solutions: the archive (A) is initially
created to store all the non-dominated solutions during the optimization process.
After that, all the following steps are executed until a predefined number of iterations
is reached.

3. Fitness Function Evaluation: for each crow i, the fitness function Fit(Xi) is evaluated.
4. Determine the followed crow i: at each iteration, one of the main behaviors of crow i

is to determine one crow i to follow by selecting a random position value between
zero and the size of the flock of best crows.

5. Determine the average crow i: the aggregated value of K objectives are computed
as the fitness function Fit(Xi(t) of each crow i; then, the average value of all fitness
functions is selected to determine the mean solution.

6. Update the crow position using the bi-behaviours’ beta-distribution profiles
7. Update the memory (Mem): the memory of each crow i is updated using Equation (4).
8. Apply the mutation operators
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9. Update the archive of non-dominated solutions: at each time t of the optimization
procedure, all the non-dominated solutions are stored in the archive (A) based on
the ε − dominance operator.

10. Generate OUTPUT = the best Pareto solutions from the archive (A).

Algorithm 3 The DB-CSA-II Algorithm with Dynamic Optimization Process

Begin
Randomly initialize the position Xof N crows with d-dimensional search space;
Initialize the memory (Mem) of each crow;
Initialize the archive (A) of non-dominated solutions;
Evaluate the position of the crows;
Initialize the flock of crows at iteration (t): POS(t) ← ∅;
Initialize the previous flock of crows at iteration (t − 1): POS(t − 1) ← ∅;
Initialize non-dominated solutions counter np = 0;
Initialize dominated solutions counter nq = 0;
while iteration < MaxIterations do
for i = 1 to i ≤ N do

Evaluate the fitness function of crow i: Fit(Xi(t));
Set POS(t) ← POS(t) ∪ solutioni(t);
Set POS(t − 1) ← POS(t − 1) ∪ solutioni(t − 1)
if Dynamic Change = True then
for p = 1 to |POS(t)| do

for q = 1 to |POS(t − 1)| do
Compare objective values POS(t) and POS(t − 1) using dominance operator;

if solutionp dominates solutionq then
np = np + 1;
New population POS(t + 1) ← POS(t + 1) ∪ solutionp;

else if solutionq dominates solutionp then
nq = nq + 1;
Re-initialize solutionp;

end if
end for

end for
Update the archive (A) ← non − dominatedsolutions (POF(t));

end if
Choose the followed crow (i) randomly;
Determine the average crow i: Mean(Fit(Xi(t)))
if Fit(Xi(t)) � Mean(Fit(Xi(t)) then

Update the crow’s position using Equation (8) on Beta-1 exploitation profile
else

Update the crow’s position using Equation (8) on Beta-2 exploration profile
end if
Update the memory using Equation (4)
end For
Apply the mutation operators using Equations (9) and (10)
Update the archive (A) of non-dominated solutions
end while
Return the archive (A) of the non-dominated solutions
End

In the standard CSA algorithm, the crow position is updated according to the Equation (3),
while the convergence and the diversity stages are treated separately, causing premature
convergence. However, this issue was treated by the new DB-CSA algorithm using a bi-
behaviours beta-distribution profile to assume a dynamic and good balance between both
stages. The two beta-distribution profiles are presented in Equation (8) and Figure 3,
denoted by Beta1_rand and Beta2_rand, respectively, for exploitation and exploration

160



Appl. Sci. 2022, 12, 9627

enhancement. The couple of beta-profiles are used to modify the original Equation (3) of
the standard CSA algorithm, presenting the update process for each crow i. The two profiles
were proposed based on the beta-function of Alimi [77], as presented in Equations (5)–(7).
The main advantage in using the beta function presented here is their capacity to produce
several forms and configurations of distributions, including the normal Gaussian one.
The one-dimensional Beta function is defined in Equation (5).

β(x, p, q, x0, x1) =

⎧⎪⎨
⎪⎩
(

x − x0

xc − x0

)p( x1 − x
x1 − xc

)q
If x ∈ [x0, x1]

Otherwise
(5)

where p, q, x0 and x1 are real values, with (x0 < x1) ∈ IR , and xc is detailed in Equation (6).

xc =
(p × x1) + (q × x0)

p + q
(6)

However, the multi-dimensional beta function provided in the mathematical defini-
tion (7), presenting m product of the one-dimensional beta function in (5).

β(x) =
m

∏
k=1

β(xk, pk, qk, x0,k,, x1,k) (7)

The dynamic switch mechanism between the bi-behaviors’ Beta-1 and Beta-2 profiles
are assumed using a comparison between the fitness function Fit(Xi(t)) of each crow i
and the average solution (crow). If the fitness function Fit(Xi(t)) = ∑k

k=1 fk is greater
than the mean value, we assume an exploration stage for the crow optimization process
using the Beta-1 behaviour in Equation (8), which is used to update the crow position.
Otherwise, the second Beta-2 behaviour in Equation (8) is considered, pushing each solution
to the exploitation stage. As illustrated in Figure 3, the two beta-distribution profiles are
detailed as follows:

• The first large Gaussian Beta-1 exploitation profile is used to update the crows posi-
tions which is characterized by a large standard deviation pushing the population to
achieve good diversity in the search space with p and q variables of the beta-function
in Equation (8), which are equal to 5.

• The second narrow Gaussian Beta-2 exploration profile adapts a limited standard
deviation to update the crows positions with p and q in Equation (8), which are equal
to 50 allowing for a good convergence to the optimal solution over time.

Xi(t + 1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

//Beta 1 Behaviour for exploitation profile:

IF Fit(Xi(t)) ≥ Mean(Fit(Xi(t)) then:

Xi(t) + Beta1_rand(i)× (Memi(t)− Xi(t))

Else:

//Beta 2 Behaviour for exploration profile:

Beta2_rand()

(8)

where Beta-1 is a beta random distribution over [0, 1], which assimilates to a fine search step
around the optimal solution, while Beta-2 is more like a random exploration mechanism
performed away from the previous optimal solution, Memi(t). Both Beta-1 and Beta-2
values are determined using Equation (5) with different configurations of the two properties
p and q.
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Figure 1. A flowchart of the proposed Distributed Bi-behaviours Crow Search Algorithm (DB-CSA).

The mutation operators in [79] are added to maintain more diversity in the flock of N
crows. The nonuniform and the boundary mutation operators in Equations (9) and (10) are
applied to modify the variables Xi = Xi

1, Xi
2, . . . , Xi

d of each crow i, according to the proba-
bility mutation Pm equal to 1/d, where d is the dimensional search space and Xi ∈ [ai, bi]
where ai and bi are the lower and upper bounds, respectively. The nonuniform mutation in
Equation (9) is applied when the modulo value (mod) that divides the crow position i by
three is equal to zero. However, if the remainder is equal to one, the boundary mutation in
Equation (10) is used. Otherwise, all variables are considered without mutation operators.

X
′
i =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

Xi + (bi − Xi)×
(

r1 ×
(

1 − iteration
Maxiterations

)b
)

, if r1 ≥ 0.5, i mod 3 = 0

Xi + (Xi − ai)×
(

r2 ×
(

1 − iteration
Maxiterations

)b
)

, if r2 > 0.5, i mod 3 = 0

Xi, otherwise

(9)
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where r1 and r2 are a random value of between 0 and 1.

X
′
i =

⎧⎪⎨
⎪⎩

ai, i f Xi + (r − 0.5 × Pm) < ai, i mod 3 = 1

bi, i f Xi + (r − 0.5 × Pm) ≥ bi, i mod 3 = 1

Xi + (r − 0.5 × Pm); otherwise, where r = U(0, 1)

(10)

Figure 2. A modified flowchart of the proposed Distributed Bi-behaviours Crow Search Algorithm
(DB-CSA-II) with Dynamic Optimization Process.

(a) (b)

Figure 3. Beta profiles , respectively (a) Beta-1 and (b) Beta-2 distributions.

163



Appl. Sci. 2022, 12, 9627

3.2.2. The Second Variant: DB-CSA for DMOPs, DB-CSA-II

The second variant (DB-CSA-II) of the proposed DB-CSA algorithm has the same
optimization steps as the first variant (DB-CSA) and the main difference is in its investi-
gating the dynamic optimization process to manage the time-varying change that occurs
when solving DMOPs. The dynamic handling mechanism starts with the extraction of
the population of crows of both the current iteration (t) and previous iteration (t − 1),
denoted, respectively, as POS(t) and POS(t − 1). Then, the objective values are compared
using the Pareto dominance operator [80]. Pareto dominance is a useful mechanism in
multi-objective optimization to compare the evolution and deterioration of two solutions
Solutionp (t) in POS(t) and Solutionq (t − 1) from POS(t − 1) based on their objective function
vectors: F(Solutionp (t)) = f1 (t), . . . , fM (t) and F(Solutionq (t − 1)) = f1 (t − 1), . . . , fM (t − 1).
During the optimization process, solution Solutionp (t) dominates Solutionq (t − 1) if both
dominance conditions are verified:

• Check dominance condition (2): the Solutionp(t) is strictly better than Solutionq(t− 1),
F(Solutionp(t)) > F(Solutionq(t − 1)) for at least one objective.

• Check the dynamic change: if the current solution Solutionp(t) dominates the previ-
ous Solutionq(t − 1) based on both conditions (1) and (2), so the dynamic change is
successfully detected. The next step aims to effectively react to the dynamic change
and to enhance all deterioration in the time-varying search space.

• React to the dynamic change: all non-dominated Solutionp(t) are considered to create
the next population at iteration (t + 1), and all deteriorated solutions Solutionp(t)
are randomly re-initialized. Then, all non-dominated solutions in the archive (A)
are updated. This process aims to enhance the convergence and diversity of crows
in a dynamic search space. The general flowchart of the second version of DB-CSA
algorithm is shown in Figure 2.

3.3. The Complexity Analysis of the Proposed DB-CSA Approach

The dynamic beta-distributed profiles are the main properties of the DB-CSA algo-
rithm, investigating the use of beta function that provide a high flexibility to produce
several forms of data distributions. Using both large Beta-1 and narrow Beta-2 functions
provided the standard CSA with a new mechanism to assume a good population distri-
bution toward the best approximated results. The advantage of the proposed DB-CSA
algorithm is proved by their simplicity and robustness to balance between the convergence
and the diversity in a static and dynamic search space. The time complexity is independent
of the number of objective functions and the nature of the search space. The proposed DB-
CSA algorithm is developed to optimize both static Many-Objective Optimization Problems
(MaOPs) and Dynamic Multi- Objective Optimization Problems (DMOPs). In the worst
case scenario, the time complexity is equal to O(M × Nlog(T)) + O(M × N2) where M=2
or O(M × Nlog(T)) + O(Nlog(M − 2)N) where M>2 and is obtained as follows: The ini-
tialization of the position for N crows with a d-dimensional search space takes O(N × d).
The initialization of the memory of N crows take a complexity time O(N). The evalu-
ation of the fitness function with M objectives for N crows takes O(M × N). The pro-
cess to rank and compare all solutions to determine the set of non-dominated solutions
takes O(M × N2), where M=2 is the number of objectives and it takes O(Nlog(M − 2)N)
where M>2. The optimization process of the proposed DB-CSA algorithm is executed
until the maximum number of iteration (MaxIterations) is reached. At each iteration
(t), the following steps are iterative repeated, including updating the positions, eval-
uating fitness functions, and updating the archive (A). In sum, the overall optimiza-
tion process of the DB-CSA-I algorithm is equal to O(M × Nlog(T)) + (O(M × N2)) =
O(N × d) + O(M × N) + O(M × N2). However, the second version of the proposed DB-
CSA-II algorithm includes a dynamic optimization process for solving DMOPs. The main
difference between the first (DB-CSA-I) and the second version (DB-CSA-II) of the proposed
DB-CSA algorithm is presented in the additional process to manage the dynamic change
that occurs when solving DMOPs and takes a time complrexity equal to O(M × N2).
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In sum, the overall complexity of the second version designed for DMOPs is equal to
O(M × Nlog(T)) + O(M × N2) = O(N × d) + O(M × N) + O(M × N) + O(M × N2).

4. Experimental Study

This section presents the experimental study and all the presented results are for two
comparative studies, as detailed in Tables 3 and 4:

• The first was to compare the new proposed DB-CSA-II to a set of DMOEAs designed
for Dynamic Multi-Objective Optimization Problems (DMOPs).

• The second was for Many-Objective Optimization Problems (MaOPs).
• Algorithms configurations and parameters are listed in Tables 3 and 4 for DMOPs

and MaOPs, respectively.

4.1. Quality Indicators

The performance measurements of all tested systems were carried out using the mini-
mum values of the three quality indicators (QI), including the Inverted General Distance
(IGD), the Mean Inverted General Distance (MIGD) and the Hypervolume Difference
(HVD), which are presented, respectively, in Equations (11)–(13) respectively. All these
metrics are used to measure both the convergence and diversity of the tested DMOEAs.

• The Inverted General Distance (IGD) [11] in Equation (11) measures a Euclidean dis-
tance d(i,POF) between the ith points in the non-dominated solutions POF∗ and the near-
est approximated Pareto front (POF).

IGD(POF∗
t , POFt) =

∑i∈POF∗ d(i, POF)
|POF| (11)

• The Mean Inverted General Distance (MIGD) [11] is presented in Equation (12), pre-
senting the average of the IGD values at each iteration t ∈ T.

MIGD((POF∗
t , POFt) = 1/T × ∑

t∈T
IGD(POF∗

t , POFt) (12)

• The Hypervolume Difference (HVD) [11] detailed in Equation (13) aims to compute
the difference between the Hypervolume (HV) of the true POF∗ and the approxi-
mated POF

HVD = HV(POF∗
t )− HV(POFt) (13)

4.2. Tested Benchmarks

Forty-four benchmarks were used to evaluate the relative performances of the pro-
posed method upon the two scenarios. The twenty-one DMOPs test beds are as follows: five
FDA [6], three dMOP [12], seven UDF [81] and six F(ZJZ) [14] functions. The twenty-three
MaOP problems are composed of seven MaF test suite MaF1-7, seven DTLZ1-7 functions
and nine WFG1-9 problems. The test configurations are detailed in Table 5 according to
the number of variables (D) and objectives (M). For dynamic multi-objective optimization,
Farina et al. [6] presented three types of DMOPs, which are classified into three categories
according to the time-varying POF and POS. The DMOPs in type I have a dynamic change
in the POS and the POF remains the stable. Both POS and POF are changed for the DMOPs
in type II. However, type III of DMOP presents a time-varying POF, where the POS is
unchanged. The main properties of all tested problems are reported in Table 5, presenting
a variation in both POS and POF.

4.3. Experimental Settings

This section presents the experimental settings for all the compared state-of-the-art
methods. To assume that the experimental studies have a fairness configuration, all the pa-
rameter settings for experimental studies (1) and (2) were fixed, referring to the original
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papers [11,15,54,55]. The experimental study was conducted using a personal computer
with 8 Go of Ram and an i7 Intel processor. A Java implementation of the proposed method
was performed on the jMetal framework [82]. Furthermore, the Taguchi method was used
to select the meta-parameters of the beta-behaved profiles.

4.3.1. Comparative Study (1) for DMOPs

The first comparative test was performed for DMOPs using FDA, dMOP, UDF and F(ZJZ)
benchmarks, with two and three objectives. Five standard MOEAs [11] and the six-transfer
learning-based methods [15] were compared to the new proposal DB-CSA-II system. All
the compared algorithms have the same parameters settings, referring to the original
publications [11,15] . However, all DMOPs were characterized by a dynamic POS or/and
POF according to the time-varying property t, which changes at each instance, as in
Equation (14).

t =
1
nt

×
∣∣∣∣ τ

τt

∣∣∣∣ (14)

where nt,τ, and τt are the severity of the change, the iteration counter and the frequency
of the change, respectively. Three categories of environmental change were considered in
this study and differentiated according to the values of nt, fixed to 10, and the variation in
the frequency τt. The property τt was equal to 5, 10 and 20 for severe, moderate and slight
environmental changes, respectively, as fixed in the original papers [11,15] .

As resumed in Table 3, the swarm and the archive size were equal to 100, as fixed
in [11,15]. All DMOEAs were independently executed 30 times, and each run was stopped
when the maximum number of iterations was reached and computed as follows: Maxiter =
3 × nt × τt + 50. For each DMOP, the number of variables (D) and objectives (M) are fixed
in Table 5.

Table 3. Parameters Settings and DMOEAs Solvers used for the comparative study (1).

Parameters Comparative Study (1) for DMOPs

Comparable DMOEAs

Five MOEAs [11] Six transfer learning-based methods [15]

DNSGA-II [1]
SGEA [11]
dCOEA [12]
PPS [14]
MOEA/D [13]

MMTL-MOEA/D [15]
RI-MOEA/D [15]
PPS-MOEA/D [15]
SVR-MOEA/D [16]
Tr-MOEA/D [17]
KF-MOEA/D [18]

Quality indicators IGD and HVD MIGD

Testbeds (DMOPs) FDA, dMOP, UDF, F FDA, dMOP

Number of Objectives (M) 2 and 3 2 and 3

Population size 100

Max-Iteration (Maxiter) 3 × nt × τt + 50

Independent runs 30

4.3.2. Comparative Study (2) for MaOPs

The second experimental test was carried out for many-objective optimization, re-
ferring to the contributions [54,55], to compare the proposed DB-CSA approach to seven
and thirteen Many Objective Evolutionary Algorithms (MaOEAs), respectively. As men-
tioned in Table 4, the population size was fixed according to the number of objectives
(M). The seven and thirteen MaOEAs were executed during 30 and 31 independent runs,
respectively. Each run was stopped when the maximum number of iterations (Maxiter) was
reached. As per the recommendations in [55] , the number of objectives (M) for both MaF
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and WFG test suites was set to 2, 3 and 7 and the number of variables (D) were computed
as follows: D = M + K − 1, where k is set to 10 for MaF1-MaF6 and 20 for MaF7. However,
the WFG test suite present the following configurations including; the number of decision
variables (D) are equal to D=M+9, the number of position-related variables (K) are equal to
K = M − 1, and the number of distance-related variables (L) set as L = D − k. Furthermore,
in [54] both WGF and DTLZ functions were tested with 3, 5, 8, 10 and 15 objectives.

4.3.3. Taguchi Method for Orthogonal Experimental Design

Comparative studies were conducted using the Taguchi method [83] to analyse the sen-
sitivity of the parameter design of the proposed DB-CSA and DB-CSA-II algorithms.The
Taguchi method was provided by Genichi Taguchi in 2004 and aims to analyse the sensi-
tivities of user-defined parameters and propose a reasonable combination of parameter
designs, using the orthogonal arrays (OAs) mechanism. The Taguchi method aims to mini-
mize the number of runs that are needed for the experimental study. OAs are denoted by
La(bc), where a is the number of experimental runs, b is the number of levels of each factor,
c is the number of columns in the array, and L denotes Latin square design. In this study,
the DB-CSA algorithm consists of six key parameters with an array of two-level factors.

• The swarm size is fixed with two-level factors (N), for DMOPs N ∈ {100, 200}
and MaOPs N ∈ {100, 300}.

• The maximum number of iterations is fixed with two-level factors, for DMOPs Tmax ∈
{250, 350} for severe and moderate change and for MaOPs Tmax ∈ {100, 25,000}.

• Both parameters of the Beta-1 function (p1) and (q1) are fixed to 5 or 50.
• Both parameters of the Beta-2 function (p2) and (q2) are fixed to 5 or 50.

Table 4. Parameters Settings and MaOEAs Solvers used for the comparative study (2).

Parameters Comparative Study (2) for DMOPs

Comparable MaOEAs

Thirteen MOEAs [55] Seven MaOEAs [54]

MSOPS-II [21]
MOEA/D [13]
HypE [27]
picea-G [41]
SPEA/SDE [39]
GrEA [35]
NSGA-III [24]
KnEA [40]
RVEA [22]
Two_Arch2 [41]
θ-dea [36]
MOEA/DD ] [25]
AnD [55]

PMEA-MA [54]
PMEA*-MA [54]
SPEA2/SDE [39] NSGA-II/SDR [53]
MaOEA/IDG [31]
VaEA [52]
spea [56]

Quality indicators IGD IGD

Benchmarks WFG, MaF WFG, DTLZ

Number of Objectives (M) 2, 3, and 7 3, 5, 8, 10, and 15

Population size 100 92, 224, 164, 280, and 152

Max-Iteration (Maxiter) 25.000 300: WFG1-9 and DTLZ 2,4,5,6,
1000: DTLZ 1,3,6

Independent runs 31 30
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Table 5. Properties of the tested benchmarks: DMOPs and MaOPs.

DMOPs D M Properties

Dynamic
Multi
Objective
Optimization
Problems
(DMOPs)

FDA1 20 2 Type I, convex, POS: sinusoidal and vertical shift

FDA2 15 2 Type II, POF: convex to concave, dynamic density,
POS: sinusoidal and vertical shift

FDA3 30 2 Type II, POF: convex, dynamic spread, POS:
sinusoidal and vertical shift

FDA4 12 3 Type I, POF: concave, dynamic spread, POS:
sinusoidal and vertical shift

FDA5 12 3 Type II, POF: concave, dynamic spread, POS:
sinusoidal and vertical shift

dMOP1 10 2 Type III, POF: convex to concave, POS:
no change

dMOP2 10 2 Type II, POF: convex to concave, POS:
sinusoidal and vertical shift

dMOP3 10 2 Type I, POF: convex, dynamic spread, POS:
sinusoidal and vertical shift

F5, F6, F7 20 2 Type II, POF: convex to concave, POS:

F9, F10 20 2 Type II, POF: convex to concave, POS:

F8 20 3 trigonometric and vertical

UDF1 10 2 Type I, POF: linear continuous, POS:
trigonometric and vertical shift

UDF2 10 2 Type I, POF: linear continuous, POS:
polynomial and vertical shift

UDF3 10 2 Type III, POF: discontinuous, POS:
trigonometric and no variation

UDF4 10 2 Type II, convex to concave, POS:
trigonometric and horizontal shift

UDF5 10 2 Type II, convex to concave, POS:
polynomial + vertical shift

UDF6 10 2 Type III, discontinuous, POS:
trigonometric and no variation

UDF7 10 3 Type III, POF :3D radius concave, POS:
trigonometric and no variation

Many
Objective
Optimization
Problems
(MaOPs)

MaF1 Linear

MaF2 11 2 Concave

MaF3 12 3 Convex,
multimodal

MaF4 16 7 Concave,
multimodal

MaF5 Convex, biased

MaF6 Concave,
degenerate

MaF7

21 2 Mixed

22 3 Disconnected

26 7 Multimodal
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Table 5. Cont.

DMOPs D M Properties

Many
Objective
Optimization
Problems
(MaOPs)

WFG1 11 2 Convex,
unimodal

WFG2 12 3 Convex,
disconnected

WFG3 16 7 Linear,
unimodal

WFG4 Concave,
multimodal

WFG5 12 3 Concave,
deceptive

WFG6 14 5 Concave,
unimodal

WFG7 17 8 Concave,
unimodal

WFG8 19 10 Concave,
unimodal

WFG9 24 15 Concave,
multimodal

DTLZ1

7 3

Linear

9 5

12 8

14 10

19 15

DTLZ2 12 3 Concave

DTLZ3 14 5 Concave

DTLZ4 17 8 Concave

DTLZ5 19 10 Degenerate

DTLZ7 22 3 Disconnected

Figure 4 presents a different data distribution according to the configurations of
parameters p and q of the Beta function, which are fixed to 5 or 50. As mentioned in
Table 6, the application of the Taguchi orthogonal arrays identified an array of L8(26) with
only eight best runs for a different combination of parameter designs, with a two-level
design for six control factors. The sensitivity of parameter design of the proposed DB-CSA
algorithm was confirmed using the Taguchi method. As shown in Table 7, the parameters
of Beta1 function with p1 and q1 are equal to 5, and those of Beta2 function with p2 and q2
are equal to 50, to achieve the smallest mean values for MIGD, IGD and HVD metrics
and solve DMOPs with severe and moderate changes and MaOPs with seven objectives.
However, the experimental study was carried out using the best configuration, obtained
using the Taguchi method.
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(a) (b)

(c) (d)

Figure 4. Different Data Distributions of Beta Function with Different Configurations of p and q :
(a) large Gaussian data distribution, (b) narrow Gaussian data distribution, (c) exponential decrease
data distribution, (d) exponential increase data distribution.

Table 6. Taguchi Array Design L8(26) of DB−CSA−II for DMOPs and of DB−CSA for MaOPs.

Problems ID Run Population Size Max-Iteration
Parameters of Beta Function

p1 p2 q1 q2

DMOPs

1 100 250 5 5 5 5

2 100 250 5 50 5 50

3 200 250 50 5 50 5

4 200 250 50 50 5 50

5 100 350 50 5 5 50

6 100 350 50 50 50 5

7 200 350 5 50 5 50

8 200 350 5 50 5 5

MaOPs

1 100 100 5 5 5 5

2 100 100 5 50 50 50

3 100 25.000 50 5 5 50

4 100 25.000 5 50 5 50

5 300 100 50 5 50 5

6 300 100 50 50 5 50

7 300 25.000 5 5 50 50

8 300 25.000 5 50 5 5
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Table 7. Best Experimental Design using Taguchi Method for MIGD, IGD, HVD Metric for DMOPs
(FDA, dMOP) with Severe and Moderate Dynamic Changes and MaOPs with 7 Objectives (WFG).

Parameters of Beta Function Best Mean Values
Problems Population Size Max-Iteration

p1 p2 q1 q2 MIGD IGD HVD

FDA1 100 250 5 50 5 50 6.37 × 10−7 5.73 × 10−4 2.22 × 10−2

FDA2 100 250 5 50 5 50 3.33 × 10−6 2.99 × 10−3 7.96 × 10−1

FDA3 100 250 5 50 5 50 2.63 × 10−4 2.36 × 10−1 4.89 × 10−1

FDA4 100 250 5 50 5 50 1.60 × 10−6 1.44 × 10−3 7.92 × 10−2

FDA5 200 250 50 5 50 5 3.14 × 10−6 2.83 × 10−3 1.48 × 10−1

dMOP1 100 250 5 50 5 50 7.28 × 10−7 6.55 × 10−4 4.14 × 10−3

dMOP2 200 250 50 50 5 50 1.26 × 10−6 1.13 × 10−3 3.80 × 10−2

DMOPs with Severe Change

dMOP3 200 250 50 50 5 50 5.21 × 10−5 4.69 × 10−2 4.23 × 10+0

FDA1 100 350 5 50 5 50 6.35 × 10−7 5.71 × 10−4 1.96 × 10−2

FDA2 100 350 5 50 5 50 4.19 × 10−6 3.77 × 10−3 4.33 × 10+0

FDA3 100 350 5 50 5 50 4.69 × 10−4 4.22 × 10−1 6.24 × 10−1

FDA4 100 350 5 50 5 50 1.43 × 10−6 1.29 × 10−3 3.67 × 10−2

FDA5 100 350 5 50 5 50 3.90 × 10−6 3.51 × 10−3 1.61 × 10−1

dMOP1 100 350 5 50 5 50 5.95 × 10−7 5.35 × 10−4 1.99 × 10−2

dMOP2 100 350 50 5 5 50 1.02 × 10−6 9.18 × 10−4 3.13 × 10−2

DMOPs with Moderate change

dMOP3 200 350 5 50 5 50 3.36 × 10−5 3.02 × 10−2 1.68 × 10−1

WFG1 100 25.000 5 50 5 50 - 2.42 × 10−4 -
WFG2 100 25.000 50 5 5 50 - 2.53 × 10−4 -
WFG3 100 25.000 5 50 5 50 - 5.87 × 10−5 -
WFG4 100 25.000 50 5 5 50 - 4.09 × 10−4 -
WFG5 100 25.000 50 5 5 50 - 1.54 × 10−4 -
WFG6 100 25.000 50 5 5 50 - 3.57 × 10−4 -
WFG7 100 25.000 50 5 5 50 - 3.87 × 10−4 -
WFG8 100 25.000 5 50 5 50 - 1.91 × 10−3 -

MaOPs with 7 objectives

WFG9 100 25.000 5 50 5 50 - 7.93 × 10−4 -

4.4. Results Analysis and Discussion

This subsection presents the analysis of comparative studies which is conducted
through the non-parametric Wilcoxon sign rank test [84] and the box-plots of the one-
way ANOVA test [85]. The statistical analysis methods were used to estimate the p-
value property to determine the statistically significant difference between the compared
methods.In this study case, the Wilcoxon sign rank test is used to compare two paired
approaches and executed according to the following steps:

• Step 1: define the null hypothesis (H0): the means of the paired approaches are
the same.

• Step 2: define ix, the alternative hypothesis (H1): the means of the paired approaches
are different.

• Step 3: compute the difference between the mean values.
• Step 4: assign a rank for the results obtained in step 3.
• Step 5: compute the number of ranks with negative values (R−) and positive val-

ues (R+).
• Step 6: compute the probability (p-value) that the null hypothesis is true and is

computed based on the test statistic value (z-score) produced by the Wilcoxon Rank–
Sum test.

If the p-value is less than or equal to 0.05, the statistical results are considered sig-
nificantly important and we can conclude that the difference between the mean value of
the paired approaches is statistically significant; otherwise, this difference is not statistically
significant. All quantitative results are presented in the Supplementary file, Tables S1–S9.

4.4.1. Analysis of the Comparative Study (1) for FDA and dMOP Problems

The comparative study (1) is first considered to compare the proposed DB-CSA-II
algorithm to six transfer learning-based methods, the standard CSA algorithm and the first
variant DB-CSA and solve FDA and dMOP test beds with severe (τt = 5, nt = 10) , moderate
(τt = nt = 10) and slight (τt = 20, nt = 10) environmental changes. The MIGD metric aims to
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measure the mean value of the obtained IGD values and is used to measure the convergence
and diversity of the obtained POF compared to the true one. Table S1 (see the Supple-
mentary File) presents the mean and standard deviation values through the MIGD metric;
the efficiency of the new DB-CSA-II system shows the best mean and standard deviation
values for all test suites with different environmental changes compared to the six transfer
learning-based approaches and the standard CSA algorithm. Based on the statistical
results obtained using the Wilcoxon signed rank test on the following Table 8, we can
determine the importance of the new DB-CSA-II with a p-value of less than 0.05, defining
a significant difference in the mean values compared to MMTL-MOEA/D, KF-MOEA/D,
PPS-MOEA/D, SVR-MOEA/D, Tr-MOEA/D, and RI-MOEA/D approaches. The one-way
ANOVA box-plots in Figure 5 determines the importance of the DB-CSA-II algorithm com-
pared to six transfer-learning-based methods. Compared with the DB-CSA-II algorithm,
which aims to control the evolution and deterioration of optimal solutions, most TL-based
approaches were designed to predict the new population after each dynamic change, but
tend to be inefficient when managing dynamic change in both POS and POF and balancing
convergence and diversity within dynamic search spaces.

Table 8. Non-parametric statistical analysis based on a Wilcoxon signed rank test of DB-CSA-II vs.
six peer transfer-learning based approaches over MIGD metric for FDA and dMOP functions.

DB-CSA-II (with
QI Prob. R− R+ p-Value Best Method

Dynamic Process) vs.

MMTL-MOEA/D

MIGD FDA & dMOP

300 0 0.000018

DB-CSA-II

KF-MOEA/D 300 0 0.000018
PPS-MOEA/D 300 0 0.000018
SVR-MOEA/D 300 0 0.000018
Tr-MOEA/D 300 0 0.000018
RI-MOEA/D 300 0 0.000018
CSA 300 0 0.000018
DB-CSA 275 25 0.000355

(a)

Figure 5. Cont.
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(b)

(c)

Figure 5. One-way ANOVA Box-plots of 7 MOEAs over MIGD of FDA, dMOP for (a) severe with
(τt = 5, nt = 10), (b) moderate (τt = 10, nt = 10), and (c) slight with (τt = 20, nt = 10) environmental
changes respectively.

Second, the five standard MOEAs (DNSGA-II, dCOEA, PPS, MOEA/D, and SGEA)
were compared to the new DB-CSA-II algorithm. The average and the standard deviation
values for both FDA and dMOP test suites over the IGD and HVD metrics, respectively,
can be seen in Tables S2 and S3 of the Supplementary File. Based on the IGD metric on
Table S2, we can argue the superiority of DB-CSA-II method compared to five standard
MOEAs designed for dynamic multi-objective optimization. The results based on Wilcoxon
signed rank test are presented in Table 9, indicating that DB-CSA-II is the best method
when compared to IGD at a statistically significant level of 0.05 compared to other MOEAs.
The same conclusion is confirmed using the box plot over a one-way ANOVA test in
Figure 6.
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(a)

(b)

(c)

Figure 6. One-way ANOVA Box-plots of 6 MOEAs over IGD of FDA, dMOP for (a) severe with
(τt = 5, nt = 10), (b) moderate (τt = 10, nt = 10), and (c) slight (τt = 20, nt = 10) environmental
changes, respectively.
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(a)

(b)

(c)

Figure 7. One-way ANOVA Box-plots of 6 MOEAs over HVD of FDA, dMOP for (a) severe
with (τt = 5, nt = 10), (b) moderate (τt=10, nt = 10), and (c) slight (τt = 20, nt = 10) environmental
changes, respectively.
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Table S3 reports the quantitative results using an HVD quality indicator. We can
conclude that the proposed DB-CSA is the winner when solving different types of DMOPs,
including FDA1 in type I, with dynamic POS and static POF, FDA3, FDA5, and dMOP2 in
type II, with time-varying POS and POF and dMOP1, and in type III, with unchangeable
POS and dynamic POF, regarding all categories of environmental changes. Meanwhile
the DB-CSA-II obtained similar results to the SGEA system when solving FDA2 function
in type II, characterized by a dynamic density of the solutions and a cyclic change of
the POF from convex to concave as well as the FDA4 problem in type I characterized by
a time-varying spread of solutions in a severe dynamic change. In addition, the dCOEA
algorithm has a closed mean value for solving the dMOP3 function, characterized by
the static curvature of the estimated POF and dynamic spread of the solution set compared
to the proposed DB-CSA-II.

Table 9 shown the negative and positive Wilcoxon ranks, we can conclude that the DB-
CSA-II algorithm is the best method compared to other comparable approaches based on
the HVD quality indicator. This importance does not determine statistically significance
with a p-value greater than 0.05. The one-way ANOVA results in Figure 7 assuming
the competitive importance of DNSGA-II, dCOEA, PPS, MOEA/D, and SGEA to solve FDA
and dMOPs test functions with 2 and 3 objectives, including the different environmental
changes found using the HVD metric.

Table 9. Non-parametric statistical analysis based on a Wilcoxon signed rank test of DB-CSA-II vs.
five peer MOEAs over IGD, HVD metrics for FDA, dMOP, UDF and F functions.

DB-CSA-II (with
Prob. QI R− R+ p-Value Best Method

Dynamic Process) vs.

DNSGA-II

FDA
&

dMOP
IGD

235 65 0.015158 DB-CSA-II
dCOEA 213 87 0.071861 ∼=
PPS 241 59 0.009322 DB-CSA-II
MOEA/D 231 69 0.020652 DB-CSA-II
SGEA 204 96 0.122865 ∼=
CSA 300 0 0.000018 DB-CSA-II
DB-CSA 275 25 0.000355 DB-CSA-II

DNSGA-II

FDA
&

dMOP
HVD

222 78 0.039672 DB-CSA-II
dCOEA 206 94 0.109599 ∼=
PPS 219 81 0.048675 DB-CSA-II
MOEA/D 223 77 0.037005 DB-CSA-II
SGEA 205 95 0.116083 ∼=
CSA 289 11 0.000071 DB-CSA-II
DB-CSA 240 60 0.010128 DB-CSA-II

DNSGA-II

UDF
&
F

IGD

91 0 0.001474 DB-CSA-II
dCOEA 90 0 0.001871 DB-CSA-II
PPS 86 5 0.004649 DB-CSA-II
MOEA/D 91 0 0.001474 DB-CSA-II
SGEA 85 6 0.005772 DB-CSA-II
CSA 90 1 0.001871 DB-CSA-II
DB-CSA 91 0 0.001474 DB-CSA-II

DNSGA-II

UDF
&
F

HVD

36 55 0.506746 ∼=
dCOEA 34 57 0.421579 ∼=
PPS 35 56 0.463071 ∼=
MOEA/D 36 55 0.506746 ∼=
SGEA 35 56 0.463071 ∼=
CSA 69 22 0.100525 ∼=
DB-CSA 71 20 0.074735 ∼=
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4.4.2. Analysis of the Comparative Study (1) for UDF and F Problems

Considering the quantitative results of the Unconstrained Dynamic Functions (UDF1-
UDF7) in Table S4 of the Supplementary File, it appears that DB-CSA-II has the greatest
values for all UDF functions. Furthermore, we can resume the stability of the new DB-CSA
algorithm when solving the tri-objective problem (F8) and the bi-objectives function (F10)
over IGD metrics compared to the Population Prediction Strategy (PPS) approach, which is
only performed to solve the F5, F6, F7 and F9 test functions. However, the F(ZJZ) problems
provide a complex benchmark, including a time-varying POF and POS with a nonlinear
correlation between the decision variables. Based on the Wilcoxon sign rank in Table 9, we
assume that the DB-CSA-II is the best method; however, this importance does not present
a high statistical significance, with p-values greater than 0.05 compared to the five MOEAs
over the IGD metric.

Based on the HVD results reported in Table S5 of the Supplementary File, the DB-CSA-
II obtains good results for the majority of UDF benchmarks, and only fails when solving
the disconnected UDF6 compared to the DNSGA-II system. However, we can assume
that the PPS system is important for solving F5, F7 and F10 and the SGEA for F6 and F9.
The Wilcoxon signed rank test presented in Table 9 shows the same, statistically significant
results between all compared algorithms with a p-value exceeding a 0.05 significance level.
Figure 8 reported the one-way ANOVA results in a box plot of the six MOEAs over IGD
and HVD metrics. Figures 9–11 present the plot of the MIGD, IGD and HVD values
of the proposed DB-CSA-II algorithm to solve FDA and dMOP problems with severe,
moderate and slight changes.

4.4.3. Analysis of the Comparative Study (2) for MaF and WFG Problems with 2, 3 and 7
objectives

For the second comparative study (2), thirteen multiple-objective evolutionary ap-
proaches (MSOPS-II, MOEA/D, HypE, PICEA-g, SPEA/SDE, GrEA, NSGA-III, KnEA,
RVEA, two_Arch2, θ-DEA, MOEA/DD, AnD) are first compared to the new proposed
DB-CSA system based on a set of multiple-objective optimization problems, as denoted by
the MaF and WFG test suites, with 2, 3 and 7 objectives, including different numbers of
decision variables, as detailed in Table 5. The results are reported in Table S6 of the Supple-
mentary File, showing the IGD results of the 14 compared Many-Objective Evolutionary
Algorithms regarding their ability to solve nine MaOPs (WFG1-WFG9), characterized by
the dynamic shape of the POF, which changes from convex to concave.

The DB-CSA algorithm was first ranked to solve seven WFG test suites from nine
(7/9), including WFG1, WFG3, WFG4, WFG5, WFG6, WFG8 and WFG9 and failed only for
solving WFG2 compared to HypE and θ-DEA, which have almost the same mean values
as the IGD metric for WFG7 when the number of objectives is equal to 2. By increasing
the number of objectives to 3 and 7, the WFG becomes more complex and the issue of a lack
of convergence and diversity presents a challenging task. Based on the reported IGD values
of the tri-objective WFG functions in Table S6 of the Supplementary File, we can conclude
the efficiency of the newly proposed DB-CSA approach to deal with the increasing number
of objectives. Table S6, showed the best values for MaOPS, with seven objectives.

In addition, Table S7 of the Supplementary File shows the mean and the standard
deviation values over the IGD metric to solve the MaF test suite (MaF1-MaF7) with 2, 3
and 7 objective functions. Figure 12 presents the approximated POF for the MaF test suite.
The new DB-CSA is presented a good method for solving the MaF test suite compared
to the thirteen state-of-the-art MaOEAs. Table 10 shows the importance of DB-CSA over
the Wilcoxon signed rank test, while all the computed p-values are less than 0.05, assum-
ing the statistically significant difference in DB-CSA compared to the thirteen MaOEAs,
including MSOPS-II, MOEA/D, HypE, PICEA-g, SPEA/SDE, GrEA, NSGA-III, KnEA,
RVEA, two_Arch2, θ-DEA, MOEA/DD, AnD, to solve the MaF test suite with the 2, 3 and 7
compared objectives. The dynamic treatment of both convergence and diversity concepts is
very useful when solving a set of complex MaOPs with a high number of objectives.
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Table 10. Non-parametric statistical analysis based on Wilcoxon signed rank test of DB-CSA vs.
thirteen peer MAOEAs over the IGD metric for WFG, MaF and DTLZ functions.

DB-CSA vs. QI Prob. R− R+ p-Value Best Method

MSOPS-II

IGD WFG

378 0 0.000006

DB-CSA

MOEA/D 378 0 0.000006
HypE 374 4 0.000009
PICEA-g 378 0 0.000006
SPEA/SDE 376 2 0.000007
GrEA 378 0 0.000006
NSGA-III 373 5 0.000010
KnEA 378 0 0.000006
RVEA 378 0 0.000006
Two_Arch2 374 4 0.000009
θ-DEA 376.5 1.5 0.000007
MOEA/DD 377 1 0.000006
AnD 378 0 0.000006
CSA 378 0 0.000006

MSOPS-II

IGD MaF

231 0 0.000060

DB-CSA

PMEA*-MA 1035 0 0.000006
MOEA/D 231 0 0.000060
HypE 231 0 0.000060
PICEA-g 231 0 0.000060
SPEA/SDE 231 0 0.000060
GrEA 231 0 0.000060
NSGA-III 231 0 0.000060
KnEA 231 0 0.000060
RVEA 231 0 0.000060
Two_Arch2 231 0 0.000060
θ-DEA 231 0 0.000060
MOEA/DD 231 0 0.000060
AnD 231 0 0.000060
CSA 231 0 0.000060

PMEA-MA

IGD WFG

1035 0 5.179 × 10−9

DB-CSA

PMEA*-MA 1035 0 5.179 × 10−9

SPEA2/SDE 1035 0 5.179 × 10−9

NSGA-II/SDR 1035 0 5.179 × 10−9

MaOEA/IGD 1035 0 5.179 × 10−9

VaEA 1035 0 5.179 × 10−9

SPEA 1035 0 5.179 × 10−9

CSA 1035 0 5.179 × 10−9

PMEA-MA

IGD DTLZ

629 1 2.70 × 10−7

DB-CSA

PMEA*-MA 1035 0 2.70 × 10−7

PMEA*-MA 629 1 2.70 × 10−7

SPEA2/SDE 630 0 2.48 × 10−7

NSGA-II/SDR 630 0 2.48 × 10−7

MaOEA/IGD 630 0 2.48 × 10−7

VaEA 629 1 2.70 × 10−7

SPEA 630 0 2.48 × 10−7

4.4.4. Analysis of the Comparative Study (2) for DTLZ and WFG Problems with 3, 5, 8, 10
and 15 Objectives

In the second part of the comparative study (2), seven MaOEAs (PMEA-MA, PMEA*-
MA, SPEA2/SDE, NSGA-II/SDR, MaOEA/IGD, VaEA, SPEA) were compared to the new
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DB-CSA approach to solve a set of complex DTLZ and WFG test suites with 3, 5, 8, 10
and 15 objectives. Figure 13 presents the box-plots of all comparable approaches based on
the one-way ANOVA test and the obtained figures show the importance of the DB-CSA
algorithm for solving the WFG tests with 3, 5 and 15 objectives. Some qualitative results are
presented in Figures 14 and 15 to present the estimated POF of the true optimal solutions
for both WFG and DTLZ, with 10 and 15 objectives, respectively. However, all quantitative
results are given in Tables S8 and S9 of the Supplementary File, presenting the efficiency
of the new DB-CSA approach compared to the IGD metric to solve the complex set of
the nine tested WFG1-9 problems and seven DTLZ1-7 functions, respectively. However, this
difference is reported as being particularly statistically significant when using the Wilcoxon
signed rank test with a 0.05 significance level, as detailed in Table 10, where all computed
p-values are less than 0.05.

(a)

(b)

Figure 8. One-way ANOVA Box-plots of 6 MOEAs over (a) IGD and (b) HVD of UDF, F function for
moderate (τt = 10, nt = 10) environmental changes.
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(a)

(b)

(c)

Figure 9. The plots of MIGD values for FDA, dMOP functions with (a) severe, (b) moderate
and (c) slight environmental changes using the DB-CSA algorithm.
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(a)

(b)

(c)

Figure 10. The plots of IGD values for FDA, dMOP functions with (a) severe, (b) moderate
and (c) slight environmental changes using the DB-CSA algorithm.
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(a)

(b)

(c)

Figure 11. The plots of HVD values for FDA, dMOP functions with (a) severe, (b) moderate
and (c) slight environmental changes using the DB-CSA algorithm.
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Figure 12. The plots of POF for MaF1-7 functions with 7 objectives using the DB-CSA algorithm.

(a)

Figure 13. Cont.
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(b)

(c)

Figure 13. One-way ANOVA box-plots of 8 MOEAs over IGD for WFG functions with (a) 3, (b) 5
and (c) 15 objectives.

184



Appl. Sci. 2022, 12, 9627

Figure 14. The plots of POF for WFG1-9 functions with 10 objectives using DB-CSA algorithm.

Figure 15. The plots of POF for DTLZ1-7 functions with 15 objectives using DB-CSA algorithm.

As a global conclusion and based on comparative studies (1) and (2), all quantitative
results showed the efficiency of DB-CSA and DB-CSA-II variants and their flexibility in
solving eight DMOPs (FDA and dMOP) with 2 and 3 objectives, including several types
of time-varying POF and POS, compared to the seven transfer-learning based methods
(MMTL-MOEA/D, KF-MOEA/D, PPS-MOEA/D, SVR-MOEA/D, Tr-MOEA/D, and RI-
MOEA/D) using the MIGD metric. By considering the plot of the MIGD, IGD and HVD
values in Figures 9–11 during 30 independent runs, we can determine the importance of
DB-CSA for solving DMOPs in types I (FDA1, FDA4, dMOP3), II (dMOP2) and III (dMOP1).
By analyzing the perturbation of MIGD, IGD and HVD plots, we can see the challenging
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results obtained when solving FDA1, FDA4, dMOP1, dMOP2 and dMOP3 compared to
FDA5 and FDA3 in type II with time-varying POF and POS in both severe and moderate
search spaces, and FDA5, FDA3 and FDA2 with a slight change.

The efficiency of DB-CSA-II is demonstrated when solving a dynamic tri-objective
FDA4 with dynamic POS. However, the proposed DB-CSA-II algorithm assumed a com-
petitive importance compared to the five standard MOEAs (DNSGA-II, dCOEA, PPS,
MOEA/D and SGEA) when solving five FDA functions and three dMOP problems over
the IGD metric, including different types of environmental changes. This contradicts
the HVD metric when all results are not statistically significant at the level of 0.05. Fur-
thermore, the importance of DB-CSA does not assume a high significance level compared
to the five standard MOEAs when solving seven UDF and six F problems in type II with
a time-varying POF and POS in a moderate environmental change.

Finally, we can assume the importance of the DB-CSA algorithm compared to 13
MaOEAs including; MSOPS-II, MOEA/D, HypE, PICEA-g, SPEA/SDE, GrEA, NSGA-III,
KnEA, RVEA, Two_Arch2, θ -DEA, MOEA/DD, AnD for solving a set of many-objective
optimization problems (9 WFG and 7 MaF) with 2, 3 and 7 objectives. Also the proposal
has achieved the best results for solving the more complex DTLZ and WFG test suites
with 3, 5, 8, 10 and 15 objectives compared to the seven MaOEAs (PMEA-MA, PMEA*-
MA, SPEA2/SDE, NSGA-II/SDR, MaOEA/IGD, VaEA, SPEA). The main weakness of
the proposed DB-CSA-II algorithm is presented when solving DMOPs in type I and II
(FDA1, FDA3 and FDA4) characterized by a time-varying POS and POF, a dynamic spread
or the dynamic density of the approximated solution set, with a nonlinear correlation
between the decision variables. The high number of objectives also leads to the need for
additional computational resources and increases the execution time.

4.4.5. Time Processing Cost

The time needed to process the proposed DB-CSA-II variant was computed to solve
the 5 FDA and 3 dMOP test suites, as shown in Table 11. The DB-CSA-II algorithm was
compared to six state-of-the-art transfer-learning-based approaches: (MMTL-MOEA/D,
KF-MOEA/D, PPS-MOEA/D, SVR-MOEA/D, Tr-MOEA/D, DB-CSA-II). The run-time of
the six transfer learning approaches was obtained from the original paper [15] where the im-
portant values are in bold. The PPS-MOEA/D algorithm was found to be fast for solving
FDA1, FDA2, and FDA3 test beds. The SVR-MOEA/D approach has the fastest running
time for FDA4, the MMTL-MOEA/D algorithm for both FDA5, dMOP1, and the KF-
MOEA/D method for solving dMOP2 and dMOP3. We can conclude that the novel
DB-CSA-II algorithm is not very fast in terms of computation time compared to the state of
the art methods. However, the robust performance of the proposed DB-CSA-II algorithm is
proved by the obtained means and standard deviation values based on the MIGD metric.
The time comparison should be moderated, since it depends on the processor capacities as
well as the hardware configurations used to conduct the tests.

Table 11. Run-times of DMOEAs for Solving FDA and dMOP Test Suites (Unit: Seconds).

DMOPs MMTL-MOEA/D KF-MOEA/D PPS-MOEA/D SVR-MOEA/D Tr-MOEA/D DB-CSA-II
FDA1 5.83 3.55 3.11 4.85 42.54 10.32
FDA2 5.40 3.46 3.08 4.63 45.27 12.86
FDA3 5.09 3.92 3.64 4.78 57.71 14.96
FDA4 10.06 9.78 13.32 9.66 132.59 21.92
FDA5 9.94 10.24 14.83 11.52 115.52 19.85
dMOP1 7.05 7.25 8.96 8.34 80.23 9.05
dMOP2 7.74 4.02 4.93 4.47 73.53 9.29
dMOP3 5.63 3.52 4.15 4.61 75.55 9.73

5. Conclusions and Perspectives

In this paper, a new Distributed Bi-behaviors Crow Search Algorithm (DB-CSA) is
proposed for the dynamic treatment of both convergence and diversity concepts, based on
two new mechanisms: distributed bi-behavior profiles, characterized by a large Gaussian
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Beta-1 and narrow Gaussian Beta-2 functions for exploitation and exploration enhancement,
respectively. All quantitative results were analyzed using the non-parametric Wilcoxon
signed rank test with a 0.05 significance level. The experimental studies showed that
the proposed DB-CSA is significantly better than the state-of-the-art methods. The novel
DB-CSA-II algorithm achieved good results for solving dynamic multi-objective problems
characterized by different types of dynamic change in the POS and the POF including 2
or 3 conflicting objective functions. The comparative study (1) included seven transfer-
learning based methods (MMTL-MOEA/D, KF-MOEA/D, PPS-MOEA/D, SVR-MOEA/D,
Tr-MOEA/D, and RI-MOEA/D) used the MIGD metric and the five popular DMOEAs
(DNSGA-II, dCOEA, PPS, MOEA/D and SGEA) to solve twenty-one DMOPs with different
types of changes on both POF and POS usign the IGD and HVD quality indicators and it
is proved that the proposal relative results are better for all test beds. Based on the com-
parative study (2), we can resume the efficiency of DB-CSA system compared to thirteen
MaOEAs (MSOPS-II, MOEA/D, HypE, PICEA-g, SPEA/SDE, GrEA, NSGA-III, KnEA,
RVEA, Two_Arch2, θ-DEA, MOEA/DD, AnD) for solving sixteen many-objective optimiza-
tion problems (9 WFG and 7 MaF) with 2, 3 and 7 objectives, as well as the more complex
DTLZ and WFG test suites with 3, 5, 8, 10 and 15 objectives compared to the seven MaOEAs
(PMEA-MA, PMEA*-MA, SPEA2/SDE, NSGA-II/SDR, MaOEA/IGD, VaEA, SPEA). All
results confirmed the relevance of the proposed DB-CSA approach and its capacity to
correctly manage convergence and diversity concepts when solving DMOPs and MaOPS.
For future works, it is recommended to investigate the impact that the beta-profiles have
on performances when solving a DMOP characterized by a time-varying POS and POF,
a dynamic spread or the dynamic density of the approximated solution set with a nonlin-
ear correlation between the decision variables. Both variants of the DB-CSA method are
worthy of consideration when solving a set of Evolutionary Transfer Multi/Many-objective
Optimization Problems.

Supplementary Materials: The following supporting information can be downloaded at: https:
//www.mdpi.com/article/10.3390/app12199627/s1, Table S1: MIGD results (Mean and Standard
Deviation) of the 6 DMOEAs [15] compared to the standard CSA and the proposed DB-CSA algorithm
for solving FDA and dMOP functions; Table S2: IGD results (Mean and Standard Deviation) of the 5
DMOEAs [11] compared to the standard CSA and the proposed DB-CSA algorithm for solving FDA
and dMOP functions; Table S3: HVD results (Mean and Standard Deviation) of the 5 DMOEAs [11]
compared to the standard CSA and the proposed DB-CSA algorithm for solving FDA and dMOP
functions; Table S4: IGD results (Mean and Standard Deviation) of the 5 DMOEAs [11] compared to
the standard CSA and the proposed DB-CSA algorithm for solving UDF and F(ZJZ) functions with
(τt = nt = 10); Table S5: HVD results (Mean and Standard Deviation) of the 5 DMOEAs [11] compared
to the standard CSA and the proposed DB-CSA algorithm for solving UDF and F(ZJZ) functions
with (τt = nt = 10); Table S6: IGD results (Mean and Standard Deviation) of the 13 MOEAs [55]
compared to the standard CSA and the proposed DB-CSA algorithm on the 2, 3 and 7 objective WFG
problems; Table S7: IGD results (Mean and Standard Deviation) of the 13 MOEAs [55] compared to
the standard CSA and the proposed DB-CSA algorithm on the 2, 3 and 7 objective MaF problems;
Table S8: IGD results (Mean and Standard Deviation) of the 7 MOEAs [54] compared to DB-CSA
on the WFG test suite; Table S9: IGD results (Mean and Standard Deviation) of the 7 MOEAs [54]
compared to the standard CSA and the proposed DB-CSA algorithm on the DTLZ test suite.
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Abstract: Left ventricle (LV) segmentation of cardiac magnetic resonance (MR) images is essential for
evaluating cardiac function parameters and diagnosing cardiovascular diseases (CVDs). Accurate LV
segmentation remains a challenge because of the large differences in cardiac structures in different
research subjects. In this work, a network based on an encoder–decoder architecture for automatic
LV segmentation of short-axis cardiac MR images is proposed. It combines UNet 3+ and Transformer
to jointly predict the segmentation masks and signed distance maps (SDM). UNet 3+ can extract
coarse-grained semantics and fine-grained details from full scales, while a Transformer is used to
extract global features from cardiac MR images. It solves the problem of low segmentation accuracy
caused by blurred LV edge information. Meanwhile, the SDM provides a shape-aware representation
for segmentation. The performance of the proposed network is validated on the 2018 MICCAI Left
Ventricle Segmentation Challenge dataset. The five-fold cross-validation evaluation was performed
on 145 clinical subjects, and the average dice metric, Jaccard coefficient, accuracy, and positive
predictive value reached 0.908, 0.834, 0.979, and 0.903, respectively, showing a better performance
than that of other mainstream ones.

Keywords: left ventricle segmentation; UNet 3+; encoder–decoder; transformer; magnetic resonance
imaging

1. Introduction

The World Health Organization (WHO) showed that in 2019, almost 17.9 million peo-
ple died of cardiovascular diseases (CVDs), accounting for 32% of fatalities worldwide [1].
Early diagnosis of CVD can help improve cardiac function and reduce patient mortality [2].
Cardiovascular magnetic resonance (MR) imaging is harmless and has become the most
commonly used technique for evaluating cardiovascular system structure and function.
Left ventricle (LV) segmentation, as a key step in the treatment of CVD, can provide better
visual aid during the diagnosis of CVD. Most CVDs affect the physiological shape of the
cardiac LV, and LV dysfunction is the cause of many heart diseases, such as ventricular
hypertrophy and myocardial infarction, making the examination of the LV an important
prerequisite for determining whether the heart is diseased. LV segmentation can accurately
delineate the boundaries of the LV on cardiac MR images so that physicians can better
understand some clinical parameters, such as the patient’s ventricular volume, ejection
fraction, LV mass, and stroke volume [3,4].

In early clinical work, medical images are usually annotated by experts to mitigate
the subjective bias caused by the level of a particular expert or possible negligence of
subtle symptoms [5]. However, for most professional clinicians, manual segmentation
is a cumbersome and time-consuming task. In general, it takes a clinician about 20 min
to segment a patient’s cardiac MR image. Additionally, in Figure 1, as you can see from
the left ventricle’s structure, the intensity and shape similarity between the LV and other
organs, boundary inaccuracies, and the inherent noise of cardiac MR imaging have all
posed obstacles to LV segmentation [6–8].
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Figure 1. Short-axis cardiac MR anatomy image.

Some excellent segmentation algorithms spawned in the past decades have been
caught in certain dilemmas that make them difficult to apply in clinical settings. Among
them, many of the algorithms are traditional methods based on machine learning [9–11],
such as thresholding [12], clustering [13], active contours [14,15], and split–merge. Figure 2
displays the thresholding, clustering, and active contours methods. Most of them use
semi-automatic methods that heavily rely on the initialization step [16–19], resulting in
their failure to achieve the desired results. Meanwhile, because of the rapid develop-
ment of the accessibility of vast training data and computer hardware, medical image
segmentation algorithms based on deep learning are becoming increasingly prevalent.
In particular, Convolutional Neural Networks (CNNs) have achieved excellent results in
various computer vision (CV) fields, such as image segmentation [20], object detection [21],
and image classification [22]. In such a trend, CNN-based LV segmentation models such
as Densely Connected Convolutional Networks (DenseNet) [23] and Fully Convolutional
Neural Networks (FCN) [24] have been suggested, and have achieved good results in
clinical trials.

Figure 2. Traditional segmentation methods. (a) Thresholding. Automated contours (green) and
manual contours (red). (b) Clustering. (c) Active contours.

Although these networks are representative, CNN-based approaches still have some
limitations in capturing global information and recovering weak texture details. To over-
come this limitation, some studies have suggested Transformer-based designs that use the
self-attention mechanism to construct the contextual representations. Transformers, unlike
traditional CNNs, can model global contextual information by modeling the relationships
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between spatially distant pixels [25]. However, both models have their drawbacks. CNN
is insensitive to global features, and Transformer has the issues of high computation cost
and a lack of ability to capture regional features, so the applicability of both models needs
to be further improved.

To solve the above problems, this study proposes a fast and automated method of car-
diac LV segmentation to help facilitate the diagnosis of CVD. The network has the following
two main contributions: (1) The backbone uses a combined framework of UNet 3+ [26] and
Transformer, which can efficiently acquire low-level spatial features as well as high-level
semantic information and can also model the global context. (2) The shared backbone
network is used to jointly predict the segmentation masks and signed distance maps (SDM)
to study segmentation targets’ different representations from different perspectives.

1.1. Traditional Segmentation Methods

Currently, the methods for LV segmentation can usually be divided into traditional
segmentation methods and deep learning methods. However, the early traditional seg-
mentation methods have some obvious drawbacks. Several of these algorithms can only
obtain relatively accurate segmentation results when the pixel intensities of the LV and
other tissues reach a high level of contrast. For example, the threshold-based segmentation
method was used by Goshtasby et al. [27] in 1995 to extract the LV contour. It adaptively
determines the threshold grayscale according to the global or local grayscale histogram of
the image. Therefore, this method can only obtain better segmentation results on the condi-
tion that the grayscale of the region is significantly different from the background. Since its
appearance, the K-Means clustering algorithm has been extensively applied in the fields of
image analysis and data mining. However, because many regions in cardiac MR images are
similar or even connected to the LV, the K-means clustering algorithm cannot achieve the
expected results and needs further improvement. In 2006, Katouzian et al. [12] employed
the idea of split–merge to segment the LV, which could successfully extract the epicardium
and endocardium of the LV under the condition of manually annotating the epicardium
and endocardium of the first slice. This manual process obviously increases the clinical
application complexity. On the whole, these traditional methods have the characteristic of
relying on manual design, which contradicts the idea of automatic segmentation.

1.2. Deep Learning

Unlike traditional segmentation methods, deep learning methods prefer to train
with large-scale data to find the intrinsic patterns and representation levels in images
and get more representative feature information [28]. They naturally describe image
features without relying on the manual extraction of features, addressing the limitations
of traditional segmentation methods. J. Long et al. [24] proposed a fully convolutional
neural network (FCN) based on a CNN to recover the feature map to the original image
size via transposed convolution, thus achieving image segmentation in 2015. P. V. Tran [7]
segmented both the left and right ventricles in 2016 using FCN. However, the recovery
of the LV contour was poor due to only a single upsampling. Ronneberger et al. [29]
suggested the U-Net network based on FCN. U-Net effectively integrates low-resolution
information and high-resolution information to learn better feature representation and
improve generalization performance. However, the utilization of feature maps is poor and
does not work well for object boundary segmentation. SegNet [30] proposed a decoder
to perform nonlinear upsampling, the input feature maps of which were the maximum
pooling index received from the corresponding encoder. In spite of avoiding the learning of
upsampling and improving the precision of image boundary localization via this method,
the segmentation accuracy is not high enough to satisfy the real-time requirement. On
the other hand, despite the excellent representation capability of all these networks, CNN-
based approaches have difficulty learning global semantic information because of the
inherent locality of convolution operations. As a result, these networks usually yield weak
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segmentation performance, particularly for target structures that exhibit large inter-patient
variations in size, shape, and texture.

1.3. Transformers

Transformer was first proposed by Vaswani et al. [31] as the main method for machine
translation. It has now been introduced as a new model for image recognition [32], se-
mantic segmentation [33], and many other computer vision tasks [34,35]. In contrast with
previous CNN-based approaches, Transformer is powerful at modeling global contexts and
demonstrates superior transferability for downstream tasks under large-scale pretraining.
However, Transformer concentrates on modeling the global context at all stages, leading
to generating low-resolution features. Further, due to the lack of detailed localization
information for these low-resolution features, which cannot be efficiently recovered by
direct upsampling to full resolution, the ultimate obtained segmentation results are coarse.
In order to make the model focus on both regional and global features in segmentation
tasks, recent studies have tended to combine CNN and Transformer, such as TransUNet [36]
and TransFuse [37], which yield satisfactory performance in segmentation tasks. These
works show that the combination model has great potential in the field of CV.

2. Method

The proposed network in this paper aims to automatically segment the LV in cardiac
MR images, thus reducing the tedious manual segmentation and improving the disease
diagnosis efficiency. The new medical image segmentation framework proposed in this
work is shown in Figure 3, and the backbone part uses a combined architecture of UNet 3+
and Transformer. The network takes the same cardiac MR images as input and predicts
both pixel probability maps and SDM. A loss function composed of two main components
is designed to train the segmentation network. One is for computing the pixel probability
map and the other one is for computing the SDM.

Figure 3. The proposed LV segmentation model is based on an encoder–decoder architecture. The
network outputs pixel probability maps and SDM.
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2.1. Segmentation Network

Feature Extraction—First, feature maps are generated for the input images using the
encoder structure of UNet 3+ as a feature extractor. We are given an image x ∈ R

H×W×C

with the spatial resolutions H, W and C. The preprocessed image x is fed into the network
and the encoder applies a series of convolutional blocks to model the pixel-level contextual
representations, with features progressively downsampled to H

16 × W
16 .

Transformer—To extract the global features, the Transformer module is applied in
the encoder design. Because Transformer is not as efficient as UNet 3+ when it comes to
capturing regional features, patch embedding is directly used for patches generated from
the UNet 3+ feature maps rather than from raw images. Then patches xp are mapped into
a K-dimensional embedding space by a trainable linear projection. To preserve location
information, specific position embeddings Epos are added to the patch embeddings when
encoding the patch spatial information. Details are as follows:

z0 =
[

x1
pE; x2

pE; · · · ; xN
p E

]
+ Epos, (1)

where E ∈ R
(P2·C)×K is the patch embedding projection, Epos ∈ R

N×K denotes the position
embedding, and x1

p, · · · , xN
p are image patches.

Then, a stack of Transformer blocks consisting of alternating layers of multi-head self-
attention (MSA) and multi-layer perceptron (MLP) blocks are used to learn the long-range
context representation. Layer normalization (LN) is used before each block, and residual
connections are used after each block. The following can be expressed as the output of the
i-th layer:

z
′
i = MSA(LN(zi−1)) + zi−1, (2)

zi = MLP
(

LN
(

z
′
i

))
+ z

′
i, (3)

where LN(·) represents the layer normalization operator, i ∈ {1, 2, · · · , L} where L is the
number of Transformer layers and zi denotes the image representation of the encoded
output of the i-layer Transformer.

Decoder—To generate segmentation masks and SDM in the raw image space, a
decoder for UNet 3+ is introduced to perform feature upsampling. Since the output
of the Transformer is sequential data, its output should first be recovered to spatial order.
The encoded feature representation zi ∈ R

N×K is reshaped into zi ∈ R
H
P ×W

P ×K where p is
the size of each patch, and then the channel dimension is reduced by a 3 × 3 convolution
block. In addition, each decoder layer in the decoder combines the feature maps of all
encoders. Additionally, the full-scale deep supervision proposed by UNet 3+ is used to
learn hierarchical representations from the full-scale aggregated feature maps, and the
output from each decoder stage is supervised by the ground truth (GT). To achieve deep
supervision, a 3 × 3 convolution block, a bilinear upsampling, and a sigmoid function are
added to the last layer of each decoder stage in the network. To generate the SDM, the
network adds an SDM head at the last decoder stage, which consists of a convolution block
and tanh activation.

2.2. Loss Function

Based on the above architecture design, the segmentation network generates pixel-
level segmentation maps and SDM, and the following functions are introduced to convert
GT to SDM. The SDM assigns each pixel a value, indicating its signed distance to the
nearest boundary of the target object.
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D(a) =

⎧⎪⎪⎨
⎪⎪⎩

0, a ∈ S
−in f

b∈C
‖a − b‖2, a ∈ Cin

+in f
b∈C

‖a − b‖2, a ∈ Cout

(4)

where ‖a − b‖ is the Euclidean distance between pixels a and b, S represents the boundary
of the target object, and Cin and Cout represent the region inside and outside of the target
object, respectively. Typically, SDM takes negative values inside the target and positive
values outside the target, with the absolute value indicating the distance from the point to
the nearest point on the target object’s surface.

In the network training, for the regression task branch, a L2 loss is used between the
SDM of the network output Pa and the transformed GT map D(Y).

Lsdm(Pa, Y) = ‖Pa − D(Y)‖2, (5)

where Y denote the GT map.
For the segmentation task branch, the combination Lseg of dice loss and focal loss is

applied as the loss function between the segmentation mask and the GT for each decoder
output, and then their average is taken as the final segmentation loss.

Lseg(Pb, Y) = LDice(Pb, Y) + LFL(Pb, Y), (6)

where LDice denotes the dice loss and LFL denotes the focal loss. Pb and Y denote the
prediction partition map and label, respectively.

The final loss is defined as:

L = Lsdm(Pa, Y) + Lseg(Pb, Y). (7)

3. Experiments

3.1. Datasets

The dataset from MICCAI 2018 is used to train and evaluate the proposed model [38].
The dataset contains 2900 short-axis cardiac MR images from 145 subjects at three hospitals
attached to two healthcare centers (London Healthcare Center and St. Joseph’s Healthcare).
The age range of the study subjects is 16 to 97, with a mean of 58.9. In the 1.5625 mm/pixel
mode, the pixel spacing of the MR images ranges from 0.6836 mm/pixel to 2.0833 mm/pixel.
Pathologies such as myocardial hypertrophy, LV dysfunction, atrial septal defect, regional
wall motion abnormalities, mildly enlarged LV, etc., are present. During the entire cardiac
cycle, twenty frames are acquired for each subject. According to the standard AHA
prescription, in each frame, the LV is divided into equal thirds (basal, medial, and parietal)
perpendicular to the long axis of the heart. Before manual annotating GT, all cardiac MR
images need to be performed with landmark labeling, rotation, ROI cropping, and resizing.
After preprocessing, all images are cropped and resized to the dimension of 80 × 80 and
normalized. After manual contouring, two experienced cardiac radiologists (A. Islam
and M. Bhaduri) obtain the epicardial and endocardial boundary and perform a double
examination. The labels of the data are approved by industry doctors.

3.2. Implementation Details

In the experiments, the backbone of the main framework is the combination of UNet
3+ and Transformer. The network is implemented in PyTorch (1.11.0), with the runtime
platform processor of Inter(R) Core (TM) i9-10850K CPU, NVIDIA GeForce RTX 3080 Ti.
All training and test images are uniformly adjusted to 80 × 80 dimensions. In the training
stage, random rotation and flipping operations are applied as data augmentations. The
model is evaluated and compared by the five-fold cross-validation. The dataset is split
into five groups of 29 subjects each. One group (580 images) is selected for testing, and the

198



Appl. Sci. 2022, 12, 9208

remaining four groups (2320 images) are utilized as the training set. The final evaluation
result is calculated using the average of five times this process. The proposed network is
trained end-to-end with the Adam optimizer with a weight decay of 1 × 10−5 and an initial
learning rate of 2 × 10−4. The model is trained in 100 epochs in a batch size of 16. The
segmentation result utilized in testing is the output of the segmentation task branch.

3.3. Evaluation Metric

The goal of the network is making sure the model can accurately segment the LV from
cardiac MR images. For objective evaluation of the proposed model, the region-based dice
metric (DM) and Jaccard coefficient (JC) are employed as metrics. DM and JC are explained
in detail as follows.

Dice Metric—DM calculates the overlap between the manual segmentation area and
the automatic segmentation contour area obtained using the proposed method. DM lies in
the [0, 1] range. The better the match between manual and predicted segmentation, the
larger the DM value is. DM is defined as:

DM(A, B) =
2|A ∩ B|
|A|+ |B| , (8)

where A and B represent the area of manual and automatic contour, respectively.
Jaccard Coefficient—The Jaccard coefficient, also named the Intersection over Union

(IoU), is used to calculate the degree of dissimilarity between the manual segmentation
area and the automatic segmentation contour area using the proposed method. Similar to
DM, the JC is between [0, 1]. The larger the JC, the lower the similarity. The formula for JC
is as follows:

J(A, B) =
|A ∩ B|
|A ∪ B| =

|A ∩ B|
|A|+ |B| − |A ∩ B| , (9)

where A and B represent the area of manual and automatic contour, respectively.
In addition, we also use accuracy (ACC) and positive predictive value (PPV) to

evaluate the results of pixel classification. They are defined by:

ACC =
TP + TN

TP + FN + FP + TN
, (10)

where TP, TN, FP, and FN represent true positive, true negative, false positive, and
false negative.

PPV =
TP

TP + FP
, (11)

where TP, TN, FP, and FN represent true positive, true negative, false positive, and
false negative.

4. Experimental Results

4.1. Performance of the Network

Figure 4 displays the predicted segmentation masks, GT, and contours for four subjects’
cardiac MR images from the MICCAI 2018. It is clear from Figure 4a–d that the proposed
method can accurately segment LV in cardiac MR images. In Figure 4d, it can be found that
the automated segmentation contours marked by the red curve almost overlap on the GT
(marked by the green curve), indicating that the model can accurately segment LV in diverse
shapes. In summary, the model shows great potential for cardiac MR image segmentation
with high accuracy, and thus may provide a visual aid to clinicians for qualitative diagnosis.
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Figure 4. Segmentation results for four subjects. The arrows point to places where the proposed
method can be seen to almost overlap with the GT manually delineated by the experts, indicating
better segmentation. (a) Cardiac MR image. (b) Results of segmentation using the suggested method.
(c) GT. (d) The segmentation contours obtained by the proposed method are marked by red curves,
and the corresponding GT manually delineated by experts is marked by green curves.

4.2. Performance Comparison

On the MICCAI 2018 test set, comparison is made between the method and other
prevalent segmentation methods such as FCN, Conv–Deconv [39], U-Net, Indices-JSQ [40],
and SegNet to evaluate its effectiveness. As shown in Table 1, the DM and JC of the
proposed method reach 0.908 and 0.834, respectively, with a certain extent of improvement
compared to that of other segmentation methods. These results suggest that the model is
capable of more accurately determining the class of each pixel point and then achieving
higher segmentation performance.

200



Appl. Sci. 2022, 12, 9208

Table 1. The comparison of the suggested method with several popular segmentation methods.

Methods DM JC ACC PPV

FCN 0.873 0.778 0.972 0.878
SegNet 0.843 0.728 0.964 0.845
U-Net 0.887 0.800 0.975 0.887

Conv-Deconv 0.846 0.733 0.965 0.840
Indices-JSQ 0.870 − 1 − −

Cardiac-DeepIED [41] 0.890 0.801 0.976 0.891
Our Method 0.908 0.834 0.979 0.903

1—Indicates that the results are not provided.

4.3. Ablation Studies

In this section, ablation studies are performed on each component of the suggested
method. As shown in Table 2, as the proposed modules are sequentially added on the
UNet 3+ baseline, the model performance is gradually improved. It is clear from Table 2
that when Transformer is integrated into the UNet 3+ baseline, the DM reaches 0.907,
with a 1.1% improvement compared to that of the baseline (0.896). This is because the
incorporation of Transformer compensates for the inability of UNet 3+ to model the global
context. Simultaneously, the combination also solves the problem of Transformer ignoring
low-resolution detail features compared to using itself directly.

Table 2. Ablation experiments of the model on the MICCAI 2018 test set.

UNet 3+ Transformer Lseg Lsdm DM

� × � × 0.896
� � � × 0.907
� � � � 0.908

To further study the impact of the loss function in the model, an ablation study is
conducted for the segmentation loss (Lseg) and SDM loss (Lsdm). By adding an additional
regression head to the segmentation network’s end and using the SDM loss, the dice metric
value of the model is further enhanced to 0.908, with a slight increase of 0.1% compared to
that of the model only with Lseg. This result suggests that joint SDM training can implicitly
force the model to learn shape information compared to traditional training using only
segmented masks.

5. Conclusions

In this study, a network for automatic LV segmentation from cardiac MR images
is proposed, providing an effective solution that allows physicians to diagnose CVDs.
The proposed method extensively experimented on cardiac MR image data from 145
subjects, and the DM and JC reached 0.908 and 0.834, respectively, on the MICCAI2018 test
set. The proposed module and loss function both improve the segmentation accuracy, as
verified by ablation experiments. The method also outperforms the current mainstream
methods in the comparison experiments suggesting that it can be considered an effective
automatic LV segmentation task that will reduce the workload of radiologists during
clinical diagnosis. In future research, more possibilities for Transformer application to
medical image segmentation networks will be explored to provide a better technique for
LV segmentation.
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