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For high-quality scientific communication in the field of technical and natural sciences, it
is of utmost importance to ensure clarity of the text, logical mathematical argumentation, and
the possibility of verifying the obtained theoretical results using appropriate experiments.

The publication of research results requires the skill of scientifically communicating
relevant data and their mutual logical connection into a purposeful and comprehensi-
ble whole.

In the domain of electronic navigation, satellite navigation (GNSS) is one of the
most important modern complex systems. GNSS is a key infrastructure for supporting
the development and improvement of not only navigation and civil engineering infra-
structures but also power grid systems, banking operations, global transportation sys-
tems, and global communication systems. Today, GNSS requires the use of several po-
sitioning networks and sensors, such as radio networks and micro electromechanical
systems (MEMS), among others. Earth’s atmosphere, especially the ionosphere, tropo-
sphere, etc., is a huge laboratory where multiple processes and phenomena occur that
directly affect the propagation of electromagnetic waves. Like all complex systems, GNSS
technology also undergoes certain evolutionary stages. Some factors affecting the future
evolution of GNSS technology include the appearance of new signals and frequencies and
the use of complementary technologies, but in the domain of GNSS technologies, it is
essential to study the impact of space weather on GNSS systems. Another area of research
related to GNSS technologies is vertical Total Electron Content (TEC) distribution and
anomalies related to earthquakes and volcanic eruptions on Earth.

There are many challenges that must be addressed, because they affect the reliability,
accuracy, and all other essential parameters of GNSS systems. This Special Issue seeks
to address some of these issues by publishing manuscripts on topics such as GNSS risk
assessment, different effects of space weather disturbances on the operation of GNSS
systems, environmental impacts on the operation of GNSS systems, GNSS positioning
error budgets, TEC special features in volcano eruptions. A total of 17 scientific papers
are published. Some specific updates and improvements presented in this Special Issue
include the following:

— Contribution to the research of the effects of Etna volcano activity on the features
of the Ionospheric Total Electron Content behaviour—In this paper [1], volcanic
activity was modeled using volcanic radiative power (VRP) data obtained using the
Middle InfraRed Observation of Volcanic Activity (MIROVA) system. The estimated
minimal night TEC values were averaged over defined index days of the VRP increase.
During the analyzed period of 19 years, volcano activity was categorized according
to pre-defined criteria. The influence of current space weather and short-term solar
activity on TEC near the volcano was systematically minimized. The results showed
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mean/median TEC increases of approximately +3 standard deviations from the overall
mean values, with peak values placed approximately 5 days before the VRP increase
and followed by general TEC depletion around the time of the actual volcanic activity
increase. Additionally, a TEC oscillation pattern was found over the volcano site
with a half-period of 6.25 days. The results mainly indicate that the volcanic activity
modified the ionospheric dynamics within the nearby ionospheric region before the
actual VRP increase, and that the residual impact in the volcano’s surrounding area
could be attributed to terrestrial endogenous processes and air-Earth currents. These
changes could be detected according to criteria predefined in the research: during
quiet space weather conditions, while observing night-time TEC values, and within
the limits of low short-term solar influence.

Lithosphere Ionosphere Coupling Associated with Seismic Swarm in the Balkan
Peninsula from ROB-TEC and GPS—The authors of [2] detected and analyzed pre-
earthquake ionospheric anomalies (PEIAs) using TEC data from the Royal Observatory
of Belgium (ROB), and analyzed coseismic ionospheric disturbance (CID) using verti-
cal TEC (VTEC) from the GPS stations in earthquake preparation areas. The results
showed that PEIAs appeared to increase continuously from 08:00-12:00 UT in the
3 days before a seismic swarm of Mw > 5.0. The ionosphere over the seismogenic
zones exhibited large-scale anomalies when multiple seismogenic zones of the Balkan
Peninsula spatially and temporally overlapped. Moreover, the TEC around the earth-
quake centers showed a positive anomaly lasting for 7 h. In a single seismogenic
zone in Greece, the TEC around the earthquake center reached over +3.42 TECu. In
addition, the CID observed from GPS stations showed that with the increase in the
number of earthquakes, the ionosphere over the seismogenic area was more obviously
disturbed, and after three strong earthquakes, the TEC suddenly decreased over the
seismogenic area and formed a phenomenon similar to an ionospheric hole. The
authors suggested that a lithosphere-atmosphere-ionosphere coupling mechanism
existed before the seismic swarm appeared in the Balkan Peninsula, and earthquake-
induced VTEC anomalies occurred more frequently within a 3-10-day window before
the earthquake; this phenomenon was particularly evident when multiple seismogenic
zones overlapped spatiotemporally.

Multi-Station and Multi-Instrument Observations of F-Region Irregularities in the Taiwan—
Philippines Sector—This paper [3] presents a multi-station and multi-instrument sys-
tem, organized and proposed for ionospheric scintillation and equatorial spread-F
(ESF) specification and their associated motions in the Taiwan-Philippines sector.
The issues related to the scintillation and ESF event observed on 26 October 2021,
under magnetically quiet conditions, are presented and discussed. The authors
first indicated the existence of a plasma bubble in the Taiwan-Philippines sector
using FormoSat-7/Constellation Observing System for Meteorology, Ionosphere, and
Climate-2 (FS7/COSMIC2) GPS/GLONASS radio occultation observations. The au-
thors verified the latitudinal extent of the tracked plasma bubble using recorded
ionograms from the Vertical Incidence Pulsed Ionospheric Radar located at Hualien,
Taiwan. Thye also discussed the spatial and temporal variabilities of two-dimensional
vertical scintillation index VS4 maps based on simultaneous GPS L1-band signal mea-
surements from 133 ground-based receivers located in Taiwan and the surrounding
islands. They used two high-sampling, software-defined GPS receivers and character-
ized targeted plasma irregularities by carrying out spectrum analyses of the received
signal. They found that the derived plasma irregularities moved eastward and north-
ward, and the smaller the irregularity scale, the higher the spectral index and the
stronger the scintillation intensity at lower latitudes in the target irregularity feature.
Landslide Deformation Prediction Based on a GNSS Time Series Analysis and Re-
current Neural Network Model—The authors of this paper [4] developed a novel
Attention Mechanism with a Long Short-Term Memory Neural Network (AMLSTM
NN) model based on Complete Ensemble Empirical Mode Decomposition with Adap-
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tive Noise (CEEMDAN) landslide displacement prediction. The CEEMDAN method
was implemented to ingest a landslide Global Navigation Satellite System (GNSS)
time series. The AMLSTM algorithm was then used to realize prediction work, in
conjunction with multiple impact factors. The Baishuihe landslide was adopted to
illustrate the capabilities of the model. The results showed that the CEEMDAN-
AMLSTM model achieved competitive accuracy and has significant potential for
landslide displacement prediction.

CubeSat Observation of the Radiation Field of the South Atlantic Anomaly—This
paper [5] presents the results of one-and-a-half years of observations of the South
Atlantic Anomaly radiation field, measured using a CubeSat in polar orbit with an
elevation of 540 km. The position was calculated using an improved centroid method
that took into account the area of the grid. The dataset consisted of eight campaigns
measured at different times, each with a length of 22 orbits (~2000 min). The radiation
data were combined with GPS position data. Westward movement was detected
at 0.33° /year and southward movement at 0.25° /year. The position of the fluence
maximum featured higher scatter than the centroid position.

Fractal Nature of Advanced Ni-Based Superalloys Solidified on Board the Interna-
tional Space Station—In this paper [6] presents advanced analytical techniques for
describing experimentally obtained microstructures analyzed on cross-sectional im-
ages of different samples. The samples were processed on the International Space
Station using a device from the Materials Science Laboratory-Electromagnetic Lev-
itator (MSL-EML) based on electromagnetic levitation principles. The authors also
applied several aspects of fractal analysis and obtained important results regarding
fractals and Hausdorff dimensions related to the surface and structural characteristics
of CMSX-10 alloy samples. Using scanning electron microscopy (SEM) (Zeiss LEO
1550), the authors analyzed the microstructures of samples solidified in space and suc-
cessfully performed fractal reconstruction of the samples” morphologies. The fractal
analysis was extended to microscopic images based on samples solidified on Earth,
establishing new developments in knowledge of their advanced structures.

GNSS-IR Snow Depth Retrieval from Multi-GNSS and Multi-Frequency Data—In this
paper [7], the authors analyzed SNR data of the Global Positioning System (GPS),
Global Orbit Navigation Satellite System (GLONASS), Galileo satellite navigation
system (Galileo), and BeiDou navigation satellite system (BDS) from the P387 station
of the U.S. Plate Boundary Observatory (PBO). Lomb-Scargle periodogram (LSP)
spectrum analysis was used to compare the difference in reflector height between
the snow-free and snowy surfaces in order to determine the snow depth, which was
compared with the PBO snow depth. First, the different frequency results of the multi-
GNSS system were analyzed. The retrieval accuracy of the different GNSS systems
was analyzed through multi-frequency mean fusion. The joint retrieval accuracy of the
multi-GNSS system was analyzed through mean fusion. The results showed that the
different frequencies of the multi-GNSS system had a strong correlation with the PBO
snow depth, and that the accuracy was better than 10 cm. The multi-frequency mean
fusion of different GNSS systems could effectively improve the retrieval accuracy,
which was better than 7 cm. The joint retrieval accuracy of the multi-GNSS system
was further improved, with a correlation coefficient (R) of 0.99 between the retrieval
snow depth and the PBO snow depth, and the accuracy was better than 3 cm.
Determination of Navigation System Positioning Accuracy Using the Reliability
Method Based on Real Measurements—In this paper [8], a new method was pre-
sented for determining navigation system positioning accuracy based on a reliability
model where the system’s operation and failure statistics were referred to as life and
failure times. Based on real measurements, the method proposed in this article was
compared with the classical method (based on the 2DRMS measure). In the analy-
ses, real (empirical) measurements were made using the following principal modern
navigation positioning systems: the Global Positioning System (GPS) (168286 fixes),
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the Differential Global Positioning System (DGPS) (900’000 fixes), and the European
Geostationary Navigation Overlay Service (EGNOS) (900’000 fixes). Research per-
formed on real data showed that the reliability method provided a better estimate of
navigation system positioning accuracy compared to the 2DRMS measure.
Evaluating Total Electron Content (TEC) Detrending Techniques in Determining Iono-
spheric Disturbances during Lightning Events in A Low Latitude Region—In this
paper [9], TEC was detrended using several methods to show this impact. Informa-
tion from the detrended TEC may or may not necessarily represent a geophysical
parameter. Two commonly used detrending methods, the Savitzky—Golay filter and
polynomial fitting, were evaluated during thunderstorm events in Hong Kong. A
two-step detection and distinguishing approach was introduced alongside linear cor-
relation in order to determine the best detrending model. The Savitzky—Golay filter
on order six and with a time window of 120 min performed best in detecting lightning
events, and had the highest moderate positive correlation of 0.4. Moreover, the best
time frame was 120 min, which suggests that the observed disturbances could be
travelling ionospheric disturbance (TID), with lightning as the potential source.
Seasonal and Interhemispheric Effects on the Diurnal Evolution of EIA: Assessed
by IGS TEC and IRI-2016 over Peruvian and Indian Sectors—In this paper [10], the
global total electron content (TEC) map in 2013, retrieved from the International
Global Navigation Satellite Systems (GNSS) Service (IGS), and the International Refer-
ence Ionosphere (IRI-2016) model were used to monitor the diurnal evolution of the
equatorial ionization anomaly (EIA). The statistical analyses were conducted during
geomagnetically quiet periods in the Peruvian and Indian sectors, where equatorial
electrojet (EE]) data and reliable TEC were available. The EE] was used as a proxy to
determine whether the EIA structure was fully developed. To characterize dynamics
accounting for the full development of EIAs, the authors defined and statistically
analyzed the onset, first emergence, and peaks of the northern and southern crests
based on the proposed crest-to-trough difference (CTD) profiles. These time points
extracted from IGS TEC showed typical annual cycles in the Indian sector, which can
be summarized as being of winter hemispheric priority, i.e., the development of EIAs
in the winter hemisphere was ahead of that in the summer hemisphere. Additionally,
the same time points showed abnormal semiannual cycles in the Peruvian sector, that
is, EIAs develops earlier during two equinoxes/solstices in the northern/southern
hemisphere. The authors suggested that the onset of EIAs is a consequence of the
equilibrium between sunlight ionization and ambipolar diffusion. The latter term was
not considered in modeling the topside ionosphere in IRI-2016, which resulted in a
poor capacity of IRI to describe the diurnal evolution of EIAs. The meridional neutral
wind’s modulation of the ambipolar diffusion can explain the annual cycle observed
in the Indian sector, while the semiannual variation seen in the Peruvian sector might
be due to additional competing effects induced by the F-region height changes.

A Graph Convolutional Incorporating GRU Network for Landslide Displacement
Forecasting Based on Spatiotemporal Analysis of GNSS Observations—In this pa-
per [11], a novel graph convolutional incorporating GRU network (GC-GRU-N) was
proposed and applied to landslide displacement forecasts. The model conducts
attribute-augmented graph convolution (GC) operations on GNSS displacement data
with weighted adjacency matrices and an attribute-augmented unit to combine fea-
tures, including the displacement, the distance, and other external influence factors,
to capture spatial dependence. The output of multi-weight graph convolution is then
applied to the gated recurrent unit (GRU) network to learn temporal dependencies.
The related optimal hyper-parameters were determined via comparison experiments.
When applied to two typical landslide sites in the Three Gorge Reservoir (TGR), China,
GC-GRU-N outperformed the comparative models in both cases. The ablation experi-
ment results showed that the attribute augmentation, which considers external factors
of landslide displacement, can further improve the model’s prediction performance.
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Regional Ionospheric Corrections for High Accuracy GNSS Positioning—This pa-
per [12] aimed to evaluate the accuracy of a local/regional ionospheric delay model
across Australia using a linear interpolation method. The accuracy of the ionospheric
corrections was assessed as a function of both different latitudinal regions and the
number and spatial density of GNSS Continuously Operating Reference Stations
(CORSs). This research showed that, for a local region of 5° latitude x 10° longitude in
mid-latitude regions of Australia (~30° to 40°S) with approximately 15 CORS stations,
ionospheric corrections with an accuracy of 5 cm can be obtained. In Victoria and
New South Wales, where dense CORS networks exist (nominal spacing of ~100 km),
the average ionospheric correction accuracy can reach 2 cm. For sparse networks
(nominal spacing of >200 km) at lower latitudes, the average accuracy of ionospheric
corrections was within the range of 8 to 15 cm; significant variations in the ionospheric
errors of some specific satellite observations during certain periods were also found.
In some regions such as Central Australia, where there are a limited number of CORSs,
this model was impossible to use. On average, centimeter-level-accuracy ionospheric
corrections can be achieved if there are sufficiently dense (i.e., nominal spacing of
approximately 200 km) GNSS CORS networks in the region of interest. Based on the
current availability of GNSS stations across Australia the authors proposed a set of
15 regions of different ionospheric delay accuracies with extents of 5° latitude x 10°
longitude across continental Australia.

Retrieval of Soil Moisture Content Based on Multisatellite Dual-Frequency Combina-
tion Multipath Errors—In this paper [13], the authors defined a soil moisture inversion
method based on a multisatellite dual-frequency combined multipath error: a mul-
tipath error calculation model of dual-frequency carrier phase (L4 Ionosphere Free,
L4_IF) and dual-frequency pseudorange (DFP) without an ionospheric effect was
constructed. The data of five epochs were selected before and after the time point of
the effective satellite period to define the multipath error model and error equation,
and the delay phase for soil moisture retrieval was solved. The proposed method was
verified using Plate Boundary Observatory (PBO) P041 site data. The results showed
that the Pearson correlation coefficients (R) of the L4_IF and DFP methods at the P041
station were 0.97 and 0.91, respectively. To better verify the results’ reliability and the
proposed method'’s effectiveness, the soil moisture data of the MFLE station, about 210
m away from P041 station, were used as the verification data in this paper. The results
showed that the delay phase solved using the multipath error and soil moisture were
strongly correlated. The Pearson correlation coefficients (R) of the L4_IF and DFP
methods at the MFLE station were 0.93 and 0.86, respectively. In order to improve the
inversion accuracy of GNSS-IR soil moisture, this paper constructed the prediction
model of soil moisture using linear regression (ULR), a back propagation neural net-
work (BPNN), and a radial basis function neural network (RBFNN), and evaluated the
accuracy of each model. The results showed that the soil moisture retrieval method
based on a multisatellite dual-frequency combined multipath error can replace the
traditional retrieval method and effectively improve the time resolution of GNSS-IR
soil moisture estimation.

Comparative Study of Predominantly Daytime and Nighttime Lightning Occurrences
and Their Impact on Ionospheric Disturbances—In this paper [14], the hourly occur-
rence of lightning and its impact on ionospheric disturbances, quantified using the rate
of total electron content index (ROTI), were assessed. The linear correlation between
diurnal lightning activity and ROTI in the coastal region of southern China, where
lightning predominates in the daytime, was initially negative, contrary to a positive
correlation in southern Africa, where lighting predominates in the evening. After
appreciating and applying the physical processes of gravity waves, electromagnetic
waves, and the Trimpi effect arising from lightning activity, and the time delay impact
they have on the ionosphere, the negative correlation was overturned to a positive
one using cross-correlation.
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Phase Centre Corrections of GNSS Antennas and Their Consistency with ATX Catalogues—
In this paper [15], the results of research on the adequacy of antenna phase centre
correction (PCC) variations are presented following an analysis of its component—
the antennas’ phase centre offset (PCO). Height differences were determined using
different independent methods: EUREF Permanent Network (EPN) combined solu-
tions, Precise Point Positioning (PPP), and the single baseline solution. The results of
GNSS processing were attributed to direct geometric levelling outputs. The research
was conducted within the Global Positioning System (GPS) only, and the experiment
was based on a comparison of the height differences between four GNSS antennas
located on the roof of a building: two permanent station antennas and two auxiliary
points. The antennas were located at similar heights; precise height differences were
determined via geometric levelling, both at the beginning and the end of the session.
Post-processing was conducted with the use of a GPS system, precise ephemeris, the
adopted antenna correction model, and a zero-elevation mask. For one of the antennas,
a change in the antenna characteristic model from IGS08 to IGS14 led to an 8 mm
difference in height. Older antennas used in the national (or transnational) permanent
network need individual PCCs.

Assessment of the Water Vapor Tomography Based on Four Navigation Satellite
Systems and Their Various Combinations—In this paper [16], experiments in Hong
Kong were conducted to analyze and assess the performance of GPS, BDS, GLONASS,
Galileo, and their combinations in water vapor tomography. The numerical results
showed that the number of available signal rays varied widely in the four satellite
systems, and the value could be increased by the combination of satellite systems. The
combinations also increased the number of voxels crossed by the signal rays, but this
value was not directly related to the number of available signal rays; the number and
distribution of the voxels with sufficient signal rays, which were most closely related
to the structure of the tomographic model, showed no obvious differences in the four
satellite systems and their combinations. Comparative results of slant water vapor
(SWV), estimated using GNSS data and water vapor density derived from radiosonde
data, revealed that the differences in the water vapor tomography of the four satellite
systems were small, and their combinations resulted in limited improvement in the
tomographic results.

A New Approach for Improving GNSS Geodetic Position by Reducing Residual Tropo-
spheric Error (RTE) Based on Surface Meteorological Data—In this paper [17], a study
was performed based on GLONASS positioning solutions and the accompanying me-
teorological parameters in a defined and harmonized temporal-spatial frame of three
locations in the Republic of Croatia. A multidisciplinary approach-based analysis
from a navigational science point of view was applied. The residual amount of satel-
lite positioning signal tropospheric delay was quantitatively reduced by employing
statistical analysis methods. The result of the statistical regression was a model that
correlates surface meteorological parameters with RTE. Considering the input data,
the model has a regional character, and it is based on the Saastamoinen model of zenith
tropospheric delay. The verification results showed that the model reduced the RTE,
and thus, increases the geodetic accuracy of the observed GNSS stations (with hori-
zontal components of position accuracy of up to 3.8% and vertical components of up
to 4.37%, respectively). To obtain these results, the root mean square error (RMSE) was
used as the fundamental parameter for position accuracy evaluation. Although it was
developed based on GLONASS data, the proposed model also showed a considerable
degree of success in the verification of geodetic positions based on the Global Position-
ing System (GPS). The purpose of the research, and one of its scientific contributions,
was that the proposed method can be used to quantitatively monitor the dynamics
of changes in the deviations of X, Y, and Z coordinate values along coordinate axes.
The results showed that there is was distinct interdependence of the dynamics of Y
and Z coordinate changes (with almost mirror symmetry), a result which had not



Remote Sens. 2023, 15,1182

previously been investigated or published. The resultant positions of the coordinates
were created by deviations in the coordinates along the Y and Z axes; in the vertical
plane of space, the deviations of the coordinate X (horizontal plane) were mostly
uniform and independent of deviations along the Y and Z axes. The proposed model
showed the realized state of the statistical position equilibrium of the selected GNSS
stations, which were observed using RTE values. Although it is of regional character,
the model is suitable for application in larger areas with similar climatological profiles
and for users who do not require the achievement of a maximum level of geodetic
accuracy using Satellite-Based Augmentation Systems (SBAS) or other more advanced,
time-consuming, and equipment-consuming positioning techniques.

A series of scientific papers were published in this Special Issue that have made a sig-
nificant scientific contribution to its thematic domain (more detailed scientific contributions
are presented for each published article); however, there are many questions and unknowns
to be solved using appropriate scientific methods and research, for example, investigating
and establishing the regularity of the dynamics of changes in the user coordinates X, Y,
Z along the coordinate axes x,y,z as a function of the ionospheric delay of the satellite
signal, or the effects of the influence of volcanic eruptions on satellite determination of the
user’s position.

Just as science itself has no end or completion, the scientific research conducted in the
domain of this Special Issue is neither finished nor completed; however, it will continue
to be conducted in the future, with the aim of developing a deeper understanding of and
scientific explanations for a series of processes related to this topic.

Funding: This research was funded by the University of Rijeka grant number—uniri—ethnic—18-66
and by grant G2ZHOTSPOTS (PID2021-1221420B-100) from the MCIN /AEI/10.13039 /501100011033 /
FEDER, UE. This work represents a contribution to CSIC Thematic Interdisciplinary Platform
TELEDETEC.

Data Availability Statement: Data Availability are presented in each mentioned paper described in
this Editorial article.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Toman, L; Br¢i¢, D.; Kos, S. Contribution to the Research of the Effects of Etna Volcano Activity on the Features of the Ionospheric
Total Electron Content Behaviour. Remote Sens. 2021, 13, 1006. [CrossRef]

2. Wei, L.; Li, J.; Liu, L.; Huang, L.; Zheng, D.; Tian, X.; Huang, L.; Zhou, L.; Ren, C.; He, H. Lithosphere Ionosphere Coupling
Associated with Seismic Swarm in the Balkan Peninsula from ROB-TEC and GPS. Remote Sens. 2022, 14, 4759. [CrossRef]

3. Tsai, L.-C,; Su, S.-Y.; Ly, ].-X,; Bullett, T.; Liu, C.-H. Multi-Station and Multi-Instrument Observations of F-Region Irregularities in
the Taiwan-Philippines Sector. Renote Sens. 2022, 14, 2293. [CrossRef]

4. Wang, J.; Nie, G.; Gao, S.; Wu, S.; Li, H.; Ren, X. Landslide Deformation Prediction Based on a GNSS Time Series Analysis and
Recurrent Neural Network Model. Remote Sens. 2021, 13, 1055. [CrossRef]

5. Kovaf, P; Sommer, M. CubeSat Observation of the Radiation Field of the South Atlantic Anomaly. Remote Sens. 2021, 13, 1274.
[CrossRef]

6.  Miti¢, V,; Serpa, C.; 1li¢, L; Mohr, M.; Fecht, H.-]. Fractal Nature of Advanced Ni-Based Superalloys Solidified on Board the
International Space Station. Remote Sens. 2021, 13, 1724. [CrossRef]

7. Tu,].; Wei, H.; Zhang, R.; Yang, L.; Lv, J.; Li, X.; Nie, S.; Li, P.; Wang, Y.; Li, N. GNSS-IR Snow Depth Retrieval from Multi-GNSS
and Multi-Frequency Data. Remote Sens. 2021, 13, 4311. [CrossRef]

8. Specht, M. Determination of Navigation System Positioning Accuracy Using the Reliability Method Based on Real Measurements.
Remote Sens. 2021, 13, 4424. [CrossRef]

9. Osei-Poku, L.; Tang, L.; Chen, W.; Mingli, C. Evaluating Total Electron Content (TEC) Detrending Techniques in Determining
Ionospheric Disturbances during Lightning Events in A Low Latitude Region. Remote Sens. 2021, 13, 4753. [CrossRef]

10. Wan, X.; Zhong, J.; Xiong, C.; Wang, H.; Liu, Y.; Li, Q.; Kuai, J.; Cui, J. Seasonal and Interhemispheric Effects on the Diurnal
Evolution of EIA: Assessed by IGS TEC and IRI-2016 over Peruvian and Indian Sectors. Remote Sens. 2021, 14, 107. [CrossRef]

11. Jiang, Y.; Luo, H.; Xu, Q.; Lu, Z; Liao, L.; Li, H.; Hao, L. A Graph Convolutional Incorporating GRU Network for Landslide
Displacement Forecasting Based on Spatiotemporal Analysis of GNSS Observations. Remote Sens. 2022, 14, 1016. [CrossRef]

12.  Dao, T.; Harima, K.; Carter, B.; Currie, J.; McClusky, S.; Brown, R.; Rubinov, E.; Choy, S. Regional Ionospheric Corrections for

High Accuracy GNSS Positioning. Remote Sens. 2022, 14, 2463. [CrossRef]



Remote Sens. 2023, 15,1182

13.

14.

15.

16.

17.

Nie, S.; Wang, Y.; Tu, J.; Li, P; Xu, J.; Li, N.; Wang, M.; Huang, D.; Song, J. Retrieval of Soil Moisture Content Based on Multisatellite
Dual-Frequency Combination Multipath Errors. Remote Sens. 2022, 14, 3193. [CrossRef]

Osei-Poku, L.; Tang, L.; Chen, W.; Chen, M.; Acheampong, A.A. Comparative Study of Predominantly Daytime and Nighttime
Lightning Occurrences and Their Impact on Ionospheric Disturbances. Remote Sens. 2022, 14, 3209. [CrossRef]

Borowski, L.; Kudrys, J.; Kubicki, B.; Slamovd, M.; Maciuk, K. Phase Centre Corrections of GNSS Antennas and Their Consistency
with ATX Catalogues. Remote Sens. 2022, 14, 3226. [CrossRef]

Yang, E; Wang, ].; Wang, H.; Gong, X.; Wang, L.; Huang, B. Assessment of the Water Vapor Tomography Based on Four Navigation
Satellite Systems and Their Various Combinations. Remote Sens. 2022, 14, 3552. [CrossRef]

Bakota, M.; Kos, S.; Mrak, Z.; Br¢i¢, D. A New Approach for Improving GNSS Geodetic Position by Reducing Residual
Tropospheric Error (RTE) Based on Surface Meteorological Data. Remote Sens. 2022, 15, 162. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.



remote sensing

Article

A New Approach for Improving GNSS Geodetic Position by
Reducing Residual Tropospheric Error (RTE) Based on Surface
Meteorological Data

Mario Bakota !, Serdjo Kos 2, Zoran Mrak ? and David Bréié %*

Citation: Bakota, M.; Kos, S.; Mrak,
Z.; Brei¢, D. A New Approach for
Improving GNSS Geodetic Position
by Reducing Residual Tropospheric
Error (RTE) Based on Surface
Meteorological Data. Renote Sens.
2023, 15,162. https://doi.org/
10.3390/1s15010162

Academic Editor: Yunbin Yuan

Received: 1 December 2022
Revised: 16 December 2022
Accepted: 23 December 2022
Published: 27 December 2022

Copyright: © 2022 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1 Faculty of Maritime Studies, University of Split, Rudera Boskovica 37, 21000 Split, Croatia

2 Faculty of Maritime Studies, University of Rijeka, Studentska 2, 51000 Rijeka, Croatia
*  Correspondence: david.brcic@pfri.uniri.hr

Abstract: Positioning error components related to tropospheric and ionospheric delays are caused
by the atmosphere in positioning determined by global navigation satellite systems (GNSS). De-
pending on the user’s requirements, the position error caused by tropospheric influences, which
is commonly referred to as zenith tropospheric delay (ZTD), must be estimated during position
determination or determined later by external tropospheric corrections. In this study, a new approach
was adopted based on the reduction of residual tropospheric error (RTE), i.e., the unmodeled part
of the tropospheric error that remains included in the total geodetic position error, along with other
unmodeled systematic and random errors. The study was performed based on Global Navigation
Satellite System (GLONASS) positioning solutions and accompanying meteorological parameters
in a defined and harmonized temporal-spatial frame of three locations in the Republic of Croatia.
A multidisciplinary approach-based analysis from a navigational science aspect was applied. The
residual amount of satellite positioning signal tropospheric delay was quantitatively reduced by
employing statistical analysis methods. The result of statistical regression is a model which correlates
surface meteorological parameters with RTE. Considering the input data, the model has a regional
character, and it is based on the Saastamoinen model of zenith tropospheric delay. The verification
results show that the model reduces the RTE and thus increases the geodetic accuracy of the ob-
served GNSS stations (with horizontal components of position accuracy of up to 3.8% and vertical
components of position of up to 4.37%, respectively). To obtain these results, the Root Mean Square
Error (RMSE) was used as the fundamental parameter for position accuracy evaluation. Although
developed based on GLONASS data, the proposed model also shows a considerable degree of success
in the verification of geodetic positions based on Global Positioning System (GPS). The purpose
of the research, and one of its scientific contributions, is that the proposed method can be used to
quantitatively monitor the dynamics of changes in deviations of X, Y, and Z coordinate values along
coordinate axes. The results show that there is a distinct interdependence of the dynamics of Y and Z
coordinate changes (with almost mirror symmetry), which has not been investigated and published
so far. The resultant position of the coordinates is created by deviations of the coordinates along the
Y and Z axes—in the vertical plane of space, the deviations of the coordinate X (horizontal plane) are
mostly uniform and independent of deviations along the Y and Z axes. The proposed model shows
the realized state of the statistical position equilibrium of the selected GNSS stations which were
observed using RTE values. Although of regional character, the model is suitable for application in
larger areas with similar climatological profiles and for users who do not require a maximum level of
geodetic accuracy achieved by using Satellite-Based Augmentation Systems (SBAS) or other more
advanced, time-consuming, and equipment-consuming positioning techniques.

Keywords: GNSS; tropospheric error; surface meteorological data; statistical position equilibrium;
Saastamoinen model of zenith tropospheric delay
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1. Introduction and Background

A total satellite positioning error budget can be decomposed in satellite, receiver, and
propagation medium components. The latter refers to atmospheric layers that affect the
path of satellite navigation signals, namely the ionosphere and the troposphere. In addition,
other present errors with a measurable and significant impact on GNSS positioning include
signal multipath errors, receiver noise error, satellite and receiver clock errors, and satellite
orbital error [1-3].

Tropospheric error is caused by the propagation of a radio navigation signal through
the lowest layer of the atmosphere. In general, the troposphere is divided into two layers:
the wet (non-hydrostatic) layer (with a height of up to about 10 km above the Earth'’s surface)
and the dry (hydrostatic) layer (which is 10-40 km above the Earth’s surface) [4,5]. These
layers cause delays in satellite navigation signals. The troposphere is a non-dispersive
medium; therefore, the magnitude of this error component does not depend on signal
frequency and cannot be determined as is the case with ionospheric delay. Tropospheric
error (which is the reduction of radio navigation signal propagation speed and its deviation
from the geometric path and is also commonly called tropospheric delay) can be modeled
based on the fundamental meteorological parameters of the troposphere: temperature,
humidity, and atmospheric pressure [6-10]. Various models have been developed to
predict and reduce tropospheric delay with different scopes of application, including the
following: the Two-Quartic Hopfield model (n/a) ((n/a)—not specified or valid for any
elevation angle.) [11], the Saastamoinen model (10° and above) [12], the Modified Hopfield
model (n/a) [13], the Marini model (10° and above) [14], the Davis et al. model (CfA)
(5° and above) [15], the Ifadis model (2° and above) [16], and the Askne and Nordius
model (n/a) [17], etc. The above models allow the value of the tropospheric delay to
be estimated with varying degrees of accuracy depending on the input components of
the model (including dry, wet, or total delay and with or without mapping function);
therefore, they have different elevation angles of mapping function (given in the brackets).
Tropospheric delay caused by the wet component is a consequence of the presence of water
vapor in all its forms in the upper layer of the troposphere (up to 10 km). Tropospheric
delay is partly caused by non-hydrostatic causes; as such, the zenith wet delay (ZWD)
is much smaller in absolute terms (several millimeters) than the zenith hydrostatic delay
(ZHD—which reaches several tens of centimeters) [4]. The ZWD cannot be accurately
modeled using surface meteorological data due to the extreme space and time volatile
features of water vapor. With existing tropospheric models, the error caused by ZWD can be
reduced by up to 10-20% of its actual value [18]. The causes of the wet component are not
in hydrostatic equilibrium; therefore, models based on the partial pressure of water vapor
or relative surface humidity do not provide sufficient accuracy. They require empirical
constants that vary spatially and temporally [19], although approaches and models for
ZWD estimation are being developed based on surface meteorological parameters [20].

The causes of the hydrostatic component of the zenith delay (or atmospheric dry
gasses and the non-dipole component of water vapor refraction [18]) are in hydrostatic
equilibrium [19] and are therefore determined relatively simply and precisely using the
Saastamoinen model. Both components form the ZTD. Approaches of existing tropospheric
delay models for ZHD and ZWD differ, and certain models [21-26] of ZTD usually include
a non-hydrostatic zenith component which depends primarily on the temporal-spatial
distribution of water vapor and the height of the distribution, with the influence of water
vapor being the most important. Considering that the insufficient modeling capabilities of
the non-hydrostatic causes of tropospheric delay in the zenith direction limit the accuracy
of the mapping function for other signal elevation angles, the separation of the mapping
function from the zenith delay allowed the development of a number of new models of
mapping functions [27-32]. Such models can combine hydrostatic and non-hydrostatic
causes and can be combined with tropospheric delay in the zenith direction. This results
in hybrid models separated by hydrostatic and non-hydrostatic causes. In general, tropo-
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spheric errors in GNSS measurement range from 2-2.4 m in the zenith direction and 25 m
at horizontal elevation angles [33,34].

The new approach used in this study investigates the overall effect of tropospheric delay
on the accuracy of the GNSS geodetic position of the selected area. Several studies [10,35]
show the relationship between tropospheric delays based on radiosonde signal measure-
ments and deviations from position accuracy where the main effect was found to be the
atmospheric refraction expressed by the number of N units, which is a value that varies
greatly in time and space [36-38]. In this way, it is possible to combine the influence of
the tropospheric delays in radio signals (usually with peak values up to several tens of
millimeters) with the amounts of slant tropospheric errors in the GNSS system which can
reach several tens of meters.

A model of empirical character is proposed which combines the value of the non-
modeled geodetic position RTE GNSS with the meteorological surface parameters of the
observed positions. Rather than determining the appropriateness of a particular model
of tropospheric delay (either in the zenith or slant direction), the goal of the presented
research was to determine the existence of structural dynamics of deviations of x, y, and
z coordinates based on the observed GNSS stations in the function of reducing the non-
modeled tropospheric error based on relevant and real surface meteorological data.

The basis for determining tropospheric errors within GNSS position accuracy errors
was the Saastamoinen model. The proposed model, together with the previously modeled
part of the tropospheric error, reduces the tropospheric error of the GNSS position by
correlating the unmodeled portion of the tropospheric error with real meteorological
parameters, thereby increasing the overall geodetic accuracy of the determined position.

The following section presents the methodology used in the development of the pro-
posed model, including data collection, statistical regression, and the proposed model
validation. The obtained verification results for each location and time period are presented
in the third section. The performance of the proposed model and the periodicity charac-
teristics of RTE are presented and discussed in the fourth section, including its potential
suitability with GPS. Concluding remarks and possible directions for further research are
given in the final section.

2. Methodology

The development of the presented model is based on combined GLONASS positioning
solutions and meteorological data from GNSS reference stations in the mid-latitudes of
the Republic of Croatia. Positioning solutions were calculated based on position data in
the Receiver Independent Exchange (RINEX) 2.0 compressed format [39]. Initial theories
regarding the development of the model included the assumption that the propagation
medium error, the user segment, and the microenvironment errors have a constant time—
space character. Initial limitations of the proposed model include:

e The presented methodology implies the creation of the most mutual and frequent
alignment of positional and meteorological parameters, and thus the choice of used
regional GNSS stations is conditioned (the availability of regional meteorological
records is within a 10-min frequency).

e Inaccordance with the initial spatial limitation, the selection of available GNSS po-
sitional data measurements was limited to the GPS and GLONASS, and there was
no possibility of using records from other GNSS systems. As a full-fledged part of
the GNSS, GLONASS data were used due to their relative underrepresentation in
similar research.

e  The main goal of the research was to determine a possible statistically significant
correlation between realistic surface meteorological parameters and the geodetic
accuracy of GNSS position deviations. Therefore, the model was developed based
on positional and meteorological data with a geographical resolution of 3.7° x 2.9°
(geographical grid) which declared as of regional character.
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e  The format of the available GNSS data limited the possibilities of their processing.
Therefore, single-frequency (L1) positioning and the Klobuchar model for ionospheric
delay were used. Input clock parameters and ephemerides are contained in the
navigation message (including the broadcast ephemerides and clock parameters).
Processing of solid tides and multipath corrections was not accessible.

e Other more accurate positioning techniques, such as PPP (Precise Point Positioning)
or RTK (Real-time Kinematics), were not supported.

2.1. Time Frame of the Study

The time frame used for the creation and validation of the proposed model covers the
year 2019. The model verification was performed using data from 2014 and 2015. Data
from the same locations were analyzed since the model verification required the mutual
compatibility of meteorological and GLONASS data at all stages of the study.

2.2. Meteorological Data Collection

The set of meteorological input data was determined based on the relationship between
the propagation of radio signals through the neutral atmosphere and tropospheric dynamic
processes. Hydrostatic and non-hydrostatic causes of tropospheric delay were identified.
The independent input variables for the model were: pressure P (hPa), temperature T (°C),
precipitation water PWV (mm), precipitation Pr (mm), and relative humidity Rh (percent).
Meteorological data can be interpolated from existing numerical weather models (NWM),
which is acceptable for analyzing existing tropospheric models, but not for developing a
new model according to the selected regional model development. Therefore, in this study,
meteorological data collected using automatic meteorological instruments at selected GNSS
locations were used by the State Hydrometeorological Institute of the Republic of Croatia
(DHMZ) [40] as a source of meteorological data. The time resolution of the meteorological
data was 10 min.

Given the current limitations of available data sources, the study was based on the well-
known approach of determining the tropospheric error by determining pseudoranges [10].
The used data delimit the area from 42.60° to 46.38° North latitude and from 15.22° to 18.11°
East longitude with an altitude range from 64.3 m to 457.9 m above sea level (Figure 1).

Figure 1. The wide geographic area of selected GNSS measuring stations.
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The climatological profiles of the observed locations differ. According to the Kop-
pen climate classification, which is determined based on the average annual course of air
temperature and precipitation, Cakovec is classified as Cb (which is a moderately warm,
rainy climate with an average monthly temperature of the coldest month between —3 °C
and 18 °C) [41]. At the same time, the warmest month of the year has an average tem-
perature of less than 22 °C [40]. There are no particularly dry months in the year, and it
is the area with the least precipitation in the cold season. Cakovec has a humid climate
according to Thornthwaite’s climate classification which is based on the ratio of the amount
of water needed for potential evapotranspiration and expressed by the humidity coefficient
IP/E [41]. Zadar and Dubrovnik belong to areas with a temperate climate with long and hot
summers (Ca-mark according to the Koppen climate classification), while Zadar belongs
to an area with a subhumid (semi-humid) climate in terms of the humidity coefficient
IP/E [42]. Dubrovnik has a humid climate due to heavier precipitation. Water vapor and
precipitation amounts are the main meteorological input parameters for determining the
non-hydrostatic zenith component of the GNSS position. The above measurement locations
do not have significantly pronounced differences in their humidity coefficients; as such,
they represent a suitable choice for creating the proposed model, which is also applicable
to larger geographical areas with similar climate profiles.

2.3. Geographic GNSS Data Collection

The study was carried out based on data from locations equipped with GNSS stations
that provided predicted meteorological parameters with adequate time resolution. There-
fore, measuring stations in the Regional Reference Frame Sub-Commission for Europe
(EUREF) in Cakovec, Zadar, and Dubrovnik were selected. The basic stations’ data are
listed in Table 1 [43].

Table 1. General data from the EUREF measuring stations used (made by authors according to [43]).

ECEF (ETRS 89) Coordinates ! (m)

Station Log City Latitude @ (° N)  Longitude A (° E)  Elevation h (m)
X y z
CAKOO00 HRV Cakovec 46.387 16.439 222.1 4,227,250.7 1,247,280.6 4,595,193.3
DUB200 HRV Dubrovnik 42.650 18.110 457.9 4,465,932.8 1,460,581.6 4,299,308.5
ZADAO0 HRV Zadar 44113 15.227 64.3 4,425,737.1 1,204,734.5 4,417,173.4

1 Earth centered, earth fixed coordinate system (The European Terrestrial Reference System, 1989).

2.4. Model Development

The development of the model involves the harmonization of two parallel input
components: the value of the geodetic deviation of the user’s position caused by the tropo-
spheric error and the temporal-spatial harmonization of the corresponding meteorological
input data.

2.4.1. Determination of the Size of the Tropospheric Error

Basically, the determination of the tropospheric error by measuring the pseudorange
can be conducted in two ways:

(i) by determining and removing all systematic and random errors; and

(ii) by determining the deviation from the known position using a preselected tropo-
spheric model and estimating the deviation residuals as unknown parameters [25].

In the first method, the pseudorange is calculated according to the general formula [10]:

b= 0y + 60t + Oprel + 84 — &' + Iy + Ty + ¢y (1)

where R, is the pseudorange from position A to satellite 7; o'y is the geometric distance; ¢ is
I speed of light; I, T is ionospheric and tropospheric delay; cd4, ¢é' is the satellite orbit
and clock error; 0, is the multipath trajectories error; dp,,; is relativistic error; and ¢, is
the random error.
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The multipath error ép,,,; can be determined programmatically, usually based on the
receiver and antenna equipment manufacturer. Sources of ionospheric delay, relativistic
errors, satellite orbit errors, and clock errors are included in the navigation message or,
in the case of post-processing, from the appropriate ground truth data. In any case, it is
necessary to perform software processing to ensure appropriate data sources are used for
additional corrections. For additional verification, the values of the isolated and determined
tropospheric delays of a known position were compared with the values determined using
the radiosonde signals or another system [10].

The model development was based on the determination of the user’s position in
accordance with the selected modeling approach and its initial limitations. It was obtained
by determining the pseudoranges and isolating the accuracy deviation from the user’s
position caused by the tropospheric error within the total positioning error. A position
determined in this way can be defined in a simpler form as the difference between the
signal reception time which is determined based on its clock and time (determined by the
satellite clock), which can be represented with the following expression [4,44]:

pS =c(t; - F) 2)

where Prsi is the pseudorange of the i-th satellite; #, is the time of the signal reception

determined by the receiver clock (s); and F* is the time of signal transmission determined
by the satellite clock (s).

The misalignment of the satellite and receiver clocks (with input data contained in
the navigation message), the ionospheric, tropospheric, and measurement error, and the
expression (2) takes the form (3) by introducing the parameters of the geometric distance
between the antennas of the satellite and the receiver:

PS. = c((ty +dty (1)) — (15 +dTS(15))) + ep
=c(ty — 15) +c (dty(t) —dTS(t5)) +ep
- (pf + IS5, + TS + c(dty(t,) — dTS(£5)) + ep
=07 +c (dis(t;) —dT () + 17, + TP +ep

®)

where Irs’i is the geometric distance between the satellite and receiver antenna; dt,, dTs is
the receiver and satellite clock offset; Irs,i is the ionospheric error; T? is the tropospheric
error; and ¢p is the measurement error.

The conversion of the geodetic position into a data set in ECEF ETRS89 format with
values expressed in meters is expressed according to the following expressions:

el = f(2—f) )
a
V= e ©®)
Naerrey
(v+h) cos ¢y cos Ay
rp = | (v+h)cos¢,sinA, (6)

v(1—el?) sings

where A, is the geodetic longitude; ¢, is the geodetic latitude; & is the ellipsoidal height; a is
the semi-major axis of the reference Earth ellipsoid (6,378,137 m); el 2 is the first numerical
eccentricity of the ellipsoid; and f is the flattening coefficient of the reference Earth ellipsoid.

The Saastamoinen model of tropospheric zenith correction was used, and the present
parameters were transmitted in the navigation message as a common source of input
program corrections for all measuring stations and periods and for standardizing other
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program settings. The input program parameters for pressure, absolute temperature, and
partial pressure are determined by the expressions of the standard atmosphere model [44]:

5.2568
P = 1013.25- (1 - 2.2557-10*5;1) @)
T =15— 6510731 4 273.15 8)

B 1715 T — 4684\ hyy
¢=6.108 e"”( T 3845 ) 100 ©)

where P is the total air pressure (hPa); T is the temperature in degrees Kelvin; ¢ is the partial
atmospheric pressure (hPa); /1 is the geodetic altitude above sea level; and ,, is the relative
humidity. The applied Saastamoinen model uses a constant relative humidity value of 70%.

The tropospheric correction in this configuration was calculated using the following
algorithms [45,46]. For the mapping function in the selected program setting, the Niell
model is calculated according to the expression [47-49]:

m(e) = my(e){1+ cote:(Gycosz+ Ggsinz)} (10)

where ¢ is the signal elevation angle; z is the signal zenith angle; Gy is the tropospheric
gradient in the north direction; G is the tropospheric gradient in the east direction; and
1My, is the non-hydrostatic mapping function of the non-hydrostatic Niell (New) Mapping
Functions (NMF).

The total tropospheric delay was calculated according to the following expression:

diro = mg(e)dg + m(e) (dioy — dg) an

where dyy, is the total tropospheric delay; d7 is the hydrostatic component of zenith tro-
pospheric delay (in meters and determined by the Saastamoinen model); d, is the tropo-
spheric total zenithal retardation; and m, is the (NMF) hydrostatic mapping function. The
parameters of tropospheric gradients and total tropospheric delay in zenith direction were
estimated using the extended Kalman filter (EKF) [45]. The parameters for the correction
of the ionospheric delay (A—the numerical coefficient of the maximum total free electron
content in the ionospheric layer F2; F—the index of solar activity; and Ap—the daily in-
dex of geomagnetic activity) included in the GLONASS navigation message (broadcast
ionosphere model) [47] have the following form:

Pion = (0, 1, a2, &3, Bo, B1, B2, B3) " (12)

The determination of ionospheric delay I7" (m) was performed using Klobuchar’s
model due to single-frequency computing. Despite the efficiency of Klobuchar’s model,
more effective reducing of the ionospheric delay would be achieved using an iono-free
combination or dual-frequency receiver. However, considering the format of available
input data, a single-frequency receiver with the Klobuchar model was used. Input data
regarding clock parameters and ephemerides were sent in the navigation message (broadcast
ephemerides and clock parameters) and used in calculations in the following form [44,46,50]:

Pepn(ty) = (X, Y, 2, V2, Vy, V2, a4y, By, Gz, Tu, Yn) (13)

In addition, the initial software setup included a single positioning mode and a 3°
elevation mask value (due to the scope of applicability of the NMF mapping function)
to isolate the deviation in the geodetic accuracy of the user’s position caused by the
tropospheric error component.
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2.4.2. Statistical Analysis and Model Development

The remaining value of the tropospheric error was determined based on the difference
in the geodetic accuracy of the position determined both with and without tropospheric
correction (using the Saastamoinen model). It is important to emphasize that, in addition to
the tropospheric component, such determined deviations still contain several unmodeled
systematic and random errors, including the residual ionospheric error, the satellite position
and clock error, errors related to multipath, and solid tides. However, the only input
difference when comparing the accuracy of the geodetic position was the application of
the Saastamoinen model of tropospheric correction (as the other applied algorithms were
identical); therefore, the effect of the resulting final difference between the two models can
be deterministically attributed to the tropospheric component within the total geodetic
position error.

The difference in geodetic accuracy of the user’s position can be analyzed as a function
of the influence of the applied Saastamoinen model of tropospheric delay correction since
all other parameters were set identically in both cases. This provided the theoretical basis
for quantifying the effect of the Saastamoinen model on improving the geodetic accuracy
of the observed GNSS positions.

The resulting RTE value of the known position caused by the non-modeled part of
the tropospheric delay was subjected to a statistical regression procedure to determine
the correlation with real meteorological surface parameters. Statistical correlation with its
positive parameters are the basis for developing a mathematical model to reduce RTE as a
function of surface meteorological parameters (as independent input variables).

The stages in the creation of the proposed model are shown in Figure 2.

Meteorological
data 2019
T, P,PWV, Pr, Rh
TIMESPACE VALIDATION
- 2019
COMPLIANCE A XM
AYM
Model Development AZM
Matrix VERIFICATION
Residual 2014 - 2015
Tropospheric
Error 2019
(GLONASS data)

Figure 2. The proposed model development.

Meteorological independent input variables are as follows: T is the temperature (°C);
Pr is the precipitation (mm); R is the relative humidity (percentage); PWV is the precipita-
tion water (mm); P is the pressure (hPa); and AX,, AY), and AZy; are deviations along
the x, y, and z axes in the proposed model (m).

The proposed model contains a mathematical expression for each axis as the observed
deviation from the exact geodetic position followed the ECEF coordinate system. The
final form of the proposed model is shown as follows. The amounts of the coefficients of
the input predictors are the result of the regression analysis that describes the form and
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intensity of the mutual connection between the meteorological input predictors and the
output variable RTE. For the X axis, the model component AX), has the form:

AXp = V/—4.66541 — 0.01108R/ + 0.07062P + 0.11806Pr — 0.05187T + 0.1246PWV (14)

For the Y axis, the model component AY), has the form:

AYy = — <\/0.06656 — 0.00004R% — 0.00003P + 0.00041Pr 4- 0.000047T — 0.00345PWV> (15)
For the Z axis, the model component AZy; has the form:
B 1
7.17152 — 0.01049R;, — 0.00407P + 0.12603P, — 0.03837T + 0.01937PWV

The final form of the proposed model (Ps;) is based on an extension of the existing
Saastamoinen model and represents the sum of the corrections made by the Saastamoinen
model and the proposed model for each axis:

AZpy = (16)

AXy
Psi = Mg+ 4 AYy 17)
AZy

where Mg is the correction value realized by the Saastamoinen model (in m).

2.4.3. Validation of the Proposed Model

Validation was performed using the cross-validation method with a 50:50 train-test
ratio. Common statistical indicators of significance of the model components for a single
coordinate axis include p value, multiple correlation coefficients, multiple determination,
and adjusted determination coefficient. The results are shown in Table 2.

Table 2. Statistical indicators of the proposed model validation.

Multiple Multiple Ad]u's ted'
. S Determination p-Value
Correlation Determination ..
Coefficient
X axis 0.115 0.013 0.013 0.00037
Y axis 0.034 0.001 0.001 0.00273
Z axis 0.092 0.008 0.008 0.00019

The obtained results show statistically significant correlations (upper limit p = 0.05),
i.e., there is a statistically significant correlation between the independent input variables
(the meteorological parameters) and the dependent output variable (RTE) for each coor-
dinate axis, expressed by the Equations (14)—(16). The obtained correlation coefficients
show: (i) the presence of a statistically significant correlation between the input predictors
and the dependent variable in all components of the proposed model; (ii) a statistically
significant prediction of the criterion variable by the input predictors in all components of
the proposed model; and (iii) a statistically significant relationship between the obtained
correlation, the number of samples (the input records), and the number of input variables
(the predictors) of all components of the proposed model. Although the existence of a
statistically significant connection between the input predictors and the output RTE vari-
able is shown, the realized adjusted determination coefficients show different connection
intensities, which is evident considering the associated low values of the coefficients of the
input predictors in the model component for the y axis.

3. Results and Findings

The verification of the proposed model was performed using independent input
data and meteorological data from the same locations for the period of 2014-2015. The
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coordinates of the geodetic positions for the period of 20142015 were calculated in an
identical way and with the same input algorithms as the geodetic positions for 2019. The
proposed model was created on this basis. The fundamental parameter that highlights the
success of the proposed model is the reduction of the RMSE deviation of the positional
accuracy compared to the positional accuracy achieved exclusively by the Saastamoinen
model. The verification process was performed separately for each location and period.
The movement of the coordinates along the coordinate axes in the horizontal and vertical
planes and the inversion of the deviation of individual coordinates were observed using
the proposed validated and verified empirical model; for example, y and z are complexly
and graphically shown on a series of diagrams provided in Appendix A of the paper.

3.1. Verification for Cakovec Location

The correction values generated by the proposed model are shown in Table 3.

Table 3. Values of RTE corrections by the proposed model for Cakovec GNSS location (in m).

City Year Range X y z
Max 1.69 ~0.13 —031
5 2014 Min —0.64 —0.17 —071
Cakovec 2015 Max 1.61 —0.12 ~0.35
Min ~0.85 —0.18 ~0.75

The proposed model generates negative RTE correction values for coordinate axes y
and z for 2014 and 2015. For the x axis, corrections were made in the range of —0.65 m to
1.69 m (for both years). The absolute amounts of the corrections range from 0.04 m (y-axis
in 2014) to 2.46 m (x-axis in 2015).

The values of the RMSE, the standard deviation (STD), and the associated statistical
parameters for the Cakovec GNSS position are shown in Table 4.

Table 4. Comparison of RMSE, STD, range, and median values for the Cakovec GNSS location
obtained using the Saastamoinen model and the proposed model (in m).

Saastamoinen Model Proposed Model
2014 X y z X y z
Max 27.731 15.087 26.671 27.110 15.257 27.168
Min —21.003 —17.843 —20.919 —21.186 —17.690 —20.328
RMSE 3.666 2.246 4.676 3.565 2.245 4518
STD 3.593 2.244 4.400 3.553 2.244 4.396
Median 0.753 —0.113 —1.517 0.355 0.045 -0.969
2015 X y z X y z
Max 23.429 12.394 20.610 22.653 12.549 21.036
Min —15.533 —15.782 —23.515 —15.842 —15.621 —22.958
RMSE 3.681 2.355 4.111 3.539 2.362 4.036
STD 3.464 2.355 4.027 3.436 2.355 4.025
Median 1.318 —0.024 —0.815 0.925 0.136 —0.280

Application of the proposed model shows that values of the minimum and maximum
deviations do not change significantly with ranges remaining approximately within the
usual scale. There was a noticeable tendency for one deviation value to decrease while the
opposite value increased and their absolute range values remained the same. Moreover,
both minimum and maximum deviation values of the z axis decreased in the proposed
model for the observed year of 2014.

The 2014 results showed a simultaneous improvement in the accuracy of the position
RMSE value, which is the basic parameter for the success of the proposed model. Improve-
ments in accuracy were obtained for the x-axis (10.04 cm/2.73%), y-axis (0.09 cm/0.04%),
and z-axis (15.85 cm/3.38%). At the same time, the parameter STD improved for the x- and
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z-axis, and the value STD decreased for the y-axis (—0.03 cm/—0.01%). An improvement
of the measurement frequency distribution was also observed. In 2014, the median value
obtained with the proposed model for all axes decreased and approached the initial value
of the deviation (zero), and in 2015, an improvement of the median value of the x- and
z-axes and a deterioration of the y-axis was observed. An improvement in position accu-
racy was seen when comparing the RMSE values over the indicated period. For 2015, the
proposed model simultaneously improved the x-axis position accuracy (14.26 cm/3.87%)
and the z-axis accuracy (7.56 cm/1.84%), but it simultaneously worsened the y-axis position
accuracy (—0.75 cm/—0.32%). It is clear that an overall improvement in position accuracy
was achieved when observing the ratio of improvement and the deterioration of the overall
position accuracy at the same time.

3.2. Verification for Zadar Location
The correction values generated by the proposed model are shown in Table 5.

Table 5. Values of RTE corrections based on the proposed model for Zadar GNSS location (in m).

City Year Range X y z
Max —0.67 —0.17 ~0.80
. 2014 Min 0.90 —0.12 ~029
Zadar sots Max —085 ~0.18 ~0.86
Min 0.88 —0.11 ~028

It can also be seen that the values of generated RTE corrections for the GNSS station in
Zadar were negative for the y and z axes in the observed period and ranged from —0.85 m
to 0.9 m for the x axis. The absolute corrections’ values ranged from 0.055 m (y-axis in 2014)
to 1.74 m (x-axis in 2015). The statistical parameters RMSE, STD, range, and median for the
Zadar GNNSS position are shown in Table 6.

Table 6. Comparison of the achieved values of RMSE, STD, minimum, maximum, and median values
for the Zadar GNSS position obtained using the Saastamoinen model and the proposed model (in m).

Saastamoinen Model Proposed Model
2014 X y z X y z
Max 24.007 14.924 43.551 23.987 15.070 43.995
Min —68.814 —28.262 —69.978 —69.145 —28.093 —69.437
RMSE 4.266 2.565 5.235 4.233 2.556 5.008
STD 4.257 2.554 4.737 4.232 2.554 4.737
Median 0.284 —0.279 —2.129 0.076 —0.124 —1.520
2015 X y z X y z
Max 31.536 16.820 25.550 31.410 16.971 25.978
Min —50.777 —20.134 —37.990 —50.937 —19.988 —37.365
RMSE 4.312 2.505 4.147 4.233 2.521 4.133
STD 3.836 2.498 4.130 3.809 2.498 4.127
Median 2.051 0.105 —0.372 1.859 0.260 0.219

Comparison of the parameters showed that the proposed model did not have a signifi-
cant effect on the reduction of the final values of the accuracy deviations, and the range of
the minimum and maximum values remained approximately the same. However, there was
a significant change in the grouping values of the measurement frequencies for 2014 in all
coordinate axes. For 2015, a positive shift of the median was obtained for the x and z axes,
and an additional deviation from the zero value was registered for the y axis (0.26 m versus
0.10 m). The 2014 results showed an improvement in the accuracy of the RMSE value of the
position at the same time for all axes. Accuracy improvements were obtained for the x-axis
(3.33 cm/0.78%), the y-axis (0.9 cm/0.37%), and the z-axis (22.71 cm/4.33%). The parameter
STD improved for the x-axis, and the value STD decreased for the y-axis (—0.03 cm/—0.01%)
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and the z-axis (—0.006 cm/—0.001%). For 2015, the results of the predictive model showed
the RMSE values of the x-axis (11.21 cm/2.6%) and the z-axis (1.45 cm/0.35%), while the
y-axis had a decrease in the RMSE value (—1.65 cm/—0.65%). The same tendency was seen
in the parameter STD: the x-axis and z-axis obtained improvements, and a deterioration of
the y-axis STD value (—0.03cm/ —0.01%) was recorded.

3.3. Verification for Dubrovnik Location

The correction values generated by the proposed model for the Dubrovnik GNSS
location are shown in Table 7.

Table 7. Values of the RTE corrections based on the proposed model for the Dubrovnik GNSS
location (in m).

City Year Range X y z
Max 1.69 —0.13 —0.36
Dubrovnik 2014 Min —0.65 ~0.18 —071
HbroviL 2015 Max 0.80 —0.11 —0.29
Min —0.96 —0.18 —0.82

The values shown indicated that the model generated negative correction amounts of
RTE for the y- and z-axes over the observed two-year period and values within the limits
of —0.96 m to 1.69 m for the x-axis. The values of the absolute correction amounts ranged
from 0.047 m (y-axis in 2014) to 2.33 m (x-axis in 2014). The values of the RMSE, standard
deviation (STD) and associated statistical parameters for Dubrovnik GNSS position are
shown in Table 8.

Table 8. Comparison of the realized values of RMSE, STD, range, and medians for the Dubrovnik
GNNSS position obtained using the Saastamoinen model and the proposed model (in m).

Saastamoinen Model Proposed Model
2014 X y z X y z
Max 56.471 43.660 66.975 56.238 43.820 67.519
Min —40.470 —34.888 —49.833 —41.077 —34.733 —49.264
RMSE 4.519 2.736 5.457 4.532 2.711 5218
STD 4514 2.687 4.796 4.497 2.687 4.798
Median —0.176 —0.455 —2.424 —0.542 —0.297 1.867
2015 X y z X y z
Max 47.847 13.006 24.051 47.525 13.184 24.494
Min —28.606 —21.630 —21.456 —29.167 —21.458 —20.922
RMSE 4313 2.602 4.337 4.291 2.598 4.226
STD 4.180 2.598 4.185 4175 2.598 4.186
Median 1.134 —0.120 1.096 1.047 0.038 —0.538

Analysis of the presented accuracy parameters showed that the proposed model
contributed to a deterioration of the RMSE value in 2014 for the x-axis (—1.35 cm/—0.3%),
while it improved the accuracy of the other two axes, especially the z-axis (23.87 cm/4.37%),
and also the y-axis (2.5 cm/0.92%). As for the two previously observed positions, there was
no significant change in the value for the deviations range. An improvement in accuracy
was observed for the median parameter in 2014 in the y and z axes, and an increase in
the deviation was recorded for the x axis (from -0.17 m to 0.54 m). The parameter STD
improved in the x-axis (1.78 cm/0.39%) and worsened in the y-axis (—0.004 cm/—0.001%)
and z-axis (—0.12 cm/—0.02%).

For 2015, the proposed model improved the accuracy (parameter RMSE) of the x-axis
(2.2.em/0.57%), y-axis (0.3 cm/0.13%), and z-axis (11.15 cm /2.52%). The value of STD also
improved for the x-axis, while it decreased for the y-axis (—0.03 cm/—0.01%) and the z-axis
(—0.14 cm/ —0.03%). At the same time, there were shifts in the median value toward the
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central value for all axes, with shifts on the y-axis (from —1.679 to 0.03 m) and the z-axis
(from —3.84 to 0.53 m).

4. Discussion

Summary results of the verification procedure for the observed locations are presented
in Table 9. The table contains data obtained by comparing the RMSE and STD parameters
of the position accuracy obtained using the Saastamoinen model and the proposed model
for all observed locations within the observed time frame.

Table 9. Total results of RMSE and STD values achieved using the proposed model.

G RMSE & STD x y z
ity & Year
Tendency [%] [em] [%] [em] [%] [em]
R} RMSE —2.739 ~10.043 —0.042 —0.094 3389 _15.851
Cakovec, 2014 STD ~1.118 —4.020 0014 0.033 —0.075 —0331
§ RMSE —3.875 _14.267 0322 0.758 —1.840 7569
Cakovec, 2015 STD —0.827 —2.867 0.007 0.016 —0.047 ~0.192
o 2014 RMSE —0.781 ~3335 —0374 ~0.962 —4338 20717
, STD —0572 —2.438 0012 0.031 0.001 0.006
Jdar. 2015 RMSE ~2.600 _11.214 0.659 1.652 0355 —1475
’ STD —0.725 2783 0013 0.033 ~0.055 ~0.229
Dubrovnik 2014 RMSE 0.300 1.356 ~0920 2518 —4374 23873
, STD ~0395 ~1.783 0.001 0.004 0.026 0.127
Dubrovaik. 2015 RMSE —0517 2032 0132 —0343 257 —11.156
’ STD ~0.119 ~0.500 0.014 0.036 0.0346 0.144

Positive values represented an increase in RMSE and STD values, i.e., a decrease in
position accuracy, while negative values represented a decrease in the aforementioned
statistical parameters, i.e., an increase in geodetic position accuracy. The graphical results
of the performance of the proposed model are shown in Figures 3 and 4 where the curve
represents the relative value (in percentages) and the columns represent the absolute
amount (in cm).

1.0 20

05 0.0

0.0 1 -2.0

-05 -4.0
- -6.0
-15 B
Jo -10.0
-120
=45 - 140
=30 / -16.0
-35 -18.0
=40 -20.0
-45 -220
-50 -24.0

(%) CK '14 CK"15 7D '14 ZD"15 DU '14 DU '15
(em)

Xaxis B Y axis ®m Z axis Xaxis -+ Yaxis —— Zaxis

Figure 3. Movement of RMSE deviation values using the proposed model from the exact geodetic
position of the observed locations expressed in absolute (right y-axis) and relative (left y-axis) values.
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Figure 4. Movement of the parameter STD using the proposed model of observed locations expressed
in absolute (right y-axis) and relative (left y-axis) values.

The presented results of RMSE as the main performance parameter showed that the
proposed model improved the overall geodetic accuracy of the observed positions. The
x-axis position deviations decreased for five measurements, while the deviations in the
y-axis and especially in the z-axis decreased simultaneously (Dubrovnik, 2014).

The model for the y-axis achieved a decrease in the deviation in four measure-
ments, while where there was an increase in the deviation in the remaining measurements
(Cakovec, 2014 and Zadar, 2015), and there improvement in the accuracy of the position
along the second horizontal x-axis was achieved in addition to the improvement achieved
along the vertical z-axis.

The results of the obtained STD values as measures of the variability of the obtained
results were half-hearted (partial). Improvement was obtained in nine measurements and
worse results were obtained in the other nine measurements, as shown in Figure 4. It is
important to point out that the absolute amounts of the obtained worse results were within
the limits of 0.0014 cm to 0.1448 cm, although they were nominally worse than the STD
value obtained using the Saastamoinen model. Considering the mentioned amounts, the
obtained worse results can be ignored in further interpretation of the results and evaluation
of the study’s success.

4.1. Model Suitability for Application within the GPS

The proposed model shows a certain degree of success in the application within the
GPS, although it was developed on the basis of GLONASS position records. The results
showing the movement of the RMS parameter are shown in Figure 5.

The proposed model generally increases geodetic accuracy throughout the verification
period. The RMS value of the x-axis deviation for all cities in the entire verification period
reduced with absolute reduction amounts ranging from 3.29 cm to 32.26 cm (1.32-11.08%).
At the same time, the geodetic accuracy decreased along the y-axis for the absolute values
from 1.64 cm to 4.77 cm (1.09% to 5.54%). In the z axis, the model showed a variable
result: it achieved an improvement in four of the six measurements (in absolute amounts
from 0.65 cm to 2.49 cm, i.e., 0.34% to 1.23%). In the remaining two measurements, the
proposed model degraded geodetic accuracy (varying from 3.55 cm to 16.32 cm, i.e., 1.78%
to 7.95%). Differences in the model’s ability to reduce the residual tropospheric delay
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of the satellite signal when compared to GPS are due to a number of reasons, including
the different spatial constellation of systems, differences in modulations of the satellite
navigation signals, etc. For adequate results within the GPS, a regression analysis should
be performed as a function of the interdependence of meteorological input predictors and
RTE output variables based on GPS positional data, which further observes and analyzes
the dynamics and variations of RTE movements.

8.0
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Figure 5. Movement of the RMSE deviation value using the proposed model from the exact geode-
tic position of the observed locations obtained using a GPS system and expressed in absolute
(right y-axis) and relative (left y-axis) values.

As expected, the results do not achieve an improvement as with the GLONASS system.
Given the time and space limitations of the research, GLONASS was chosen as an affirmed
part of the GNSS system since the main goal of the research was the development and
adoption of a methodology based on statistical analysis. However, the verification of the
proposed model using GPS data showed the potential of the adopted approach and the
possibility of further development based on the input of multi-GNSS positioning data for a
wider GNSS application.

4.2. Periodic Effect of the Proposed Model on the Positioning Accuracy

The proposed model showed the possibility of a quantitative influence on the re-
duction of the tropospheric error which increases the accuracy of GLONASS positions.
The tropospheric error is a stochastic phenomenon due to natural causes; however, the
conducted research proves the possibility of developing a statistically significant correlation
between tropospheric dynamics (expressed as a set of meteorological parameters) and the
improvement of GNSS position accuracy. The regularity of the movement of the absolute
differences of the values of RTE according to the proposed and Saastamoinen models
can be observed; thus, indirectly, the movement of the geodetic accuracy achieved via
the GLONASS system can also be observed. The annual motions shown in Figures 6-8
(see Appendix A for additional Figures A1-A7) show the annual oscillation for each posi-
tion axis. The value for the x-axis is shown in the upper part of the graph, while the middle
part of the graph shows the values for the z-axis, and the lower part of the graph shows the
realized values for the z-axis. The property of periodicity of the motion manifests itself at
smaller temporal resolutions—for example, at quarterly or monthly time frames—regardless
of the selected GNSS position (see Appendix A: GNSS Position Zadar 2015).
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Figure 6. Movement of the absolute difference of the parameter RTE at the GNSS position Cakovec
in 2014.
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Figure 8. Movement of the absolute difference of the parameter RTE at the GNSS position Dubrovnik
in 2014.

The annual trends in the difference of shown absolute RTE deviations clearly indicate
the seasonal nature of the tropospheric error. On the x-axis, the difference in absolute RTE
deviations typically reaches a maximum in the winter months, although the upper values
of the deviations may also occur in the later periods of spring or autumn, i.e., in summer in
the case of climatological deviations for the mentioned seasons.

The same pattern of correlation of the differences in absolute deviations from RTE
along the y and z axes is evident in the other two observed GNSS positions. There are
differences in the absolute values (amounts) of the RTE deviation difference, but there are
no differences in the general distribution of the measured RTE deviation difference.

4.3. Observations on the Specifics of the Conducted Research

The dynamic specificities of the presented relationship between the positioning accu-
racy and the absolute values of the RTE difference are shown in the vertical level in the
direction of the z-axis (regarding the relationship with the zenith angle of the incoming ra-
dio navigation signal) and in the horizontal plane in the direction of the y-axis. The vertical
plane is defined by the y- and z-axes; therefore, improvement in the positional accuracy
is expressed in such a way that the increase in deviation along the y-axis is followed by a
decrease in deviation along the z-axis and vice versa. At the horizontal level, the deviation
along the x-axis is somewhat proportionally related to the value achieved along the y-axis.
Simultaneous deviations along the y- and z-axis show the mutual relationship achieved at
the vertical level which they jointly define in the observed space as the starting point.

It is possible to define the RTE vector using the origin in the center O of the coordinate
space (Oxyz) based on analytical interpretation of the accuracy dynamics of GNSS positions
(observed based on the movement of the difference of the absolute values of RTE realized by
the Saastamoinen model and the proposed model where the reduction of the parameter RTE
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improves the geodetic accuracy of the GNSS position). The motion of the RTE vector within
the stationary Oxyz system describes the translational motion of the RTE parameter/point
within the available (six) degrees of freedom. The proposed model shows improvement of
the RTE parameter within the observed Oxyz system of taking the position (or the reduction
of the RTE parameter) independent of time where the specified property of the Oxyz system
is also independent of time [51]. Therefore, it is justified to conclude that the observed GNSS
system has reached a state of statistical position equilibrium. The original assumption was
that a decrease in the RTE parameter leads to a decrease in the tropospheric error which
increases the geodetic accuracy of the position. The observed GNSS GLONASS system also
reaches this state due to the realized movement of the RTE parameter.

5. Conclusions

The proposed model showed its success by reducing deviations from exact GNSS
geodetic positions by acting on the non-modeled part of the tropospheric error. The basis of
the proposed model was the existing Saastamoinen model, and correction values (obtained
using the proposed model) for each axis should have been added to this model. The
proposed model needs meteorological input parameters which can be interpolated from a
given standard weather model depending on availability; alternatively, standard predicted
input values can be used (as is the case of the absence of meteorological parameters in the
Saastamoinen model).

The proposed model was verified at the same GNSS stations within a two-year period.
The proposed model showed an improvement in position accuracy achieved by reducing
the residual tropospheric error when compared to the Saastamoinen model. The model
did not achieve a simultaneous improvement in all axes for all locations during the entire
verification period, but it demonstrated superiority over the Saastamoinen model. Im-
provements in the horizontal axes of the position up to a maximum of 3.87% were achieved
(14.26 cm), while the accuracy of the second horizontal axis reduced by 0.65% (1.65 cm) for
two measurements. At the same time, the accuracy of the height component of the position
improved in all measurements to a maximum of 4.37% (23.87 cm).

The proposed model must be used programmatically (software) as a complement to the
Saastamoinen model, although there are certain limitations in terms of the geographical area
of application, i.e., the possibility of application in areas with similar climate profiles. At
the same time, the optimal application areas of the proposed model are found in stationary
and dynamic systems to determine the position of the user in real time with lower accuracy.
Therefore, it is clear that the model can be used within the existing application areas of the
Saastamoinen model with all existing limitations and advantages.

An additional result of the applied methodology and the use of the RTE parameter
is the statistical position equilibrium of the observed GNSS GLONASS positions defined
by the oscillation around the central position values within the Oxyz-space. The model
was developed based on GLONASS position data; however, it also shows a certain level
of success in the verification of geodetic positions based on GPS position. The possible
continuation of this research includes applying this suggested approach to developing a
model based on multi-GNSS positioning data and verifying its effectiveness with other
available GNSS systems. Future research of this type will be focused on determining the
positional statistical balance of the X, Y, and Z coordinates along the X, y, and z coordinate
axes as a function of various satellite navigation arguments.
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DHMZ Croatian Meteorological and Hydrological Service
ECEF Earth Centered, Earth Fixed

EKF Extended Kalman Filter

EUREF Regional Reference Frame Sub-Commission for Europe
GLONASS  Global Navigation Satellite System
GNSS Global Navigation Satellite System
GPS Global Positioning System

NMF (New) Mapping Functions

NWM Numerical Weather Models

PPP Precise Point Positioning

PWV Precipitable Water Vapor

RINEX Receiver Independent Exchange
RMSE Root Mean Square Error

RTE Residual Tropospheric Error

RTK Real-time Kinematics

SBAS Satellite-based Augmentation Systems
STD Standard Deviation

ZHD Zenith Hydrostatic Delay

ZTD Zenith Tropospheric Delay

ZWD Zenith Wet Delay
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Figure A1. Movement of the absolute difference of the RTE GNSS Cakovec position parameter

in 2015.
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Abstract: With the gradual improvement of Galileo and the opening of BDS-3 services, water vapor
tomography based on multi-GNSS can be effectively carried out to reconstruct three-dimensional
water vapor distribution. In this paper, experiments in Hong Kong were conducted to analyze
and assess the performances of GPS, BDS, GLONASS, and Galileo and their combinations in water
vapor tomography. Numerical results show that the number of available signal rays varies widely
in the four satellite systems, and the value can be increased by the combination of satellite systems;
the combinations also increase the number of voxels crossed by signal rays, but this value is not
directly related to the number of available signal rays; the number and distribution of the voxels with
sufficient signal rays, which most closely related to the structure of the tomographic model, show no
obvious differences in the four satellite systems and their combinations. Comparative results of slant
water vapor (SWV) estimated by GNSS data and water vapor density derived from radiosonde data
reveal that the differences in the water vapor tomography of the four satellite systems are small, and
their combinations have limited improvement in the tomographic results.

Keywords: GNSS meteorology; water vapor; tomography; multi-GNSS

1. Introduction

Since the concept of GNSS meteorology was first proposed by Bevis et al., the water
vapor information derived from GNSS has drawn increasing attention in the meteorological
and GNSS communities [1]. The precipitable water vapor (PWV), which refers to the height
of an equivalent column of water vapor [2], has been widely validated to achieve mm-level
accuracy based on the conversion of GNSS zenith tropospheric delay [3]. Further, the
three-dimensional water vapor information can also be inversed by using GPS signals as
scanning rays in the research area, which is called water vapor tomography.

Braun et al. first proposed the concept of GPS water vapor tomography [4] and
Flores et al. first realized it using the data from the Kilauea network in Hawaii [5]. The
research region, covered by ground GPS receivers, is discretized into finite voxels according
to its latitude, longitude, and altitude, and the unknown estimated parameter of the voxels
are assumed to be constant during a given period. The GPS-derived slant water vapor is
regarded as the observations for water vapor tomography.

In modeling the GPS water vapor tomography; it is found that the geometric distribu-
tion of the observed signals is an inverted cone due to the fixed structure of GPS sites and
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satellites [6]. The direct effect caused by this phenomenon is the presence of tomographic
voxels without signal rays passing through, especially at the lower and edge layer of the
area of interest. It also makes many voxels be penetrated by only a very small number of
signals. From the perspective of the water vapor tomography model, it often leads to a
large number of zero elements appearing in the coefficient matrix, which becomes a sparse
matrix [7]. This is the fundamental cause of the ill-posed problem in GPS water vapor
tomography, which seriously restricts its stable and high-accuracy solution. Obviously,
enriching the observation equation of the GPS water vapor tomography is an effective
way to overcome the above problem by introducing various observation information, and
related research has been carried out.

Based on voxel horizontal boundary selection and non-uniform symmetrical division,
Chen et al. and Yao et al. proposed an optimized approach of horizontal voxel division to
introduce more signal rays penetrated from the top layer into the observation equation [8,9].
The similar effect can be obtained by the method of constructing the tomographic buffer
area carried out by Trzcina et al. and Sa et al. [10,11]. These methods are limited to specific
tomographic regions and certain experimental periods. Adavi et al. explored how to use
the constructed virtual reference sites to augment location-specific GPS observations [12].
The virtual signals were also introduced to the tomography model using the calculated
mapping function and ZWD/PWYV of corresponding site and the elevation and azimuth
of specified virtual satellite [6,13]. Studies have shown that it is a feasible method to
incorporate the GPS signal rays passed through form the side face into the tomography
model; for example, Zhao et al. constructed the unit scale factor for these signals using the
radiosonde and reanalysis data [14], Zhang et al. and Hu et al. established the height factor
models adapted to these signals from side face [15,16]. In addition, Zhao et al. tried to
extend the observations of GPS sites outside the tomographic region into the tomography
model based on the GPT2w and TMF models [17,18]. The above methods all rely on
external data or models and tend to introduce new error for the observation information.
On the other hand, some have attempted to add multi-source observation information from
various sensors into the GPS tomography model, such as the COSMIC occultation data [19],
the GNSS-R data [20], the InNSAR data [21,22], WRF output data [23], LEO constellation-
augmented data [24], PWV data derived from FY-3, and MODIS [25,26]. However, the
spatiotemporal resolution, availability, and consistency with the tomographic region are the
factors that seriously restrict the fusion of the above observations into the tomography model.

It is more reasonable and convenient to construct the GNSS water vapor tomography
model together with the observations from GPS and the other three satellite navigation
systems. Bender et al. simulated GPS, GLONASS, and Galileo data and introduced the
method for obtaining three-dimensional water vapor information by tomography technique
in multi-satellite systems [27]. Wang et al. compared the tomographic accuracy of BDS
and GPS based on simulated data, and showed that the result using 9 satellites of BDS is
basically comparable to that of GPS [28]. Xia et al. and Benevides et al. carried out the water
vapor tomography experiments of GPS combined with GLONASS and GPS combined with
Galileo in Hongkong and Lisbon regions, respectively [29,30]. Dong et al. and Zhao et al.
utilized the measured data derived from different numbers of BDS2 satellites and combined
it with GPS and GLONASS data to construct the tomography model in Wuhan and Guiyang,
respectively [31,32]. With the gradual improvement of Galileo and the opening of BDS-3
services, the above experiments based on simulated data or incomplete satellite data cannot
fully reflect the current status of water vapor tomography based on multi-GNSS. Therefore,
this paper aims to explore the differences between the four satellite navigation systems
and their combination in water vapor tomography, including the modeling process and the
reconstructed results.
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2. Materials and Methods

The observations in GNSS water vapor tomography are the slant water vapor (SWV)
which can be converted from slant wet delay (SWD) as follows [33]:

10°
SWV = - x SWD )
pu X R (F o — e x k)

where oy, refers to the liquid water density with the unit of g-m~3; R = 8314 Pa-m® K~ -kmol
denotes the universal gas constant; 11, and m,; represent the molar mass of water and
the dry atmosphere and their values are 18.02 kg-kmol ! and 28.96 kg-kmol?, respec-
tively; T, is the weighted mean temperature, which can be calculated by using surface
temperature [34,35]; k1, k, and k3 are the empirical physical constants, which are equal to
77.60 K-hPa~!, 70.4 K-hPa~!, and 3.739 x 10° K-hPa™ !, respectively [36]. After mapping
the zenith wet delay (ZWD) and the wet delay gradients into the elevation direction, the
SWD can be obtained as follows [37]:

SWD = my/(ele) x ZWD o)

+ 1y (ele) x cot(ele) x (GYg % cos(azi) + Gl x sin(azi))
where 11, indicates the wet mapping function and the global mapping function (GMF) was
used in this paper; ele and azi denote the satellite elevation and azimuth angles, respectively.
Givp and GYg represent the wet delay gradient parameters in the east-west and north-south
directions, respectively. Affected by water vapor along the signal ray, ZWD is the wet
component of zenith total delay (ZTD) which is the primary parameter retrieved from GNSS
observation. To obtain ZWD, the zenith hydrostatic delay (ZHD) should be subtracted
from ZTD [38]. In this paper, the Saastamoinen model is used to calculate the accurate
ZHD using the pressure measurements as follows [39]:

0.002277 x Ps

ZHD = 33,00266 x cos(2¢) — 0.00028 x H

®)

where ¢ and H denote the latitude and geodetic height of the GNSS site, respectively. Ps is
the measured surface pressure.

In the water vapor tomography, the SWV value is also an integral expression of
water vapor along the slant path from the ground receiver and GNSS satellite, given by
the following:

SWV = 10°°. / o(s)ds )

where p(s) in g-m~2 denotes the water vapor density and ds refers to the path traveled
by a satellite signal ray. After discretizing the tomographic region into finite voxels, the
observation equation of GNSS water vapor tomography can be established based on the
distances of GNSS signal rays crossing the divided voxel and the unknown estimated water
vapor density with each voxel. It can be expressed as follows:

n
SWV = Z d,~xi (5)
i=1

where 1 represents the total number of divided voxels in the research region. d; denotes
the distance of signal rays inside voxel i, which can be calculated by using the coordinates
of GNSS sites and satellites. x; refers to the water vapor density of voxel i, which is the
unknown estimated parameter.

In water vapor tomography, two types of constraints are widely used in tomographic
modeling along with the observation equation, one is the horizontal constraint and the other
is vertical constraint, since a spatial relation exists between water vapor in a specific voxel
and its surrounding ones. For the horizontal constraint, it assumes that the distribution of
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water vapor density is relatively stable in the horizontal direction within a small region,
and represents the relationship between the water vapor density of a certain voxel and
those of its adjacent voxels in the same layer. For the vertical constraint, it refers to the
exponential relationship between the water vapor density of voxels for two consecutive
layers. These two constraints can be expressed as follows:

wi’xl + wé’xz +-- wfllxi,l —x;+ wf’ﬂxiﬂ +owlx, =0 (6)
Xj — WYy Xipm =0 (7)

where 1 is the total number of voxels in the same layer. @' and w? denote the horizontal
weighted coefficient and the vertical weighted coefficient, respectively. The horizontal
weighted coefficient is constructed based on the Gaussian inverse distance weighted func-
tion as the following equation:

1= T ®)

where d is the distance between the two voxels. j is a number from 1 to 11, represented the
voxel ordering of the same horizontal layer. o denotes the smoothing factor. The vertical
weighted coefficient is constructed based on exponential function as follows:
zulz,’+m = e(hi%»m*hi)/Hs (9)
where h represents the height of the corresponding voxel and H; refers to the water vapor
scale height with an empirical value of 1.5 km [40]. Note that each voxel has corresponding
equations for horizontal and vertical constraints.
Thus, the tomography model for water vapor reconstruction can be established by
combining the observation equation of multi-GNSS and the two types of constraint equations.

y%Gwv AG
ystv AC
Yswo | _ AR
= X 10
yfwv Ag (10
0 H
0 %4

where Y5y denotes the vector with SWV values derived from these four satellite systems;
A represents the coefficient matrices of the observation equation for different types of satel-
lite systems; H and V are the coefficient matrices of the horizontal and vertical constraints,
respectively. The tomography solution of the unknown water vapor density vector x can
be obtained as follows:

2 = (ALPGAg + ALPcAc + ALPrAg + ATPz Ap + HTPrH + VTP, V) ™'

11)
'(Angyva + Agpcyng + A]EPRyng + AEPEyva)

where P represents the weighting matrices of different equations, which are determined by
an optimal weighting method using the variance components estimation and homogeneity
test [41]. Note that the number of satellite systems in Equations (8) and (9) can be adjusted
in the experiment.

3. Results
3.1. Experimental Description

In this paper, the Hong Kong satellite Positioning Reference Station Network (SatRef)
was selected to conduct the water vapor tomography experiment. We divided this research
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Latitude (°N)
5]
)

region into 560 voxels ranging from 113.87° to 114.35°, from 22.19° to 22.54°, and from
0 to 8 km for longitude, latitude, and altitude, respectively; that is, a voxel of 8 x 7 in
the horizontal direction and 10 layers in the vertical direction. As shown in Figure 1,
thirteen GNSS sites (T430, HKKT, HKLT, HKSL, HKNP, HKMW, HKPC, HKLM, HKOH,
HKSC, HKST, HKSS, HKWS) in this region were used to provide SWV in the tomography
modeling, and one GNSS (HKQT) and one radiosonde (45004) site were selected to validate
the results of the water vapor tomography.

 GNSS sites @ Radiosonde ® GNsS site

. e e
Longitude (°E)
Figure 1. Distribution of GNSS, radiosonde sites, and the horizontal structure of the voxels.

We utilized the GAMIT 10.71 software to estimate the tropospheric parameters in-
cluding ZTD and gradient parameters using the four GNSS systems. In this process,
the elevation cutoff angle was set to 15°, the IGS precise ephemeris was adopted. Three
MEGX stations (JENG, URUM, and LHAZ) were incorporated into the solution model to
reduce the strong correlation of tropospheric parameters caused by the short baseline. The
processing strategies were set to LC_AUTCLN and BASELINE modes, meaning that the
ionosphere-free linear combination was selected and the orbital parameters were fixed,
respectively. The tropospheric parameters, including troposphere delay gradients and ZTD
at4 and 2 h intervals, are estimated and interpolated to a 30 s sampling rate in the GAMIT
software. After calculating the ZHD using the measured pressure recorded by an automatic
meteorological device, the SWV values of each satellite system were obtained by using
Equations (1) and (2).

In this experiment, the GNSS observation data of one month from DOY 121 to
151, 2021 were selected to conduct the modeling and solution of water vapor tomog-
raphy. For each tomographic solution, the period covered is 0.5 h. To assess the per-
formance of water vapor tomography based on different satellite systems and different
combinations of satellite system, each tomographic solution has 15 results, including
those of a signal satellite system, the combination of two satellite systems, the combi-
nation of three satellite systems, and the combination of four satellite systems, namely
GPS (G), BDS (C), GLONASS (R), Galileo (E), GPS+BDS (GC), GPS+GLONASS (GR),
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GPS+Galileo (GE), BDS+GLONASS (CR), BDS+Galileo (CE), GLONASS+Galileo (RE),
GPS+BDS+GLONASS (GCR), GPS+BDS+Galileo (GCE), GPS+GLONASS+Galileo (GRE),
BDS+GLONASS+Galileo (CRE), and GPS+BDS+GLONASS+Galileo (GCRE). Note that
both BDS-2 and BDS-3 were included in the experiment.

3.2. Experimental Analysis

The number of satellite signal rays available for the four satellite systems in each
tomographic solution is counted and their averages during the 31 days from DOY 121 to
151, 2021 are shown in Figure 2. It can be seen that the BDS has the largest number (704) of
available signal rays, followed by GPS, Galileo, and GLONASS with the average values
of 507, 329, and 351, respectively. The percentages of available signal rays in BDS that
exceed GLONAA and Galileo are more than 100%, achieving 114% and 101%, respectively.
Compared with GPS, the value also reaches 39%. The number of signal rays used in GPS is
the most stable during the experimental period, the difference between the maximum and
minimum value is less than 100 with the standard deviation (STD) being only 23. While
the other three satellite systems have obvious fluctuations in the number of available signal
rays, with the differences between the maximum and minimum value far greater than 100
and the STDs reach 51, 48, and 34 for BDS, GLONASS, and Galileo, respectively. Note that
the average number of signal rays used in Galileo is greater than that of GLONASS, but
there are still days when GLONASS has more available signal rays than Galileo. When the
satellite systems are combined, only the available signal rays of RE have just reached the
level of BDS and the other combinations are all obviously improved compared with these
single systems, especially since the average number of signal rays used in the combination
of four systems could be close to 2000.
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Figure 2. Average number of signal rays used in each solution based on different satellite systems
during the experimental period.

The number of voxels passed through by signal rays for the four satellite systems in
each tomographic solution is also counted, and their average values are shown in Figure 3.
It was observed that the GPS has the largest number of voxels crossed by signal rays,
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followed by BDS, GLONASS, and Galileo with average values of 425, 424, 392, and 377,
respectively. Corresponding to the 560 voxels in the entire tomographic region, the coverage
rate of the four satellite systems reaches 75.9%, 75.4%, 70%, and 67.3%, respectively. Note
that GPS and GLONASS with fewer available signal rays have more penetrated voxels than
BDS and Galileo, respectively, and in fact, their differences are relatively small. In addition,
the number of voxels crossed by signal rays for the four satellite systems all show a certain
fluctuation during the experimental period.
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Figure 3. Average number of voxels penetrated by signal rays in each solution based on different
satellite systems during the experimental period.

When combining the satellite systems, the number of crossed voxels and their coverage
rate is counted and shown in the form of a histogram in Figure 4. It can be seen that
the number and coverage rate of voxels are increased after the combinations compared
with single satellite system. In addition, the performances of the three-satellite systems
combination are better than those of the two-satellite systems combination, and four satellite
systems combination outperforms the three-satellite systems combination. Specifically,
combination of GCRE achieved the best performance with the number and coverage rate
of voxels of 468 and 83.6%, respectively.

In the tomographic experiment, we found the existence of voxels that were only
penetrated by a few signal rays, thus the concept of voxels crossed by sufficient signal
rays was introduced from the relevant literature [7]. Based on the fact that a ray crossed a
minimum number of voxels when the signal ray passed vertically through the tomographic
region, the minimum probability that a voxel will be penetrated by a ray could be calculated.
In this experiment, the value is 10/560, namely 1.79%. Then, the value of minimum
probability multiplied by total SWV used is regarded as the criteria to determine whether a
voxel is crossed by sufficient signal rays. Therefore, the number of voxels passed through
by sufficient signal rays for the four single satellite systems and their combinations are
counted and listed in Table 1 during the experimental period. It was observed that GPS
had the largest number of voxels penetrated by sufficient signal rays among the four
single systems, and only 7 voxels more than Galileo with the least effective voxels. After
the combinations, the number of voxels increased but very little and the value of the
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combination of four system was only 278. Regarding the coverage rate, the difference of
those 15 values in Table 1 is even smaller.
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Figure 4. Average number of voxels penetrated by signal rays in each solution based on different
combination during the experimental period.

Table 1. Average number of voxels penetrated by sufficient signal rays based on different satellite
systems and different combinations during the experimental period.

Combinations Number Coverage Rate
G 271 48.4%
C 268 47.9%
R 265 47.3%
E 264 47.1%
GR 278 49.6%
GC 273 48.8%
GE 274 48.9%
CR 272 48.6%
CE 270 48.2%
RE 271 48.4%
GCR 277 49.5%
GEC 276 49.3%
GRE 276 49.3%
CRE 275 49.1%
GCRE 278 49.6%

Further, the situation that each voxel passed through by signal rays in a certain
tomographic solution (UTC 11:45-12:15, DOY 137, 2021) is shown in detail in Figure 5,
in which the black and white rectangles represent the voxels crossed by sufficient and in
sufficient signal rays, respectively. Note that only the four single satellite systems and the
combination of the four systems are illustrated in this figure. It is observed in the figure
that the distribution of the black and white rectangles for different systems is very similar,
especially in the lower and middle layers. From this point, for water vapor tomography in
Hong Kong, the selection of a single satellite system or multi-GNSS combination has little
effect on the structure of the tomographic model.
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Figure 5. Distribution of voxel with sufficient signal rays at each layer for GPS, BDS, GLONASS,
Galileo, and a combination of GCRE.
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4. Discussion

To assess the performance of water vapor tomography using different satellite systems,
SWYV of the GNSS sites for validation were computed using these 15 tomographic results
and the distances of signal ray in each voxel based on the observation equation established
in Equation (5). The 15 tomography-computed SWV were then compared with the GAMIT-
estimated SWV (as a reference). Figure 6 shows the change of tomography-computed vs.
GAMIT-estimated SWV residuals with elevation angle during the experimental period
for the four single systems. The change of the SWV residuals has the same trend in the
four satellite systems, and they decrease as the elevation angle increases. It is observed
that the residuals of four systems all ranged from —10 to 10 mm, and most of them
concentrated between —2.0 and 2.0 mm. The percentage of absolute residuals smaller
than 2.0 mm are 86.9%, 88.1%, 85.7%, and 85.3% for GPS, BDS, GLONASS, and Galileo,
respectively. The largest absolute residual of the four satellite systems is 8.46, 9.63, 9.37,
and 9.91 mm, respectively. We obtained the SWV residuals for various combinations of
satellite systems, which also follow a decreasing trend with increasing elevation. These
ranges and concentrated areas of the SWV residuals are unchanged compared with the
four single satellite systems.
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Figure 6. Scatter diagram of the change of SWV residuals with elevation angle for the four satel-
lite systems.
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To further assess their performance, SWV values were grouped into individual eleva-
tion bins of 5°, i.e., all SWVs with an elevation angle between 15 and 20° were evaluated as
a single unit. Thus, the RMSE of each elevation bin for these 15 tomographic results was
calculated and is shown in Figure 7. It can be seen from the left panel that the GLONASS
and Galileo performance is not as good as the BDS and GPS at low elevation angles. As the
elevation angle increases, their differences become very small. BDS achieved the best RMSE
with a value of 1.59 mm, followed by GPS, Galileo, and GLONASS. In fact, the differences
between these RMSEs are small and the values do not exceed 0.2 mm. Considering the
magnitude range of SWV, these differences can be negligible. After the combinations,
the RMSE of SWV residuals in each elevation bin were shown in the middle and right
panels, which are the combination of two systems and multi systems, respectively. The
RMSE difference of the SWV residuals for various combinations is relatively small in each
elevation bin. Specifically, the RMSEs of whole SWV residuals are 1.66, 1.59, 1.75, 1.74, 1.68,
1.64,1.67,1.62,1.63,1.60,1.59, 1.64, 1.65, 1.65, and 1.63 mm for G, C, R, E, GC, GR, GE, CR,
CE, RE, GCR, GCE, GRE, CRE, and GCRE, respectively. Considering the magnitude range
of SWV values, the differences of RMSE mentioned above not more than 0.2 mm could
be negligible. Therefore, it is concluded that the tomographic results of different satellite
systems and different combinations have little difference in SWV validation.

Radiosonde data are well suited as a reference to validate the accuracy of the water
vapor tomography results, since they can provide a water vapor density profile with high
precision based on the atmospheric parameters obtained at different altitudes. Figure 8
illustrates the water vapor density comparisons between radiosonde data and these 15 to-
mographic results for different altitudes on UTC 11:45-12:15, DOY 137, 2021, which is
consistent with the time of tomographic solution shown in Figure 5. It is clear from the
profiles that the water vapor density decreased with increasing height. The water vapor
density profiles reconstructed by these 15 tomographic results conform with those derived
from radiosonde data. From Figure 8, it is difficult to observe the difference in the water
vapor density reconstructed by different satellite combinations. Therefore, the radiosonde
comparison of 31 days from DOY 121 to 151, 2021 was conducted and the statistical results
were listed in Table 2 to further illustrate their performances. From the mean value of
RMSE, the difference between the WVD results reconstructed by single system tomography
is 0.05 gm 3, and BDS and GPS outperforms GLONASS and Galileo slightly. Compared
with the single system, improvement can be observed from the WVD results reconstructed
after the satellite system combination. The largest improvement appears from the Galileo
with a RMSE of 1.46 gm 3 to the combination of GCR with a RMSE of 1.30 gm 3. The
number of satellite systems in the combination (two, three, or four satellite systems) did not
present an obvious impact on the WVD results reconstructed by water vapor tomography.

Table 2. Statistical results of the water vapor density composition between radiosonde and tomo-
graphic results of different combinations during the experimental period.

RMSE (gm—3) Coverage Rate

Combinations

Max Min Average

G 1.98 0.52 1.42

C 2.05 0.57 141

R 2.08 0.51 1.45

E 213 0.58 1.46

GR 1.92 0.53 1.33

GC 1.96 0.48 1.34

GE 2.04 0.61 141

CR 2.09 0.56 1.34

CE 1.95 0.57 1.36

RE 2.01 0.61 1.40

GCR 1.95 0.44 1.30

GEC 1.97 0.50 1.34

GRE 2.01 0.49 1.36

CRE 2.02 0.59 1.37

GCRE 1.97 0.53 1.32
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Figure 7. Comparison of SWV residuals in each elevation bin for various combinations.
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Figure 8. Water vapor density comparisons between radiosonde and 15 tomographic results.

5. Conclusions

In this paper, the performances of the four navigation satellite systems and their
combinations in the water vapor tomography were analyzed and assessed using the GNSS
data of SatRef in Hong Kong. In the tomographic modeling, the signal rays that can be
used, the voxels crossed by signal rays, and the number and distribution of the effective
voxels were computed and counted for these different combinations. For the tomographic
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results, the GAMIT-estimated SWV of HKQT and the water vapor density derived from
radiosonde were selected as references to assess these 15 tomographic solutions.

In the experimental period, the average number of available signal rays was 507,
704, 329, and 351 for GPS, BDS, GLONASS, and Galileo, respectively. Combining satellite
systems in water vapor tomography can increase the number of available signal rays,
especially as the value of four-system combination reaches close to 2000. The average
number of voxels crossed by signal rays are 425, 424, 392, and 377 for GPS, BDS, GLONASS,
and Galileo, respectively, showing that the number of penetrated voxels is not entirely
determined by the number of available signal rays. The combinations improved the
number of voxels crossed by signal rays; for example, the number and coverage rate of
penetrated voxels achieved by GCRE are 468 and 83.6%, respectively. When the voxels
with sufficient signal rays are concerned, these 15 tomographic solutions differ very little
in both number and coverage rate. The distribution diagram of effective voxels based
on black and white rectangle also indicated the small differences in the 15 solutions. The
numerical statistics showed that the RMSE in SWV comparison are 1.66, 1.59, 1.75, 1.74,
1.68,1.64,1.67,1.62, 1.63, 1.60, 1.59, 1.64, 1.65, 1.65, and 1.63 mm for G, C, R, E, GC, GR,
GE, CR, CE, RE, GCR, GCE, GRE, CRE, and GCRE, respectively. In the comparison with
radiosonde data, the average RMSE are 1.42, 1.41, 1.45, 1.46, 1.33, 1.34, 1.41, 1.34, 1.36,
1.40, 1.30, 1.34, 1.36, 1.37, and 1.32 gm~2 for these 15 tomographic results. The above
comparisons indicated that the differences in the tomographic results of a single satellite
system are small, and the combinations of satellite systems have limited improvement in
the water vapor tomography results.

In the follow-up research, the impact of different satellite systems and their combi-
nation on water vapor tomography need to be explored in more representative regions.
In addition, the number, distribution, and density of GNSS stations in the research region
is another important factor determining the structure of the tomographic model. Thus,
it is necessary to pay more attention to the influence of the GNSS sites on water vapor
tomographic results in the case of a determined satellite system.
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Abstract: Changes of the antenna models on permanent global navigation satellite system (GNSS)
stations can lead to jumps and discontinuities in the coordinate time series. In this paper, the results
of research on the adequacy of the antenna phase centre corrections (PCC) variations are presented
by analysing its component—the antennas’ phase centre offset (PCO). For this purpose, height
differences were determined using different and independent methods: EUREF Permanent Network
(EPN) combined solutions, Precise Point Positioning (PPP), and the single baseline solution. The
results of GNSS processing were referenced to direct geometric levelling outputs. The research was
conducted only within the global positioning system (GPS) system due to the compatibility of one of
the receivers, and the experiment was based on a comparison of the height differences between four
GNSS antennas located on the roof of a building: two permanent station antennas and two auxiliary
points. The antennas were located at similar heights; precise height differences were determined by
geometric levelling, both at the beginning and the end of the session. Post-processing was conducted
with the use of the GPS system, precise ephemeris, the adopted antenna correction model, and a
zero-elevation mask. For one of the antennas, a change of the antenna characteristic model from IGS08
to IGS14 leads to an 8-mm difference in height. Older antennas used in the national (or transnational)
permanent network need individual PCC.

Keywords: PCC; GNSS; GPS; antenna; calibration; EPN

1. Introduction

The correct calibration of global navigation satellite system (GNSS) antennas is the
basis for precise satellite positioning and plays a key role in many aspects of positioning
and navigation [1,2]. In general, GNSS antennas have a well-defined antenna phase centre
(APC, Figure 1) and should be described by the azimuth («) and elevation (§3) functions [3].
The APC determined by phase centre variation (PCV) is a shift in position depending on
the observed elevation angle and azimuth with regards to the satellite [4]. The antenna
reference point (ARP) is a physical point where the antenna height above the physical point
is measured [5]. The antenna phase centre offset (PCO) is the difference between the ARP
and the mean electrical APC defined by the intersection of the vertical antenna axis of
symmetry with the bottom of the antenna [6]. The combination of PCO and PCV is called
phase centre corrections (PCC).
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ideal wavefront

real wavefront

Figure 1. A phase shift due to antenna model change.

Depending on the accuracy and quality of solutions needed to be achieved, absolute
and relative antenna calibration models are used. For many years, relative phase centre
corrections were made based on measurements on a short baseline referred to as a reference
antenna (The Dorne Margolin T of Allen Osborne Associates antenna—AOAD/M_T),
with the arbitrary assumption that the PCV of the reference antenna is zero [7,8]. Absolute
correction for an antenna can be obtained either by measurement in an anechoic chamber [9]
or by field measurements on a short baseline using a robot mount [10].

As the research shows, the problem of the antenna calibrations is not new, but it still
experiences issues with proper assumptions regarding calibrations and the correctness of
calculations. Different antenna calibration models impact, among other things, estimated
station positions. Some empirical research tests show a relative vertical offset exists with
the same model of antennas of up to 1 mm, while horizontal offsets are negligible [11].
The research conducted by Baire et al. showed agreement to the level of 2 mm in the case
of horizontal offsets and 5 mm in the case of the height component based on daily static
Precise Point Positioning (PPP) sessions [3]. A variety of studies have been conducted
for the establishment of new calibration methods, e.g., [11-14]. The differences in model
calibrations between the robot and anechoic chamber have an impact on the coordinates: up
to +/— 2 mm for the horizontal and +/— 10 mm for the height component [15]. Over 10 mm
of the height component difference occurs when individual antenna corrections by GEO++
are comparable to igs08.atx [16]. Moreover, in specific conditions, it is worth considering
the impact of other environmental phenomena, such as multipath interference [17,18],
antenna mounting [19,20], the near-field effect, or seasonal snow cover [21]. Analyses
performed for EUREF permanent network (EPN) stations show that the change to the new
catalogue of absolute calibration models (from IGS08.ATX to IGS14.ATX) might have an
impact on stations’ coordinates. Phase centre corrections (PCC) are an integral part of high
accuracy GNSS applications [22]. The research showed on more than 40 PCC models that
the magnitudes of the PCO shifts among different versions of the antenna files (Antex) were
above 1 mm [23]. The differences between the antenna model (mean) and the individual
PCC may cause a discrepancy of 10 mm for the horizontal and vertical components, but
this does not usually exceed 2 mm for the horizontal and 4 mm for the vertical ones [24].
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Based on this knowledge, an analysis of the selected antenna models, TRM57971.00
NONE and ASH70195C_M SNOW, was performed. These antennas are used on EPN’s
KRA1 (TRM57971.00 NONE) and KRAW (ASH70195C_M SNOW) stations (Krakow, Poland).
The stations are located close to each other (3.5 m), which is a convenient situation for the
verification of their individual characteristics by comparison to the catalogue ones. The
study consisted of several analyses. The first was focused on differences of the studied
models in the igs08.atx and igs14.atx catalogues. The second was the difference in height
between the antenna ARP, as calculated by different satellite methods. Additionally, height
differences were referenced to the auxiliary stations (KR01 and KR02) and to precise spirit
levelling. The third analysis gathered archival material based on several experiments that
have been conducted since 2011.

2. Methods

The paper is focused on the changes of the ellipsoid height, which are measured to the
ARP. The height and the horizontal component are revealed in the current international
terrestrial reference frame (ITRF2014). Along with the reference frame change, GNSS
receiver antenna calibration models are also changed to be consistent with the current
realisation of the frame. In the epoch under analysis, the International GNSS Service (IGS)
provided data on 316 GNSS permanent stations. After the introduction of the ITRF2014,
113 of these changed their reported heights due to the antenna calibration parameter
changes. The values of the estimated height offset are shown in Figure 2, which are based
on IGS data.

120"

60* o 460" +120° 180"

Figure 2. Height offset due to antenna model changes; red marks indicate positive height changes,
blue marks indicate negative changes, and white indicates that no changes occurred. The ‘whiskers’
show the amount of height offset.

As an example, the difference between the 108.ATX and I14.ATX calibration models
for the TRM57971.00 NONE antenna is shown in Figure 3. The —1.8-mm PCO difference
for the GO1 (GPS L1) frequency and high PCV elevation dependent differences for the R01
(GLONASS L1) frequency are clearly seen.

Figure 4 shows PCV variations of the TRM57971.00 NONE antenna between the
ATX08 and ATX14 antenna models for two (G01 and G02) GPS signal frequencies. Azimuth
elevation differences vary from —1.5 mm to 1.5 mm. The largest differences are in the
northwest vs. southeast directions, which are up to 1.5 mm, while, in the perpendicular
direction (northeast vs. southwest), the situation is the opposite, with a difference of up
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to —1.5 mm. Such maximum differences appear only for the nearest-to-horizon satellites,
which have the smallest impact on the GNSS processing due to weighting. Differences for
satellites with the highest elevation (located in the centre of the circles) are close to 0.

M G02
. =
2
N E U 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90

Figure 3. PCO and PCV difference between 108.ATX and 114.ATX calibration data for the TRM57971.00
NONE antenna.
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-0.5
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Figure 4. PCV variations between ATX08 and ATX14 for two GPS signal frequencies for the
TRM57971.00 NONE antenna.

In general, changes in the station heights mean that the antenna model changes or
suggests an inaccurate calibration model of the antenna’s PCO or/and PCV. Detailed
research has been performed for the ASH701945_C antenna. This type of the antenna,
with various domes, is still used at stations including IENG, KELY (NONE), BOGI, KRAW
(SNOW), and SKEO (OSOD). The ASH701945C_M SNOW antenna was calibrated by Geo++
GmbH on 25 March 2011 with the use of a single antenna [4]. Six others had individual
calibrations, not KRAW or BOGL. It is possible that the antenna used at the KRAW station
has distinctive characteristics other than those determined by Geo++. To check on this, an
experiment on the KRAW antenna was conducted. In contrast to robot or anechoic chamber
experiments, the authors used an analysis of the short baselines between the different
permanent (KRAW and KRA1) and auxiliary stations (KR01 and KR02).
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3. KRAW and KRA1 Stations

The pair of antennas KRAW and KRA1 are located on a five-storey university building
about 3.5 m away from each other. This is an unusual circumstance, which is beneficial
for GNSS networks [25], but very few permanent reference stations are located in this way.
The oldest station KRAW has continuously collected data since the end of 2002, while
the younger KRA1 has been collecting data since 2010 [26]. In 2005, the characteristics of
the gravity field (acceleration and gradient) were measured for the KRAW station, and a
station normal height was determined [27]. Up to 2018 to 2019, the station’s equipment
did not change (brand and model). The KRAW used an Ashtech UZ-12 receiver with
an ASH70195C_M SNOW antenna. In 2019, a new receiver was introduced, a LEICA
RX1200 GGPRO (without changing the antenna). The KRA1 uses a Trimble NETR5 re-
ceiver with a TRM57971.00 NONE antenna. In 2018, the KRA1 antenna was replaced
by another TRM57971.00 NONE model with individual PCC. For the KRAW station, the
ASH70195C_M SNOW antenna was not calibrated individually.

During the experiments on quasi-geoid modelling, it was found that the antenna’s
calibrations might be inaccurate [28]. It was suspected that the ellipsoidal height difference
between the stations is of the opposite sign to their coordinates in the EPN network [29].
To verify this situation, a test survey was organised. It was based on a comparison of the
height differences between the stations (KRAW and KRA1) and temporary stations KR01
and KR02 (with TRM57971.00 NONE antennas), as well as an analysis of the archival data.
The Trimble antennas at KRO1 and KR02 are commonly used in GNSS permanent networks.
Exactly the same type was tested at Wuhan University by the absolute method (the field
robot); the test showed the high repeatability of the obtained calibrations: oy = 0.17 mm,
og = 0.12 mm, and oy = 0.30 mm [12]. The same model of antennas on KRA1, KR01,
and KR02 guaranteed that the impact of the differences between the antennas would not
be significant. The only difference was the power supply system (different model). The
antennas were located at similar height levels, with a distance of about 3.5 m from each
other (Figure 5).

Figure 5. Location of the KRAW and KRA1 permanent stations on the roof of the AGH-UST buildings
with the temporary KR0O1 and KRO02 stations.
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The observation sessions took place over 12 days in December 2016. The precise
differences in height were defined by GPS post-processing. As the height difference
reference value, the results of geometric levelling (Zeiss KoNi 007) were used. The levelling
was conducted both at the beginning and the end of the GPS session.

4. Results

The difference in heights between KRAW, KRA1, KR01, and KR02 was calculated
by post-processing of the observations. Due to the KRAW Ashtech UZ-12 receiver capa-
bility, only the GPS system was used. Post-processing was based on the final IGS orbits,
the igs08.atx antenna corrections model, and a zero-elevation mask. Height differences
obtained from precise levelling were compared with those derived from EPN-combined
solutions, PPP calculated with Bernese GNSS Software (BGS) [30], Nevada Geodetic Labo-
ratory (NGL, [31]), a network solution, a single baseline solution (GNSS Solutions 3.80.8,
Trimble Business Centre 3.50), and other archive materials. In GNSS Solutions, only the
elevation-dependent PCV version of the antenna characteristics was used.

Height differences obtained from precise levelling and GNSS solutions showed several
discrepancies. Height differences between the KRA1 antenna reference point and the three
other measured stations (KRAW, KR01, and KR02) from GNSS post-processing are affected
by the inaccuracy of the antenna PCO and PCV. The analysis shows that the height of the
KRAW station antenna (ASH70195C_M SNOW) from GNSS processing (EPN combined
and PPP solutions) is 16 mm too high in comparison to the levelling results (Figure 6).
This may indicate the inadequacy of the ASH70195C_M SNOW calibration data. A lower
disagreement was obtained in the case of the TRM57971.00 NONE antenna (KR01 and
KRO02 stations). This discrepancy was about 5 mm for PPP solutions and 2 mm for network
solutions. The differences obtained by single baseline solutions using the Trimble Business
Centre (TBC) and GNSS Solution engineering software show far fewer discrepancies, not
exceeding 0.4 mm. This is due to the very short baseline between the measured points.

Height difference referenced to KRA1
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Figure 6. Differences between the heights obtained with PPP and a network solution (left) and single
baseline solutions (right) [32].

The height difference of KRAW-KRA1 was calculated based on the EPN weekly
combined SINEX (Software INdependent Exchange format) solutions from 2010 to 2016
(1564 to 1877 GPS weeks, Figure 7). During weeks when igs08 and igh08 were in use, there
were some inaccurate solutions, which may be treated as gross errors. Despite that, clearly
visible is the change in ellipsoidal height difference after the introduction of the IGS14
system (after GPS week 1933 [33]). The offset is up to about 8 mm (Figure 7). It is surprising
that, during the short time between the introduction of the IGS14 system and individual
phase corrections for the KRA1 antenna (week 1986), the height difference was closest to
levelling (—0.5 mm) from any network calculation.
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Figure 7. The time series for the height difference between KRAW-KRA1 calculated by EPN on the
basis of several antenna correction catalogues (IGS ATX files) [32].

Alternatively, an independent PPP calculation was used—the Nevada Geodetic Lab-
oratory (NGL). The facility provides permanent, fully, and freely available PPP results
based on globally distributed permanent GNSS station data. Based on these data, the ellip-
soidal height differences between station KRAW and KRA1 for the period 2009.7-2022.0
GPS weeks 1569-2190) were analysed (Figure 8). The results showed a mean difference
+1.83 mm (green line) and were compared to precise geometric levelling —6.2 mm (red
line). Both data provided inaccurate results, which was not a surprise, as they were based
on the different antenna characteristics (IGS Antex files) of the KRAW antenna.
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Figure 8. Height difference between KRA1-KRAW from NGL-PPP (navy dots), systematic difference
from levelling —6.2 mm (red line), and mean difference 1.83 mm (green line) [31].

The archival materials regarding the height differences between the KRAW-KRA1
stations consist of: two independent sets of post-processing results from 2008 to 2011 calcu-
lated during the Polish integration of the base geodetic network with reference permanent
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stations ASG-EUPOS (BGS), EPN combined solutions 2013-2014, PPP (BGS) 2012-2014,
and the post-processing of various short GPS observations (Trimble Business Centre 3.50—
TBC) 2011-2016 (Table 1). The short GPS observations consist of various 4-h, 8-h, and
12-h sessions, the calculations of which were also checked in GNSS Solutions 3.80.3 and
Geonet 2006 software [29]. The differences between them are negligible, which allows us
to show a single (mean) value achieved by the most often-used software. The compat-
ibility of the short observation post-processing (TBC, GNSS Solutions, or Geonet 2006)
and spirit levelling (—6.2 mm) results is noticeable when the more sophisticated solutions
(e.g., PPP network solutions) give opposite values. The most contrary are values from PPP
(BGS) 2012-14; the differences in the levelling result were as much as 20 mm. All of them
used IGS08 antenna characteristics or only the elevation-dependent PCV model (GNSS
Solutions). Surprisingly, such popular “engineering” software (e.g., TBC) achieved better
results, comparable to spirit levelling, than the BGS (both short baseline calculations and
PPP). The origin of the advantage of this type of software is not clear. It is probably that,
for very close stations, the single baseline solutions, based only on the L1 frequency, give
better results.

Table 1. Archive values of differences between the KRAT-KRAW stations.

Archive Data Ah (mm) o (mm)
Warsaw University of Technology 2008-2011 (BGS) [34] 5.5 -
PAN Space Research Centre 2008-2011 (BGS) [35] 7.3 -
EPN Combined Solution 2013-2014 [29] 11.0 1.5
PPP (BGS) 2012-2014 [29] 14.7 -
Trimble Business Centre 2011-2016 [29] —6.9 0.5
MUT Combined Solutions igs14.atx 2017 [36] -0.5 22

MUT * Combined Solutions igs14.atx 2018-2022
(KRA1—individual PCC) [36]

* Military University of Technology Analysis Coordination Centre.

1.1 2.7

Finally, the results of the height difference between the KRAW-KRA1 station were es-
timated by geometrical levelling, using a series of observations from 2011 to 2022 (Figure 9).
Its most probable value is —6.2 mm =+ 0.2 mm (Figure 10).
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Figure 9. Height difference between KRA1 and KRAW from the levelling from 2011 to 2022.
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Figure 10. Height difference (m) between the KRAW and KRA1 antenna reference points from precise
levelling.

5. Discussion

Modern manufactured antennas are of better repeatability than older models, i.e.,
exhibiting less deviation from the pattern (average) in antex files. This is the case for, e.g.,
the Trimble Zephyr Geodetic 2 (TRM57971.00 NONE) antenna used in the experiment. In
selected stations (e.g., KRAW and BOGI), antennas are still being used that date back to the
1990s. Their characteristics may differ from the accepted standards. Therefore, it can be
postulated that individual characteristics should be developed for them, so that they do
not introduce errors to the network in which they work (IGS, EPN, etc.). However, their
individual calibrations are a matter of debate due to costs.

We checked the KRAW station based on a KRAT-KRAW overpass survey and the
additional temporary stations KRO1 and KR02. Archival materials from various authors
were also collected. As a result of the analysis of these materials, it can be stated that the
antenna (Ashtech ASH70195C_M SNOW) of the KRAW station has different characteristics
from those revealed in the IGS files of the subsequent versions. Azimuth elevation is
mostly dependent on the lowest-over-horizon satellites [4,37], which have the smallest
weights in processing. Thus, this aspect has the smallest impact. PPP processing shows
a systematic shift in the KRAW-KRA1 height difference at the level of +1.8 mm, while
measurements directly from levelling show a —6.2-mm difference. This may result in
incorrect altitude results and have an adverse effect on, e.g., fitting the global geopotential
model into the national height frame. Therefore, old stations that are included in the
national (or transnational) permanent network need individual PCC. The tested network
solutions, both PPP and baseline solutions [34,35], were not resistant to the impact of real
KRAW antenna characteristics, different from any analysed ATX catalogue. As a result, the
permanent stations’ ellipsoid heights in network solutions may be subject to systematic
errors. Even using advanced and renowned software (Bernese GNSS Solutions), such
errors cannot be detected. The analysis showed that a calculation strategy based on a short
baseline L1-only solution may detect the error, even if the popular “engineering” software
is used (Trimble Business Centres, GNSS Solutions, Geonet).

The question arises as to what the optimal solution for old antennas is—the determi-
nation of individual characteristics (PCC) or replacement with a new antenna (also with
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individual PCC). In other words, should the old stations be partially or fully modernized?
For the analysed station KRAW (antenna ASH70195C_M SNOW)), a full upgrade had the
advantage of introducing four GNSS systems compared to the existing GPS-only. Especially,
introduction of the Galileo system may benefit the station solution [38,39], e.g., decreasing
the positioning error statistics for GPS + Galileo combinations [40] despite Galileo still not
providing the same satellite availability as GPS [41]. Concluding the results and achieve-
ments in the investigation of PCC by other authors [16,19,21,24], we are inclined to say that
the time of antennas from the 1990s should be completed and full modernization carried
out, despite the higher costs.
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Abstract: Space weather events adversely impact the operations of Global Navigation Satellite
Systems (GNSS). Understanding space weather mechanisms, interactions in the atmosphere, and
the extent of their impact are useful in developing prediction and mitigation models. In this study,
the hourly lightning occurrence and its impact on ionospheric disturbances, quantified using the
Rate of Total electron content Index (ROTI), were assessed. The linear correlation between diurnal
lightning activity and ROTI in the coastal region of southern China where lightning predominates
in the daytime was initially negative contrary to a positive correlation in southern Africa where
lighting predominates in the evening. After appreciating and applying the physical processes of
gravity waves, electromagnetic waves and the Trimpi effect arising from lightning activity, and the
time delay impact they have on the ionosphere, the negative correlation was overturned to a positive
one using cross-correlation. GNSS has demonstrated its capability of revealing the impact lightning
has on the ionosphere at various times of the day.

Keywords: GNSS; lightning; ROTT; gravity wave; daytime; nighttime

1. Introduction

The wide spatio-temporal advantages of Global Navigation Satellite Systems (GNSS)
have made it an effective tool not only in positioning and navigation but also in studying
and monitoring weather events. Geomagnetic and solar radiation, which are the key
drivers of ionospheric plasma variations have been extensively observed using GNSS [1-4].
Tropospheric weather events such as cyclones [5-8], earthquakes [9-13], and/or man-made
events such as rocket launches [14] and explosive bursts [15] have also been observed to
cause plasma variations through the use of GNSS.

Thunderstorms/lightning, another troposphere weather event, has also garnered
interest in the GNSS scientific community for adopting the advantages of GNSS to gain
more insight into its activities. In recent GNSS lightning studies, Osei-Poku et al. [16]
evaluated common total electron content (TEC) detrending techniques during lightning
events. Rahmani et al. [17] probed the vertical coupling effect of a thunderstorm on the
lower ionosphere. The ionospheric response to thunderstorms in West Africa has been
reported by Ogunsua et al. [18], whereas Tang et al. [19] and Liu et al. [20] presented
gravity waves resulting from thunderstorms. Blanc et al. [21] also showed gravity wave
measurements in the ionosphere following thunderstorms in Europe. Lay [22] reported
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acoustic wave activity above thunderstorms. Amin [23] also studied the hourly lightning
activity and its effect on the ionosphere using GNSS in southern Africa.

The quest to harness GNSS for more insightful studies about lightning continues. As
a recommendation in their work, Amin [23] suggested the use of more long-term data to
study the correlation between hourly lightning activity and irregular ionospheric events
as their study had a limited dataset with few case studies. The use of long-term data
would provide more consistent, reliable, and insightful information In this regard, this
current study uses four-year long-term data to study the relationship between the hourly
lightning activity and the rate of the TEC index (ROTI) in the low-latitude coastal sea region
of southern China. Similar techniques used in Amin [23] are deployed for an effective
comparison. The results are compared to Amin [23] and those in other geographical regions.
The initial results in this present study showed a negative linear correlation between hourly
lightning activity and ROTI as opposed to the positive linear correlation in Amin [23]. One
reason could be attributed to lightning interactions with the ionosphere in the different
geographical regions. In the subsequent sections, the data and methods used are described.
Further investigations are made to find and discuss the physical mechanisms underlying
the differences in the results. The derived conclusions are then presented.

2. Data and Methods
2.1. Lightning Data

The lightning data is from a local lightning network in the coastal region of southern
China. The network consists of about 17 Vaisala LS8000 sensors that provide the geolocation
and source peak currents of lightning in the area [24]. The number of times a current is
recorded is positively correlated with lightning activity [25]; a day with a lightning count
greater than 10,000 is deemed a “lightning day” [16]. The data span is from 2014 to 2017.

2.2. GNSS Data

The local GNSS data were obtained from the Hong Kong Satellite Reference (HK
SatRef). The GNSS receivers have a sampling rate of 30 s. Information on the network is
given in the works of Ji et al. [26] and Kumar et al. [27]. More information on HK SatRef is
available at the website of the Hong Kong Survey Department (https://www.geodetic.gov.
hk/en/rinex/downv.aspx, (accessed on 14 June 2019)).

2.3. Method
2.3.1. ROTI

ROTI defined by Pi et al. [28] as the root mean square of the TEC rate is used to char-
acterize ionospheric irregularity. ROTI could be used as a proxy for the scintillation [29,30].
ROTI is computed from the GNSS data as follows. First, a 15° elevation cut-off angle was
used to eliminate the multipath effect [6]. A geometry-free linear combination of pseudo-
and carrier-phase signals was then used to compute slant TEC (STEC) at 30 s sampling
intervals. STEC was converted to vertical TEC (VTEC) by applying a mapping function
using Equation (1) below, where Re is the earth’s radius, 6 is the elevation angle at the
ionospheric pierce point (IPP) of the signal-receiver path, and h; is the ionospheric single
layer, approximated at 350 km.

Recos 6
Re +h;

2
VTEC = /1 — < ) * STEC (1)
Finally, at five-minute intervals of the rate of TEC (ROT), ROTI was computed accord-
ing to Equation (2), where ROT and ROTI are in TEC units (TECu: 1 TECu = 10 e/m?)
and the notation (-) is the averaging operation [31].

ROTI = /< ROT? > —< ROT >2 @)
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ROTI as shown in Equation (2) is usually for a single satellite-receiver pair. ROTI values
exceeding 0.2 TECu are used to indicate that ionospheric scintillation has happened [32].
However, ROTI average (ROTl,yg) is the average value of ROTI over 30 min for all satellites
received by a single station; following Oladipo et al. [33], a scintillation is deemed to occur
for a ROTI,yg value exceeding a threshold of 0.8 TECu. To effectively compare this study to
that of Amin [23], ROTl,yg is adopted.

2.3.2. Hourly Occurrence

For the diurnal hourly occurrence, the number of times lightning occurred and ROTI,yg
was greater than the threshold were accumulated within hourly intervals for all days in
each year. A correlation is then looked for between the lightning and ROTI,yg hourly occurrences.

2.3.3. Selection Criteria

To avoid the geomagnetic storm and solar radiation effects, only days with disturbance
storm time (Dst) greater than —30 nT [34] and solar flux index (F10.7 index) less than 150 sfu
(solar flux units, 1 sfu = 10722 watt per square meter-hertz) [35] were selected. Table 1
shows the total number of days for the years 2014-2017 that had lightning activity only.

Table 1. Number of lightning days in each year void of geomagnetic storm and solar radiation effects.

Year Number of Lightning Days
2014 85
2015 81
2016 108
2017 102

3. Results

According to Tang et al. [19], the stations of HK Satref are quite close, hence their
observations are similar. Only the observations from one station (HKOH) are presented.

Figure 1 shows the ROTl,yg from 2014 to 2017. In Figure 1, the highest values are
mostly in the nighttime and between 0.07-0.2 TECu; this indicates that a scintillation is
often a nighttime event. This is coherent with Tang et al. [31] and Ji et al. [26] who have
shown that a greater percentage of ROTI lies between 0.02 and 0.05 TECu in the Hong
Kong region. In this present study, the ROTI,yg threshold is set at 0.075 TECu instead of
0.8 TECu, unlike Oladipo et al. [33] but the same as Nishioka et al. [36], who suggested
a scintillation threshold of 0.075 TECu in the Asian region. More so, the years 2014-2017
are at the declining phase of the 24th solar cycle [37] where scintillation values are low
compared to the high solar active years of 2002 and 2012 in Oladipo et al. [33] and Amin [23],
respectively. Also, Jacobsen [38] and Liu et al. [39] have demonstrated that GNSS receiver
types, configurations, and sampling rates influence ROTI values. These differences in ROTI
values (thresholds) arising from the technique used, GNSS receiver configurations, and
geographic location should be important factors to consider when developing regional and
global models.
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Figure 1. ROTlavg for the years 2014-2017. The abscissa axis shows the local time (LT: UT + 8) in
hours. The ordinate axis shows the months of the year. The color bar shows the ROTlavg values
in TECu.

On the diurnal hourly occurrence, the number of times lightning occurred and the
ROTIayg was greater than 0.075 TECu were accumulated within hourly intervals for all days
in each year. Panels a to d in Figure 2 show the annual hourly diurnal ROTI,yg occurrence
against that of the lightning occurrence. All years showed a similar trend. The trend reveals
that the lighting occurrence peaked before that of ROTI,yg. This resulted in negative linear
correlation values of —0.364, —0.41, —0.371, and —0.421 with significant values (p-value) of
0.05, 0.04, 0.05, and 0.04 at a confidence interval of 95% (« = 0.05) in chronological order
from 2014 to 2017 as seen in panels e to h in the right column in Figure 2. The p-values
indicate that despite being negative, the linear correlation is statistically significant. This
implies that as lightning increases, ROTI decreases and vice versa. These are contrary to
observations in Amin [23] where both lightning and ROTl,yg peaked at the same time in
the evening resulting in positive linear correlation values. As the objective of this study is
to find the relationship between lightning and ROTI, reasons are discussed to explain the
differences between this observation and that of [23].
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4. Discussions

The objective of this work is to appreciate and understand the relationship between
hourly lightning activity and ionospheric irregularities (ROTI) through the use of long-term
data. The initial results seen in Figure 2 show a negative linear correlation contrary to the
positive linear correlation reported in Amin [23]. One reason for the observed differences
in linear correlation could be attributed to the interaction between local variations in
mesoscale and the topographic nature of the geographic region [40,41] resulting in different
diurnal trends of lightning. That is, different regions tend to respond to lightning differently.
From the observed data and results in other studies, there seems to be a common trend
in the diurnal pattern of lightning. Places in the northern hemisphere seem to have a
common pattern. Likewise, places in the southern hemisphere. For instance, Figure 5 in
Williams et al. [42] shows a similar pattern of diurnal lightning as observed in this current
study, and their Figure 6 is similar to that of Figure 5.13 of Amin [23]. In Figure 5 of
Williams et al. [42], Australia, which is in the southern hemisphere, shows a broad peak of
lightning from noon, which lasts until about 23:00 local time (LT). This pattern is similar
to that of South Africa, also in the southern hemisphere. Brazil also shows a similar trend
as seen in Pinto et al. [40]. In Figure 6 of Williams et al. [42], French Guyana, which is in
the northern hemisphere and in South America, exhibits a lightning peak of around 15 LT,
which lasts for about 3 h (till 18 LT). This pattern is similar to that of Hong Kong. Other
similar trends are observed in the Indian region [43] and the United States [41,44], all in
the northern hemisphere. The broad width of the lightning peak observed in the southern
hemisphere regions should cover their peak time of ROTI,yg, which happens in the evening
(mostly between 20 and 23 h). Statistically, lightning and ROTI,yg having similar trends
and with their peaks coinciding at the same time stands a high chance of giving a positive
linear correlation value, whereas peaks that occur far apart at different times would give a
negative linear correlation value.

Correlation may not necessarily mean causation. Possible mechanisms influencing the
diurnal correlations in this work and that of Amin [23] are the lightning activity interactions
with the ionosphere through lightning-related current and electrical discharges [45,46] and
processes of gravity and electromagnetic wave [24,47-49].

A thunderstorm with lightning activity may affect the electron density in the lower
ionosphere (particularly the D-layer) through two basic physical processes: the gravity
wave (GW) due to the convection and thunder [47] and the electromagnetic wave (EM) due
to the lightning [24]. The GW will generate a disturbance of the mesosphere (60-90 km)
and the lower thermosphere (above 90 km), thus of the neutral atmosphere, which drags
electrons from the ionosphere. Although the GW is a transversal wave, any changes in its
amplitude generated from a lightning discharge will perform as a longitudinal wave that
propagates upwards at the speed of the order of sound in air. The higher the air density,
the stronger and faster the GW. Therefore, the GW due to the lightning and thunder and
the thunderstorm convection disturbance would be stronger and faster as it propagates
in the lower (higher air density) D-layer during the daytime than it does in the higher
(lower air density) D-layer during the nighttime. The GW due to the lightning and thunder
and the thunderstorm convection disturbance on ROTI lags the lightning activity due to
its very low propagation speed at a high altitude. Theoretical studies have shown that
the GW needs about one to several hours to propagate to higher altitudes depending on
speed and period [50]. Using the wave model of Row [51] and Francis [52], which assumes
that the GW propagates upwards through the atmosphere, Taylor et al. [53] found that the
GW from a thunderstorm took about six hours before reaching the airglow layers (80 km
above ground surface), which implies a vertical velocity of about 5 ms~!. In Figure 2,
the time delay between lightning and ROTlayg is about 5-7 h, similar to that observed
by [53]. At an altitude of 350 km and a time delay of 5-7 h, the vertical velocity of the
GW would be approximately 10-15 ms~!. These observations show that the average
vertical velocity of the GW is about 5-15 ms~! confirming the low propagation speed of
the GW. Also, the GW is predominant in the horizontal component which takes a relatively
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longer time to reach higher atmosphere heights [19,20,54]. This could best account for the
difference in peak times of lightning and the ROTI pattern in this study, where lightning
is predominantly in the afternoon. Again, Lay [22] made an observation where lightning
occurring predominantly in the daytime (14-16 LT) had its related ionospheric disturbances
around 00-02 LT similar to the observations in the left panels in Figure 2. Thus, lightning
that occurs predominantly in the afternoon sees the ionospheric disturbance some hours
later leading to an initial negative linear correlation.

Lightning-generated electromagnetic waves (EM) on the other hand propagate at
the speed of light and reach the lower ionosphere almost immediately after the lightning
activity has taken place. The strength of the impact of the EM on ROTI depends on the
density of the electrons present. The higher the electron density, the stronger the impact.
Theoretical simulations have shown that the EM could lead to a reduction in electron
density at lower altitudes and an increase in electron density at higher altitudes in an
ionospheric D-layer due to Joule heating effects [55-57], which have also been proven by
lightning sferics observations [24,58,59]. Lightning sferics also produce very-low-frequency
(VLF) discharges that contribute to the Trimpi effect. The Trimpi effect refers to transient
perturbations caused by electron precipitation on sub ionospheric propagating waves [60].
The perturbations associated with sferics take only about 0.6 s to begin. Also, the Trimpi
effect is only observed in nighttime ionospheric conditions and not daytime [61,62]. There-
fore, the lightning-generated EM and the Trimpi effect would have a stronger impact on
ROTI during the nighttime than during the daytime. The appearance of the impact of
the EM and Trimpi effect on ROTI is almost on par with the time the lightning activity
happened. Thus, lightning that occurs predominantly in the evening sees an ionospheric
disturbance almost instantly leading to a positive linear correlation.

To further illustrate the time of lightning dominance and the time lags of its associated
ionospheric disturbance, two diurnal zone divisions are made. That is, 07-17 and 18-06 LT
to represent the daytime and evening time zones, respectively [30]. In Figure 2, 20142017
have similar lightning and ROTl,yg trends. Some days are selected to illustrate this further
as most of the individual days have similar observations. The assessment is done by finding
the cross-correlation between lightning and ROTT instead of the linear correlation. Cross-
correlation studies different variables to identify their similarity and draws characteristics
relative to each other based on time to derive new information. Pseudorandom noise
codes (PRN) from the individual satellite-receiver pairs available at the time ROTI lags the
lightning are presented to provide extra evidence of ionospheric disturbances. The TEC
of the PRN is detrended using the Savitzky-Golay filter of order 6 and window length of
120 min [16]. Detrended TEC (DTEC) is filtered with a bandpass of frequencies between 1
and 2.8 MHz and 4.2 and 8.2 MHz to derive ionospheric gravity (IGW) and ionospheric
acoustic (IAW) waves, respectively, from lightning [17,63]. A filtered DTEC amplitude
above 0.08 TECu and 0.025 TECu [63] and ROTI greater than 0.2 TECu signify the presence
of IGW, IAW, and ionospheric disturbances, respectively. The selected days for the daytime
and evening are presented in Figures 3 and 4, respectively. The left panels of the top rows
for each day in Figures 3 and 4 show the ROTI,yg and lightning counts. The right panels of
the top rows show the cross-correlation between the ROTlL,yg and lightning counts from
the left panel. The bottom rows show the DTEC, IGW, IAW, and ROTI of the PRN, which
was available at the time ROTI lags the lightning. The magenta lines are the thresholds of
IGW, IAW, and ROTI.
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Figure 3. Some selected days (21 November 2015, 27 July 2015, 22 July 2015) where lightning was
predominantly in the daytime (07-17 local time) and its cross-correlation with ROTlayg (top rows
of each day). The associated ionospheric disturbances are also indicated by DTEC, IGW, IAW, and
ROTI (bottom rows of each day) by satellites that passed some hours after the lightning activity. The
magenta lines show the threshold of £0.08 TECu, £0.025 TECu and 0.2 TECu for IGW, IAW and

ROTI respectively.
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Figure 4. Some selected days (9 August 2015, 11 July 2016, 2 July 2015) where lightning was
predominantly in the evening (18-06 local time) and its cross-correlation with ROTlayg (top rows
of each day). The associated ionospheric disturbances indicated by DTEC, IGW, IAW, and ROTI
(bottom rows of each day) by satellites that passed at the time of lightning activity. The magenta lines
show the threshold of £0.08 TECu, £0.025 TECu and 0.2 TECu for IGW, IAW and ROTI respectively.
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0.9

Figure 3 shows the days with lightning predominantly in the daytime. In panels
b, h, and n in Figure 3, ROTL,yg is seen to have a negative time lag of about 4 h to the
lightning activity but is strongly positively correlated. The time of the disturbances as
seen in the PRNs in the bottom rows confirms the delay. The negative time lags; however,
positive coefficients indicate that the disturbances are associated with lightning, which can
be attributed to the delayed impact of the gravity wave mechanism from the predominantly
daytime lightning on the ionosphere.

Figure 4 shows the days with lightning predominantly in the evening. From panels b, h,
and nin Figure 4, ROTl,yg is seen to have a time lag of zero to a few minutes to the lightning
activity and with strong positive correlation coefficients. The time of the disturbances as
seen in the PRNs in the bottom rows is on par with the lightning activity. The time lag
of zero to a few minutes and the positive coefficients indicate that the disturbances are
associated with lightning, which can be explained by the almost immediate impact of the
electromagnetic wave mechanism and the Trimpi effect resulting from the predominantly
nighttime lightning on the ionosphere.

Following the mechanisms of the gravity wave, electromagnetic wave, and the Trimpi
effect as discussed above, cross-correlation of the lightning and ROTI,yg counts from the
left panels in Figure 2 yielded positive correlation values of 0.89, 0.82, 0.72, and 0.61 for
2014 to 2017, respectively as shown in Figure 5. The values are similar to 0.86 reported by
Amin [23]. This shows that the diurnal hourly lightning activity and associated ROTIayg
have a positive correlation.
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Figure 5. Cross-correlation of lightning and ROTl,yg counts from left panels in Figure 2.
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The observations in Figures 3-5 confirm that ionospheric disturbances from lightning
occurring in the afternoon take a relatively longer time to manifest, whereas those due to
lightning occurring in the evening are almost immediate. Using cross-correlation provides
a better means of accessing the relationship between lightning activity and its associated
ROTI at various times of the day. The cross-correlation coefficient is statistically significant
when its absolute value is greater than the expected cross-correlation coefficient (ECCF),
which is computed as [64].

ECCF= —= 6)

where n is the total number of observations and k is the number of observations between
zero and the point of the maximum cross-correlation value on the lag axis. Negative and
positive k are to the left and right of zero on the lag axis, respectively.

Table 2 is a summary of the cross-correlation coefficients of days and years in Figures 3-5
and their ECCF. The observations of the days in Figures 3 and 4 are at 30 min intervals,
whereas those of the years in Figure 5 are at hourly intervals. The cross-correlation coeffi-
cients being greater than the ECCFs show that lightning activity is significantly positively
correlated with its associated ROTI regardless of the time of day the lightning was predominant.

Table 2. Cross-correlation coefficient of days and years in Figures 3-5 and their ECCE.

Cross-Correlation Coefficient n k ECCF
21 November 2015 0.76 48 -9 0.32
Days in Figure 3 27 July 2015 0.76 48 —6 0.31
22 July 2015 0.8 48 11 0.33
9 August 2015 0.76 48 0 0.3
Days in Figure 4 2 July 2015 0.89 48 -1 0.29
11 July 2016 0.92 48 -1 0.29
2014 0.89 24 -8 0.5
Years in Figure 5 2015 0.82 24 -8 0.5
2016 0.71 24 -8 0.5
2017 0.6 24 -7 04

5. Conclusions

In this work, a correlational study between hourly lightning activity and ROTI was
carried out using long-term data. The data were from 2014 to 2017 with the study area
being Hong Kong. The linear correlation between the hourly lightning activity and ROTI
was negative compared to a similar study in southern Africa, where the correlation was
positive. The initial differences in linear correlation values between this present study and
that in southern Africa are attributed to the time differences at which lightning and ROTI
peaked. Although lightning peaked in the daytime in Hong Kong, its associated ROTI
peaked in the evening. For southern Africa, both lightning and ROTI peaked at the same
time in the evening. Probing further, this current study found that the ROTI resulting
from lightning predominantly in the daytime lagged due to slow propagation of gravity
wave mechanisms but did not lag when lightning was predominantly in the evening
due to electromagnetic waves and the Trimpi mechanisms. The temporal discrepancy
could be explained by either or both mechanisms and it would require simulations to
confirm their likelihood. Using datasets obtained from radio occultation missions such
as COSMIC would be effective for quantifying these mechanisms and their perturbations
at the various layers of the ionosphere. Unlike the linear correlation that showed that
predominantly daytime lightning is negatively correlated with its ROTI, cross-correlation
offered a better means to access the lightning activity—-ROTI relationship. Cross-correlation
revealed the time delays and showed that the lightning activity and its associated ROTI are
positively correlated, which can be explained by the physical mechanisms. The results and
observations have shown that GNSS can reveal the impact lightning activity has on the
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ionosphere at various times of the day. The models for ionospheric scintillation simulations,
prediction, and forecasting purposes based on lightning activities should consider and
incorporate this observation when being developed.
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Abstract: Global navigation satellite system interferometric reflectometry (GNSS-IR) is a new type of
microwave remote sensing technology that can measure soil moisture content (SMC). GNSS-IR soil
moisture retrieval methods based on the satellite signal-to-noise ratio (SNR) and triple-frequency
signal combination have the following shortcomings: SNR does not always exist in the original
GNSS file, and the number of triple-frequency signal observation satellites is small, resulting in
GNSS-IR soil moisture observation time resolution being low. Based on the above problems, in
this study, we constructed a soil moisture inversion method based on multisatellite dual-frequency
combined multipath error is proposed: the multipath error calculation model of dual-frequency
carrier phase (L4 Ionosphere Free, L4_IF) and dual-frequency pseudorange (DFP) without ionospheric
effect is constructed. We selected the data of the five epochs before and after the time point of the
effective satellite period to construct the multipath error model and error equation, and we solved the
delay phase for soil moisture retrieval. We verified the method using Plate Boundary Observatory
(PBO) P041 site data. The results showed that the Pearson correlation coefficients (R) of L4_IF and
DFP methods at P041 station are 0.97 and 0.91, respectively. To better verify the results’ reliability
and the proposed method’s effectiveness, the soil moisture data of the MFLE station about 210 m
away from P041 station are used as the verification data in this paper. The results showed that the
delay phase solved by multipath error and soil moisture strongly correlate. Pearson correlation
coefficients (R) of L4_IF and DFP methods at MFLE station are 0.93 and 0.86, respectively. In order
to improve the inversion accuracy of GNSS-IR soil moisture, this paper constructs the prediction
model of soil moisture by using the linear regression (ULR), back propagation neural network
(BPNN) and radial basis function neural network (RBFNN), and evaluates the accuracy of each model.
The results showed that the soil moisture retrieval method based on multisatellite dual-frequency
combined multipath error can replace the traditional retrieval method and effectively improve the
time resolution of GNSS-IR soil moisture estimation. To perform highly dynamic monitoring of soil
moisture, higher retrieval accuracy can only be obtained with a small epoch multipath error.

Keywords: GNSS-IR; soil moisture content; multisatellite combination; dual-frequency pseudorange;
dual-frequency carrier phase combination; multipath error; phase delay

1. Introduction

Soil moisture content (SMC) is the physical quantity that characterizes the degree of soil
wetting and drying. As an indispensable environmental factor on the surface, SMC plays
an active role in weather forecast, climate research, slope stability prediction, and accurate
prediction of flood disasters [1-4]. Global Navigation Satellite System interferometric
reflection (GNSS-IR) is a new microwave remote sensing technology that mainly uses
the interference effect generated by the direct and surface reflection signals obtained at
the GNSS receiver to invert the surface parameters according to the characteristics of the
interference signals [5-9].
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In recent years, many scholars have made remarkable achievements in soil moisture
retrieval using GNSS-IR technology. Larson et al. observed that the ground-reflected signal
captured by a geodetic-quality Global Positioning System (GPS) antenna is sensitive to soil
moisture, so the GPS signals can be used to sense soil moisture. They first proposed using
GPS SNR retrieval of soil moisture, confirming the feasibility of SNR data retrieval [10-12].
Zhang et al. used Bei Dou Navigation Satellite System (BDS) and GPS SNR to invert
volumetric soil moisture (VSM) changes and wheat growth, and compared the results
with the original observation values. The experimental results showed that GPS L1/L2
and BDS B1/B2/B3 frequencies in VSM retrieval are consistent with in situ VSM [13].
Liang et al. estimated the near-surface soil moisture using SNR data, corrected the original
phase by obtaining the amplitude and phase of the SNR interferogram, weakened the
influence on vegetation change, and established a genetic algorithm back propagation
neural network (BPNN) model for soil moisture retrieval. Their experiments showed that
the correlation between retrieval results and soil moisture was substantially improved [14].
Han et al. proposed a semiempirical signal-to-noise ratio model as a curve-fitting model to
reconstruct direct and reflected signals from SNR data and extract frequency and phase
information. The results showed that the soil moisture retrieval effect of the reconstructed
signal, with a height angle of 5-15°, was more accurate, and the fitting quality increased by
about 45% [15].

Jin et al. used SNR data to solve the different frequency phases of the SNR sequence
by spectrum analysis and the least-squares method and fused the dual-frequency phase
observation values with the entropy method. Finally, the fusion results were combined
with the measured soil moisture to establish an empirical model to retrieve soil moisture.
The results showed that the dual-frequency fusion method can effectively improve
retrieval accuracy [16]. Ran et al. used the detrended signal-to-noise ratio (DSNR)
sequence and proposed an arc-editing method to edit the DSNR sequence. Only the
DSNR data with the typical interference mode chord waveform were retained, and
the arc editing method of SMC retrieval was compared with the conventional method.
The experimental results showed that the proposed method had higher SMC retrieval
accuracy than the traditional method and could improve the retrieval accuracy of SMC
in undulating terrain [17]. Han et al. proposed a method to reduce the impact of direct
signal components by signal reconstruction and normalization according to the variation
law of SNR. The results showed that under the high rough surface conditions, the
normalized amplitude strongly correlated with in situ soil moisture. The quadratic
model was used to invert soil moisture from the normalized amplitude, and the retrieval
error was less than 0.085 cm® cm 3 [18]. Li et al. proposed a new soil moisture estimation
method based on SNR data. A solution to SNR AAF was constructed based on the
relationship between the amplitude attenuation factor (AAF) of the signal-to-noise
ratio in in situ observations and soil moisture. The results showed that the measured
soil moisture value was in good agreement with the estimated soil moisture range of
0.35-0.45 cm® cm 3, and the RMSE was less than 0.012 cm® cm ™3 [19].

Roussel et al. obtained the amplitude and phase from SNR data and proposed a
Global Navigation Satellite System reflectometer interference pattern technique to estimate
the temporal variation in soil moisture content around a single earth antenna. Satellite
signal-to-noise ratio (SNR) observation data with two satellite altitude angles of 2-30° and
30-70° were used. The experimental results showed that the method could effectively
invert soil moisture [20]. Yu et al. proposed a combined linear method for snow depth
retrieval using the phase of GPS triple-frequency signals. This method is independent of
geometric freedom and is not affected by the ionospheric delay. The results showed that
the accuracy of snow depth retrieval based on triple-frequency multipath error and SNR
was high [21]. Zhang et al. proposed two new SMC estimation methods: triple-frequency
carrier phase (TRFCP) and triple-frequency pseudorange (TRFP). The experimental results
showed that the phase delay estimated by the two methods strongly correlates with Plate
boundary observation (PBO) SMC [22]. Shen et al. proposed a BDS Medium Earth Orbit
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(MEO) and Inclined Geosynchronous Satellite Orbit (IGSO) satellite multisatellite soil
moisture retrieval method based on SNR observations. This method weakens the influence
of environmental differences in different directions by considering the satellite repetition
period. The experimental results showed that the estimation results of BDS IGSO and MEO
soil moisture agreed with the in situ soil moisture fluctuation. They verified that the BDS
MEQO satellite could effectively capture sudden rainfall [23].

According to the above research results, most scholars have focused on analysing SNR
data for GNSS-IR soil moisture retrieval. However, GNSS-IR soil moisture retrieval based
on SNR observations has the following problems: SNR is useless for most GNSS users,
as SNR does not always exist in the original GNSS file [9]; the performance of GNSS-IR
with SNR as the system input depends, to a large extent, on the observation quality of
SNR and whether the direct component (trend term) of SNR is successfully removed [21].
However, the actual SNR is often impure by abnormal noise, so the multipath SNR was
obtained using a low-order polynomial to draw the trend term to characterize multipath
information. Owing to the above two reasons, GNSS-IR performance based on SNR time
series may be seriously inaccurate. At present, some scholars have used the triple-frequency
signal combination for GNSS-IR snow depth detection and soil moisture retrieval, but the
number of triple-frequency signal observation satellites is small, resulting in the time
resolution of GNSS-IR retrieval of surface physical parameters being low. The duration
of the signal-to-noise ratio for the effective satellite elevation angle is shorter, which is
basically maintained at about 0.5-2 h, which is not conducive to enabling highly dynamic
monitoring of soil moisture.

Based on the above problems, to compensate for the shortcomings of SNR observation,
including too few triple-frequency signal satellites and low time resolution, by combining
the current multimode and multifrequency development pattern of GNSS, GNSS can play a
positive role in environmental monitoring. As such, GNSS-IR soil moisture retrieval based
on multifrequency linear combination observation has not yet been studied. In this study,
we constructed a soil moisture retrieval method based on multisatellite dual-frequency
combined multipath error by constructing the dual-frequency pseudorange (DFP) and the
dual-frequency carrier phase (L4 Ionosphere Free, L4_IF) multipath error calculation model
affected by deionosphericity. We selected the five epochs before and after the time point of
the effective satellite period and used a total of eleven epoch data to construct the multipath
error model and error equation. We solved the delay phase for soil moisture retrieval. We
used Plate Boundary Observatory (PBO) P041 (Boulder, CO, USA) site data to verify the
proposed method and further verified the method by using the soil moisture data of MFLE
station close to P041 station, which effectively improves the time resolution of GNSS-IR soil
moisture estimation. To realize the high dynamic monitoring of soil moisture, this paper
uses the multipath error of fewer epochs to calculate the delay phase for SMC inversion.
Because soil moisture is often affected by vegetation cover, soil temperature, air humidity
and other factors, to better improve the inversion accuracy of GNSS-IR soil moisture, we
use ULR, BPNN and RBENN to construct soil moisture prediction models and evaluate the
accuracy of each model.

2. Materials and Methods
2.1. GNSS-IR SMC Retrieval Principle
2.1.1. GNSS Multipath Error Principle

In the actual measurement, the signal received by the GNSS receiver antenna is not
only the signal directly from the satellite but also the signal reflected by the surface. The
direct and the reflected signals entering the receiver antenna interfere with each other, which
causes the observation value to deviate from the actual value and produce the multipath
error. According to the roughness of the reflective surface of the ground, the two main
types of reflection are diffuse reflection and specular reflection [22,24]. For convenience,
we assume that multipath error is only caused by specular reflections. Figure 1 shows that
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direct signal and reflected signal generate corresponding interference effects at the receiver
to form a composite interference signal.

Soil surface

Figure 1. Schematic diagram of GNSS-IR SMC retrieval. After the satellite sends the signal, the
right-handed circular polarized (RHCP) antenna receives the direct signal and the surface reflected
signal, producing an interference effect at the receiver. A is the GNSS receiver antenna; B is the
reflection point position of GNSS satellite signals passing through the ground; O is the footing
point of the vertical line between the over-reflection point and the GNSS satellite direct signal; 0 is
the elevation angle of the satellite; S; is the direct satellite signal received by the receiver antenna;
Sy is the reflected signal reflected by the object’s surface around the receiver antenna and enters the
antenna; H is the vertical height from the antenna phase center to the ground.

The elevation of the GPS satellite (§) determines the path delay AS, which is the extra
distance travelled by the reflected signal compared to that of the direct signal.

AS = 2Hsin0, 1)

By substituting carrier wavelength A into Equation (1), the phase delay d¢(t) corre-
sponding to the path delay can be expressed as:
AS _ 4nH

———sinf(t), )

So(t) =21 3 3

where A is the carrier wavelength; t is the observation epoch. The phase delay is related
to the antenna height, carrier wavelength and satellite elevation angle; that is, for a given
antenna height and carrier signal, the phase delay is a function of the elevation angle.
Equations (1) and (2) only consider the geometric delay and ignore the phase contribution
of the Fresnel reflection and antenna radiation.
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The amplitude A and phase difference B(t) of the reflected signal compared to the
direct signal can be expressed as:

Ac = \/Af, + A2 +2A, Ay - cosdo(t)

B(t) = tan~! {14’:;??07%}

, ®)

where A, = « - Ay, x is the amplitude attenuation factor (AAF); Sc is the composite signal;
Ac is the amplitude of Sc. The factor B(t) is the composite excess phase with respect to the
direct phase, which can be approximately expressed as [21]:

B(t) = (%) -sindg(t) = & - sing(t), @)

When only specular reflection is considered, the composite signal formed by the
superposition of the direct signal and the reflected signal Sc can be expressed as [21]:

Sc =S+ Sy = Agcos(wot) + Ay cos[wot + 6¢(t)] = Ac cos|wot + Bt], (5)

where Sy and Sy, are the direct and reflected signals, respectively; A; and A, are the
amplitudes of the direct and reflected signals, reflectively; wy is the angular frequency of
the signal.

2.1.2. Calculation of Multipath Error of Linear Combination of Observations
If only the influence of atmospheric delay error is considered, the GNSS code measure-
ment pseudorange and carrier phase observation equation can be approximately described
as [25]:
Pz':p+C((5tR*5t5)+T+L‘+E+MPi+€p,‘, (6)
/\iq)i:p+C(5tR—(5ts)+T—I,‘+E+M(p,‘+€%—/\iNi, (7)

where i is the carrier number; ¢ is the carrier phase observation value; p is the geometric
distance between the receiver and the satellite; ¢ is the propagation velocity of electro-
magnetic waves in a vacuum; tg and étg are the clock difference between the receivers
and satellite clock, respectively; N is the ambiguity of the whole week; A is the carrier
wavelength; Mp and M,, are the pseudorange and carrier multipath error, respectively; T
and [ are the tropospheric and ionospheric delay errors, respectively; € represents other
unmodeled errors.

2.1.3. Error Calculation of Dual-Frequency Pseudorange Multipath

As shown in Equations (6) and (7), when i is 1 and 2, Equations (6) and (7) can
be differentiated, respectively. Considering |MP;| 3> [Mgj], |eyi| > |e4i is as shown in
Equations (8) and (9).

P1 —/\14)1 :211+MP1+8(P1 +/\1N1, (8)
P, — /\24)2 =2l + MP, + €2 + ANy, 9)

The relationship between carrier frequency f and ionospheric delay I is:

_f

L=
£

I, (10)
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By subtracting the L; and L, carrier phase observation equations and taking into
account Equation (10), we obtain:

2
M@1—Agr =L — 1 + ANy — ANy = <?2 - 1) L + ANy — ANy, (11)
3

Therefore, as shown in Equation (12):

_ (Mg1 — 2292 + ANy — AaNp) X fz

I , (12)
-5
Therefore, the pseudorange multipath error equation at L; band is:
MPy =Py — M1 — 25 —epr — M Np
13)
=P - ;12 ;2)\1471 + fszz)\2§92 + K(Ny, Ny, ep1),
Similarly, the pseudorange multipath error equation in L, band is:
2f7 fi+f
MP, =P, — m—ZMig1 + 5A292 + K(N1, No, epa), (14)
fi-f f-f

where MP; and MP, are the multipath errors of the L; and L, carriers, respectively; P; and
P, are the pseudorange observations of the L; and L, carriers, respectively; f; and f, are
the frequencies of the L and L, carriers, respectively; A; and A, are the L; and L, carrier
wavelengths, respectively; ¢1 and ¢, are the observed values of L; and L, carrier phases,
respectively; Ny and N, are the ambiguities of L1 and L; carriers, respectively; ep; and epy
are other unmodeled errors.

In Equations (13) and (14), K(Nj, N, ) is the integer ambiguity combination, which is
usually a constant and does not affect the overall trend in the pseudorange multipath error.
If no cycle slip occurs, it can be omitted. Therefore, the main factors affecting the quality of
pseudorange multipath error are the noise in pseudorange observations and the accuracy
of carrier phase observations and code pseudorange observations. If cycle slip occurs in
carrier phase observations, it affects the value of pseudorange multipath error. Therefore,
for the pseudo-range multipath error in each period, cycle slip detection and repair are
required. We selected the multipath error MP, of the L, carrier as the research object.

The dual-frequency pseudorange multipath can be calculated by the linear combina-
tion of the pseudorange observations and the carrier phase observations, which can be
expressed as [26]:

f+f 2f3
MP; =P — )\ + 5o, 15
Ry A Ry A )
217 i+f
MP, =P, — )L + /\ , 16
=P e 191 ey 202 (16)

2.1.4. Multipath Error Calculation of Dual-Frequency Carrier Phase Linear Combination

For carrier phase observables, isolating the multipath from several other effects, such
as the satellite antenna pseudorange and ionospheric and tropospheric delay, is difficult.
However, when considering the multipath, the carrier phase contains two quantities: the
phase of the direct signal and the composite excess phase with respect to the direct phase.
Thus, the GNSS phase observation for carriers L; and L, can be expressed as [27]:

{L1 = M1 + A B (t)

(17)
Ly = Aathy + Ao Bo(t)
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where 1 and ¢, represent the phase of the direct signal; B1(t) and By (t) are the composite
excess phase with respect to the direct phase.
In GNSS positioning, the carrier phase of the direct signal can be expressed as:

Aii=p+Li+T+A4, (18)

where 7 = 1 or 2, which is the two signals with different frequencies. The geometric distance
between the GNSS satellite and antenna is represented by p, I; represents ionospheric delays,
T represents tropospheric delays, and A accounts for all other carrier-independent effects.
To isolate the multipath, the dual-frequency carrier-phase combination Ly is the L; — Ly
combination of carrier phase measurement, and its mathematical expression is [9,27]:

Ly=L1—Ly=15L—L+ApB1(t) — Aapal(t), (19)

Equation (19) eliminates the satellite clock error, receiver clock error, and tropospheric
delay, as well as the geometric distance between the satellite and the receiver. That is the
observed value of Ly is affected by both ionospheric delay and phase error. Therefore, when
analyzing the multipath error, a suitable method must be adopted to weaken the influence
of the ionospheric delay on the multipath error. The high-order polynomial is used to fit the
L4 multipath error, and the dual-frequency linear combination multipath error that is not
affected by ionospheric delay is obtained, which is the L4-free (L4_IF) observation value.

2.2. Establishment of Model Error Equation

According to Equations (1) and (2), the phase delay and path delay are functions
of the elevation angle and reflector height. The reflector height changes with the SMC,
which contributes to the change in the phase delay and path delay [12]. demonstrated that
the agreement between H and the SMC was not as strong as that between d¢(t) and the
SMC. Therefore, the phase delay can be used to characterize the change in the SMC. To
accomplish this, Equation (5) must be linearized first. Thus, the error equations can be
expressed as:

B(t) + V() = Kosindgo + sindgo Vi + o cos 9o Vs, (20)

where B(t) can be easily calculated through Equations (16), (17) and (19). Vi) is the
residuals corresponding to the DFP multipath error and L4_IF multipath error. kg denotes
the initial value of the AAF. The initial value of the phase delay, i.e., d¢o, can be calculated
by incorporating the wavelength (A), antenna height (H), and elevation angle (0) into
Equations (1) and (2), respectively. Vi and Vj, are two unknown correction parameters
corresponding to xy and d¢ that need to be solved. To ensure the reliability of the solution
and to avoid the influence of the excessive difference in multipath errors on the correction
parameter solving, we assumed that the SMC remained the same in the short term (e.g.,
within 5 min) and employed a total of 11 multipath errors to solve the correction parameters
through unweighted least squares adjustment. It is worth mentioning that the number of
multipath errors is not limited to 11, but should be greater than or equal to the number of
the correction parameters to be solved.

2.3. Solving the Phase Delay

The least-squares adjustment method is used to solve the delay phase. The L4_IF
method is taken as an example to illustrate the solving process of the phase delay. For the
11 multipath errors of one observation session for a single GPS satellite, 11 error equations,
such as Equation (20), can be obtained. Then, these error equations can be expressed by the
following matrix:

V) A X !

Mx1 - 1x2x1 11x1 @
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where
Vit T
= [V Ve Ves - Vel 2)
X T
21— LA (23)
A sindpg  sindgg sindgg --- sindgy T (24)
11x2 " |kpcosbgg Kocosdgy kogcosdgy -+ Kocosdgp|

l . . . .
1 x1 = [ﬁl — Ko Sll’I(Sq)Q ﬁz — Ko smdq)o /33 — Ko Sln54)0 s /311 — Ko Sll’\(Sq)O ]T, (25)

where B(t) represents the L4_IF multipath error, Vy) is the residual for g(t). The sub-
scripts 1, 2, 3, ..., 11 denote the serial number of the selected 11 multipath errors. Thus,
based on unweighted least-squares adjustment (VTV = min). X can be obtained by the
following formula.

x=[un] = (ama) e (am) = 0oy 26

where N = ATA;W = ATI. Because its rank equals one, N is rank deficient, which leads
to a non-unique solution of X. Therefore, to obtain a unique solution, pseudo-inverse
adjustment was adopted.

V] N W
XﬁI:V§¢:|72><22><1, 27)

where N~! and N~ is the Kelley inverse and the pseudo-inverse of N, respectively. Thus,
the adjusted phase delay and AAF can be obtained:

e Ko + Vi
L. ) 28
th} LS Po+ V(;(J @9

The diurnal phase delay representing the trend of the soil moisture change, namely
the mean of the adjusted phase delay of twelve observation sessions, can be obtained by
the following formula:

5o, — 091 + 095 + 095+ - +0¢;15
P = 12 4

(29)

where the subscript i equals 1,2, 3, ..., 78, and represents the ith day; the numbers 1, 2, 3,
..., 12 represent the serial number of observation sessions on a single day.

2.4. Data Sources

The experimental data are from the USA. Plate Boundary Observatory (PBO). We
selected the GPS observation data of the P041 station (Figure 2) and the SMC data col-
lected by the P041 and MFLE stations (https://ciresl.colorado.edu/portal/) (accessed on
10 September 2021). The days of the year (DOYs) of selected observation data are between
45 and 131 of 2014 (Note: 57, 67-69, 71, 82, 94, 104, 105 days of soil moisture data are
missing and have been eliminated).

The PBO SMC consisted of the site averaged SMC on a daily timescale, and the median
SMC value of all satellite tracks for each day was used [22]. (https://data.unavco.org/
archive/gnss/products/) (accessed on 15 September 2021). Located in Colorado, USA, and
positioned at an altitude of 1728.8 m, the P041 station (39.9495°N, 105.1943°W). The MFLE
station is about 210 m away from the P041 station, its altitude is 1727.3 m, and its position
is longitude and latitude (39.9476°N, 105.1944°W). The soil moisture data of the MFLE
station is used to further verify this method’s reliability. In view of this, this paper takes
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45°0'0"N

30°0'0"N

P041 station as the research station, MFLE station as the verification station, and MFLE
station is very close to P041 station, as shown in Figure 2. The surrounding environment
of P041 and MFLE stations are shown in Figure 3 (https:/ /www.unavco.org) (accessed
on 25 September 2021). The GNSS receiver and related parameters of the P041 station are
shown in Table 1.
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o
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Figure 2. GNSS test site locations. P041 and MFLE stations, Boulder, CO, USA.

(b)

Figure 3. Station conditions: (a) Environment around P041 station; (b) environment around MFLE
station. Note: GNSS test site locations: P041 and MFLE, Boulder, CO, USA (https:/ /www.unavco.org)
(accessed on 25 September 2021).
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SMC(cm3cm'3)

0.35

Table 1. Receiver and its related parameters at the P041 site.

Project Parameter
Type of receiver POLARX5
Sampling interval 15s
Type of antenna TRM59800.80
Antenna height 1.90 m

The P041 and MFLE stations can be seen in Figure 3a,b, respectively. They are located
in a flat and open area, and the surrounding vegetation is scarce, and the land cover
consists of exposed soils and short grasses. This paper selects the experimental data for
the late winter and early spring. Therefore, the surface reflection signal is less affected by
vegetation attenuation.

Figure 4 shows the observed SMC and precipitation data series corresponding to the
time (DOYs: 45-131,2014) of selecting GNSS observation data from P041 and MFLE stations,
which are presented in a line graph and a histogram, respectively. As demonstrated in
Figure 4, six significant indigenous precipitation events occurred during the experiment,
with a maximum precipitation of 24.8 mm, mainly during DOYs 63-66, 92-93, 102-103,
109-110, 127-128 and 130-131. Continuous precipitation led to a significant nonlinear
increase in the SMC. As precipitation decreased or stopped, there was a decrease in the
SMC. Evidently, precipitation was the primary factor that caused sudden changes in the
SMC. The precipitation at the P041 and MFLE stations during the experimental period was
appropriate and suitable for SMC retrieval.
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Figure 4. The soil moisture rainfall diagram during the experimental period.

3. Experiment and Results
3.1. Experimental Technical Scheme

Figure 5 shows the flow chart of the SMC retrieval technique used in this study.
The technical route we followed can be divided into three parts: (1) We first pre-
processed the GNSS-IR data: the carrier phase, pseudorange observation data, azimuth,
elevation angle, and epoch extraction. We extracted other data parameters from the
observation (OBS) file and navigation (NAV) file collected by GNSS receivers. (2) We
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determined the initial values of phase delay and amplitude attenuation factor, then
constructed the dual-frequency carrier phase linear combination multipath error model
and dual-frequency pseudorange multipath error model, and then calculated the mul-
tipath errors of the two models separately. We fit the ionospheric linear combination
(L4), namely the simple difference between L and L, (L4 = L; — L), with a high order
to obtain L4_IF. We used a 10-degree polynomial fitting. (3) By constructing the error
equation, we solved the delay phase. Then, we performed the delayed phase combina-
tion representing the variation trend in SMC and the retrieval SMC analysis. (4) Taking
the multipath error of the five epochs before and after as the observation value, we
calculated the dual-frequency pseudorange multipath error and the dual-frequency
carrier-phase combination error and determined the initial phase and the amplitude
attenuation factor (AAF). According to Equation (5), we established the model error
equation. We used the Lomb-Scargle periodogram (LSP) and least-squares adjustment
method to solve the delay phase. In solving the delay phase, the Pearson correlation
coefficient (R) between the phase delay and SMC was used to characterize the changing
trend between the delay phase and soil moisture.

Observation Data Navigation Data
[ |
_____________________ ]
| P ————— F-————-
o RTKLIB > [ |
£1 v | |
% |
31 . . | Establishment of model error equation g
153 Satellite selection | | >
2l | %
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| azimuth. elevationangle and epoch extraction | | Solution of phase delay | 2 )
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Figure 5. The technical process we followed for multisatellite dual-frequency combined multipath
error SMC retrieval. Note: RTKLIB is an open-source program package for standard and precise posi-
tioning with GNSS (global navigation satellite system). RTKLIB consists of a portable program library
and several APs (application programs) utilizing the library (http:/ /www.rtklib.com/) (accessed on
10 February 2022).

3.2. SMC Retrieval
3.2.1. Choice of Elevation Angle

Given the lack of measured soil moisture data, we selected the soil moisture value
from the P041 station estimated with the new GPS L2C carrier SNR as the reference value.
The soil moisture value of the PBO site is based on a value per day and is the median value
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estimated by all satellites [22]. As soil moisture changes more during the day than that
at night and more GPS satellites are visible during the day than at night, to simplify the
calculation, generally, only four and eight observation periods are selected at night and
day, respectively. As such, we used twelve observation periods every day. To ensure the
solution’s reliability and avoid excessive differences in multipath errors from affecting the
parameter solution, we assumed that the soil moisture remained constant for a short time
(e.g., within 5 min). We used the multipath error of the element used as the observation
value for 11 multipath errors in total.

To provide a more intuitive view of the number of GPS satellites visible during the day
compared to at night, Figure 6 shows the change in elevation of almost all GPS satellites at
site P041 on 19 February 2014 (DOY: 2014-050). Figure 6 shows that more GPS satellites
are visible during the day than at night, and the duration of a single GPS satellite being
visible during 1 day is generally about 2.5-8 h, and the period at a low satellite elevation
angle (<30°) is shorter, being maintained at about 0.5-2 h.
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Figure 6. Changes in the elevation angles of almost all GPS satellites at P041.

Figure 7 shows the linear combination of GPS satellite G22 (DOY: 2014-050) observa-
tions at the test site. The multipath error varied with the elevation angle of the satellite. The
black curve represents the change trend in MP, multipath error and L4_IF multipath error
over time, and the red parabola represents the change trend in satellite elevation angle
with time. Figure 8 shows that the satellite elevation angle occurs between 13:30 and 21:30.
The time gradually increases to the maximum value and then slowly decreases until the
satellite disappears. The changes in the MP, multipath error and L4_IF multipath error are
closely related to the satellite elevation angle. When the satellite elevation angle is low, the
MP; value oscillation amplitude can reach several meters, and the L4_IF value oscillation
amplitude is relatively large. When it is high, the oscillation amplitudes of the MP; value
and L4_IF value decrease accordingly. For increased accuracy, we selected the data at the
lower elevation angle as the experimental data, as shown in Figure 8.

Figure 8 shows the multipath error of the linear combination observations of the GPS
satellite G22 (DOY: 2014-050) at a satellite elevation of 5-25° for the test site GPS satellite.
Figure 8 shows that as the satellite elevation angle increased, the multipath error showed a
downward trend, which indirectly indicated that the carrier pseudorange and carrier phase
observations of low-elevation satellites are more susceptible to the influence of multipath
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errors; it provides a theoretical basis for the selection of GNSS-IR satellite altitude angle.
The satellite elevation angles in this experiment were all limited to 5-25°.
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Figure 7. The multipath error varies with satellite elevation angle: (a) dual-frequency pseudorange
multipath error; (b) dual-frequency carrier phase linear combination of multipath errors.
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Figure 8. The multipath error of low elevation angle varies with the sine value of satellite elevation
angle: (a) the dual-frequency pseudo multipath error MP;; (b) the dual-frequency carrier phase linear
combination multipath error L4_IF for removing ionospheric delay.

3.2.2. Choice of Azimuth

Satellite signal reflection point trajectory is a function of satellite elevation, azimuth,
and antenna height. The reflection point trajectory reflects the position of the satellite
relative to the receiver at a certain moment, from which the spatial information of the
reflected soil can be obtained. Therefore, the advantages of the satellite reflection point
trajectory map can be used, and the satellite azimuth angle can be considered to ensure as
much consistency of the multiperiod multipath environment as possible. We selected the
area with more visible satellites as the azimuth angle range at the experimental site.
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Y/m

Given the spatial differences in soil moisture and surface environment in the study
area, the soil moisture at different locations was not entirely consistent, which led to
the difference between the retrieval results based on the observation values at different
reflection locations. In addition, not all DFP observations and L4_IF observations of the
satellite elevation state contain the physical information of the surface reflector. Therefore,
we needed to select observation values based on the study area environment, satellite
elevation angle, and satellite azimuth angle to improve the accuracy of GNSS-IR soil
moisture retrieval. As shown in Figure 9, as the reflection area of the soil was roughly the
same, and on the premise of ensuring the number of satellites in each period, we selected
an azimuth angle range of 30-330°. The satellites all had continuous observation values
when their elevation angle was 5-25°, providing relatively sufficient observation data.
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Figure 9. The projected trajectory of the P041 (DOY: 2014-065) satellite at an elevation of 5-25°.

3.2.3. Selection of Effective Satellites

The Fresnel reflection region of a GNSS signal is a set of ellipses related to the elevation,
azimuth, and antenna height of a satellite. The first Fresnel reflection region contributes
the most to the reflected signal, and the reflection medium change in the reflection zone
strongly affects the relevant physical characteristics of the reflected signal.

The semimajor and semiminor axes of the ellipse of the first Fresnel reflection region
of the ground-based GNSS-R can be determined by [28]:

Sy =h-cot, (30)

Sy =0, (31)
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g = YAhsin Z‘;‘ o (32)
s’

V Ahsinf
b="—"———, (33)
sin 0

where S, is the projection position of the reflection point on the ground connecting the
satellite and the receiver; S, is the position of the receiver projection point; a and b are
semimajor and semiminor axes of the first Fresnel reflection region; h is the distance from
the antenna phase center to the reflection surface; A is the carrier wavelength; 6 is the
elevation angle of the GNSS satellite.

Figure 10 shows the first Fresnel reflection region ellipse group of the GPS L,
carrier when the satellite azimuth was 0°, the satellite elevation was 5-25°, and the
receiver antenna height was 1.9 m. The horizontal axis represents the distance from
the receiver antenna to the direction of the satellite, and the vertical axis represents
the distance perpendicular to the direction of the receiver antenna and satellite. When
the satellite elevation angle increases, the Fresnel reflection region shrinks, and the
reflection center is closer to the GNSS receiver. The area of the ellipse can be obtained
from the semimajor and semiminor axes of the ellipse, that is, the area of the first Fresnel
reflection region. Using the first Fresnel reflection region can avoid the influence of
other multipath sources, such as tall buildings, vegetation, and water; maximize the
unity of the reflection medium in the reflection zone; and be used for the design of
the experimental plan. Therefore, the Fresnel reflection region provides a certain basis
for determining the location of soil moisture sample collection points and selecting
effective satellites. The change in the reflection medium in the Fresnel reflection region
considerably affects the signal received by the receiver.
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Figure 10. First Fresnel reflection region for GPS L, frequency at different elevation angles.

Figure 11 shows the first Fresnel reflection region map of station P041 (DOY: 2014-065).
When the satellite elevation angle was 10°, the reflection point was up to 21 m away from
the receiver. If slopes or other interference sources are near the measurement area, the
first Fresnel reflection region should be introduced to reduce the excessive soil moisture
retrieval error caused by different soil reflection media. The lower the satellite elevation
angle, the larger the region of the first Fresnel reflection. When the elevation angle range
is limited, the azimuth angle of each GPS satellite does not change much. Therefore, the
calculation of the first Fresnel reflection region can ensure the unity of the medium in
the reflection region, meaning that the homogeneity of the soil can be more accurately
assessed and can provide a certain basis for other factors such as experimental planning
and satellite selection.
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The maximum power spectral density can be used to characterize the quality of a
multipath error signal to a certain extent. Spectrum analysis using the Lomb—-Scargle
method can be used to judge satellite signal quality [22,29]. A satellite track should
have a relatively stable singular dominant frequency for the same reflecting surface.
In general, the dominant frequency’s power spectral density (PSD) should be at least
twice as high as the power of the noise or the second most powerful frequency in the
periodogram [22,30].
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Figure 11. First Fresnel reflection region map of station P041 (DOY: 2014-065): GPS satellite distribu-
tion in the first Fresnel reflection region of station P041 when satellite elevation angle was (a) 10°;
(b) 25°.

Figure 12a,b show that the power that meets the dominant frequency should be at
least twice the power of the secondary main peak frequency, and that the quality of satellite
data is higher. We used the PSD of dual-frequency pseudorange and dual-frequency
carrier phase combined multipath error as the main auxiliary tool for satellite selection.
Figure 12¢,d lack any dominant frequency, which could have introduced substantial errors
in the subsequent parameter estimation. Therefore, we also discarded such satellites when
selecting satellites.

Based on the above analysis, after limiting the satellite elevation angle to about
5°-25° and after further considering the dual-frequency multipath error for satellite
selection, we used twelve time periods every day: eight evenly distributed in the daytime
and four and evenly distributed in the nighttime. Although the multipath error duration
of a single GPS satellite in a day is generally about 2-8 h, the corresponding duration of
the low satellite elevation angle multipath error is shorter, basically maintained at about
1 h. As a result, even fewer GPS satellites are available at low elevations. Therefore,
we selected only one GPS satellite for each observation period. Combining satellite
elevation angle, satellite reflection trajectory, satellite azimuth, first Fresnel reflection
area, station environment, spectrum analysis, etc., Table 2 shows the results of the twelve
time periods on 6 March 2014.
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Figure 12. Multisatellite dual-frequency combined multipath error Lomb-Scargle periodogram.
Spectrum analysis diagrams of the (a,c) dual-frequency carrier phase combined multipath error
(L4_IF;) (b,d) dual-frequency pseudorange multipath error (MP;).
Table 2. Satellite selection results at site P041 on 6 March 2014 (DOY: 2014-065).
Observation Period GPS Satellite Number Azimuth Height Angle GPS Time
Number (PRN) (/°) (/°) (hh:mm:ss)
1 PRN16 170.75-171.16 6.08-7.05 01:28:45-01:31:15
2 PRNO3 44.55-44.68 14.72-15.69 03:28:45-03:31:15
3 PRN26 239.89-240.82 24.45-25.25 05:58:45-06:01:15
4 PRN20 50.47-51.46 12.70-12.94 07:58:45-08:01:15
5 PRN24 221.92-222.65 13.37-14.22 09:58:45-10:01:15
6 PRNO04 67.64-68.26 7.66-8.46 11:28:45-11:31:15
7 PRN15 156.52-157.09 14.87-15.82 12:28:45-12:31:15
8 PRNO5 57.21-57.69 11.33-12.21 14:28:45-14:31:15
9 PRN16 275.01-275.94 6.19-6.73 15:28:45-15:31:15
10 PRN31 184.73-184.91 8.41-9.47 17:58:45-18:01:15
11 PRN25 73.92-75.11 22.27-22.47 19:58:45-20:01:15
12 PRN16 170.75-171.17 6.09-7.05 20:58:45-21:01:15
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3.3. GNSS-IR SMC Retrieval Results

To obtain the parameters that characterize the change trend in soil moisture, we used
the multipath error as the system input, and the amplitude attenuation factor and phase
delay were the parameters to be estimated. We ignored the impact of the satellite elevation,
soil moisture changes in the short term, and the amplitude attenuation factor and phase. The
delay was a constant in the short term, and we obtained the error equation by linearizing
Equation (5). The initial value of the phase delay was determined using Equation (2), where
the satellite elevation angle is the satellite elevation angle corresponding to the first soil
moisture sample collection time, considering that the soil surface reflectivity is between
0.3 and 0.8 [21]. In this study, we focused on the amplitude and phase of multipath error,
so the actual value of « is not required. Taking an « initial value xy = 0.3, we ignored the
complex effect of antenna gain mode.

Considering the small changes in the sine values of antenna height and satellite height
and our focus on the changing trend in the phase delay, we used the same initial phase
delay value for all periods of data processing. For the solution of the parameters, we
adopted the indirect adjustment method based on least squares, and the data processing
followed these principles:

(1)  Cycle slip detection and repair were conducted on the observed carrier phase value;

(2) We assumed that the amplitude attenuation factor and phase delay did not change in
a short time;

(3) To avoid the large difference between the delay phase and the acquisition time of
soil moisture, considering the necessary observation number, taking the acquisition
time of soil moisture as a reference, we took the multipath error of five epochs
before and after as the observation value. That is, we ignored the change in the
delay phase with satellite elevation angle in the short term. We regarded the
multipath error selected in each period as the repeated observation of the same
parameter. According to Equations (15) and (16), the dual-frequency pseudorange
multipath error MP could be calculated; According to Equation (19), the dual-
frequency carrier-phase combination multipath error L4 could be calculated. We
performed high-order fitting (we used 10-degree polynomial fitting) of L4 to remove
the influence of ionospheric delay and obtain L4_IF. According to Equation (2), the
initial value of the delay phase and the initial value of AAF (x() are determined.
According to Equation (5), we constructed the error equation of the corresponding
method, and performed the Lomb-Scargle periodogram (LSP) and least square
adjustment method. We solved each period to obtain a delay phase representing
the change trend in soil moisture.

Combining the results of daily satellite selection, for the selected single satellite, we
calculated the multipath error according to the dual-frequency signal of 11 epochs before
and after the corresponding time. Combining the above principles and methods, we
obtained the delay phase corresponding to the time of soil moisture acquisition through
adjustment. Therefore, one phase delay could be calculated for each observation period,
and 12 phase delays could be calculated for 12 observation periods in a day. By averaging
the 12 results, we obtained the average phase delay, which is the daily phase delay. On
a daily time scale, the L4_IF method and the DFP method were calculated separately
to obtain the corresponding daily phase delay, and Time trends of soil moisture and
delayed phase at P041 and MFLE stations were plotted (Figures 13a,b and 14a,b).
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Figure 13. P041 station; correlation between Delay Phase and SMC.

To further test the L4_IF method and the DFP method, 50 d of the P041 and MFLE
SMC, respectively, and the estimated phase delay were employed to build an empirical
model, and the other 28 d of data were used to verify the model. The modelling method
employed was unary linear. In the relationship between soil moisture and phase delay, in
this study, we used the phase delay as the independent variable (x) and the soil moisture as
the dependent variable (y) to perform univariate linear regression modeling. We obtained
the scatter plot and regression shown in Figure 15.
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Figure 14. MFLE station; correlation between Delay Phase and SMC.

To better reflect the soil moisture retrieval performance of the two methods of P041
and MFLE stations, we performed precision statistical analysis on each method separately,

and the statistical results are shown in Table 3.

Soil moisture is often affected by vegetation cover, soil temperature, air humidity and
other factors. In addition, due to the difference between the actual reflection conditions
of GNSS satellite signals and the hypothetical ideal reflection conditions, the relationship
between multi-path induced phase delay and soil moisture becomes complicated, which
makes the ordinary linear model not necessarily able to describe the trend of soil moisture.
Compared with other analytical models, the neural network model is less sensitive to the
influence of soil flatness, surface vegetation and soil surface roughness. Therefore, in order
to improve the inversion accuracy of GNSS-IR soil moisture, BPNN and RBFNN were used
to construct soil moisture prediction models, and the prediction results were compared

with those of ULR model, and the accuracy of each model was evaluated.

94

Phase delay(radian)



Remote Sens. 2022, 14, 3193

0.25 . . 0.25
—y = 140.5909 x - 1015.8740 —y=0.0820 x - 0.4214
0.2 ° P041_SMC ] 0.2 ° P041_SMC |
,?’“ o
Boast ] m§ 0.15 ]
g g
O 0.1} 1 O 01 1
% 2
0.05f b 0.05} .

7.226 7.22627.22647.22667.2268 7227 72272 53 5.6 59 62 65 68 71 74

Phase delay(radian) Phase delay(radian)
(a) (b)
0.3 T 0.25
—y=161.4068 x - 1166.2745 —y=0.0974 x - 0.4945
0.25| ® MFLE SMC ] o MFLE SMC
0.2 1
0.2 {72
£ Soas :
50.15 1 g
O O 0.1 7
= 01 {=
0.05] | 0.05F 1
0 : : : : - o—
7.226 7.22627.2264 7.2266 7.2268 7.227 7.2272 53 56 59 62 65 68 71 74
Phase delay(radian) Phase delay(radian)
(c) (d)

Figure 15. For the P041 station; scatter diagram of the SMC and regression equation based on (a) the
L4_IF method; (b) the DFP multipath model. For the MFLE station; scatter diagram of the SMC and
regression equation based on (c) the L4_IF method; (d) the DFP multipath model.

Table 3. Statistical table for accuracy comparison between L4_IF and DFP methods.

Station ID Method Correlation Coefficient (R) STD (cm® cm—3) MAE (cm® cm—3)  RMSE (cm?® cm—3)
P04l L4_IF 0.97 0.040 0.037 0.014
DFP 0.91 0.040 0.038 0.026
L4_IF 0.93 0.047 0.043 0.029
MFLE
DFP 0.86 0.047 0.049 0.042

Note: The STD in Table 3 is the error standard deviation; the MAE in Table 3 is mean absolute error; the RMSE in
Table 3 is root-mean squared error.
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The phase delay and measured soil moisture of P041 and MFLE stations calculated
based on L4_IF method and DFP method were used as data sources, and the training set
and test set were divided according to the ratio of 7:3. That is, 50 d data were used as
training set data, and 28 d data were used as test set data. BPNN and RBFNN are used to
model. Figures 16 and 17 show the comparison between the predicted values of the three
models of the two methods corresponding to the P041 station and the MFLE station and
the measured values of soil moisture.
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Figure 16. For P041 station; comparison between the predicted values of three models and measured
values of soil moisture (a) the L4_IF method; (b) the DFP multipath model.

In order to better reflect the prediction results of three prediction models for soil
moisture and the comparison results between different models, the accuracy of L4_IF
and DFP methods corresponding to the three models of P041 and MFLE stations were
statistically analyzed. The statistical results are shown in Table 4.
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Figure 17. For the MFLE station, comparison between predicted values of three models and measured
values of soil moisture (a) the L4_IF method; (b) the DFP multipath model. Note: The P041_SMC
in Figure 16a,b are SMC value of the P041 station; the MFLE_SMC in Figure 17a,b are SMC values
of the MFLE station; the ULR_SMC in Figures 16 and 17 are unitary linearity regression model
predictive value; the BPNN_SMC in Figures 16 and 17 are back propagation neural network model
predictive value; the RBENN_SMC in Figures 16 and 17 are radial basis function neural network

model predictive value.

Table 4. Statistical table for precision comparison of three models of L4_IF and DFP methods.

Station ID Method Model STD (cm® cm—3) MAE (cm3 cm—3)
ULR 0.040 0.037
L4_IF BPNN 0.039 0.034
RBENN 0.039 0.035
041 ULR 0.040 0.038
DFP BPNN 0.033 0.033
RBENN 0.039 0.038
ULR 0.047 0.043
L4_IF BPNN 0.039 0.037
RBENN 0.045 0.042
MEFLE ULR 0.047 0.049
DFP BPNN 0.042 0.046
RBENN 0.047 0.049

Note: The STD in Table 4 is error standard deviation; the MAE in Table 4 is mean absolute error; the ULR in
Table 4 is unitary linearity regression; the BPNN in Table 4 is back propagation neural network; the RBFNN in

Table 4 is radial basis function neural network.
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4. Discussion

From the above experimental results can be drawn, Figures 13a,b and 14a,b show
multiple apparent peaks in the phase delay and soil moisture, and the overall change
trend has a strong consistency. For the P041 station, the correlation coefficients between
the soil moisture and phase delay calculated based on the L4_IF multipath error and the
DFP multipath error are 0.97 and 0.91, respectively. For the MFLE station, the correlation
coefficients between the soil moisture and phase delay calculated based on the L4_IF
multipath error and the DFP multipath error are 0.93 and 0.86, respectively, which are
statistically significant. Figure 15a—d shows that the soil moisture values obtained using
the L4_IF and DFP methods both fluctuate around the linear regression equation built by
each, and the deviation is slight. The L4_IF and DFP methods have a statistical significance
level of 0.01 and 0.05, respectively, regarding soil moisture retrieval. The probability values
of the two methods are close to zero (P ~ 0), indicating that the correlation between
the estimated phase delay and soil moisture at the P041 and MFLE stations is significant.
Figures 16 and 17 show that the fitting degree between the predicted and measured values
of the BPNN model and RBFNN model is better than that of the ULR model, and the error
is smaller.

Table 3 shows that the standard deviation and absolute average error of the L4_IF
and DFP methods are the same, but the root mean square error of the L4_IF method is
smaller than that of the DFP method. Therefore, the L4_IF method is generally more
accurate than the DFP method. The observation precision of the carrier phase is much
higher than that of the pseudorange. To better compare the L4_IF and DFP methods, we
used the error propagation law to compare the error level of L4_IF and DFP. Assuming
that the observation error of the dual-frequency carrier phase has the same standard
deviation of 1 mm (0y = 07 = 0» = 1mm), the standard deviation of the GPS C/A code
measurement pseudorange observation value is 2.93 m. Therefore, the error standard
deviation of the L4_IF method is 074 = v/20p = 1.41 mm, and that of the DFP method is
oMp, = 2.93 m 074 < Oppp,, also means that the quality of the multipath error of the L4_IF
method is higher than that of the DFP method, so the L4_IF method obtained a higher
correlation coefficient and root mean square error.

Table 4 shows that for the L4_IF and DFP methods of P041 and MFLE stations, the
prediction results of the BPNN model are better than the RBFNN model and ULR model,
and the RBFNN model is slightly better than the ULR model. The reasons may be as
follows. Firstly, soil moisture is affected by vegetation cover, soil temperature, air humidity
and other factors, and multipath reflection is not an imaginary mirror reflection, which
makes it difficult to characterize other nonlinear characteristics between delay phase and
soil moisture by using simple linear or exponential models. Secondly, the BPNN algorithm
can correct the dielectric constant difference caused by weakening soil roughness, and has
a certain inhibitory effect on surface fluctuation, soil roughness and vegetation.

5. Conclusions

Based on the analysis of the multipath error generation mechanism and the calculation
model of GNSS measurement, we constructed a soil moisture retrieval method based
on multisatellite dual-frequency combined multipath error. We proposed a method of
estimating soil moisture using two combined dual-frequency signals. We used the L4_IF
and DFP methods, which are independent of geometric distance, to estimate soil moisture.
We verified the proposed method using the archived data set and SMC data of the P041
and MFLE stations. We drew the following conclusions through experimental analysis:

(1) The delay phases obtained by the multipath error solution and the soil moisture are
strongly correlated. For the P041 station, the R values of the L4_IF and DFP methods
are 0.97 and 0.91, respectively. For the MFLE station, the R values of the L4_IF and DFP
methods are 0.93 and 0.86, respectively. Because the observation error of the L4 linear
combination is low and the change in the ionospheric delay in the short term is small,
we used the high-order fitting to further weaken the influence of the ionospheric
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delay. The L4_IF method has higher R and soil moisture estimation accuracy than the
DFP method. When the BPNN model, RBFNN model and ULR model are used to
predict soil moisture, the results show that the prediction results of the BPNN model
are better than the RBFNN model and ULR model, and the RBFENN model is slightly
better than the ULR model. The results show that BPNN can improve the inversion
accuracy of GNSS-IR soil moisture.

(2)  Since the calculation of the phase delay only requires a small amount of multipath
error compared to the soil moisture retrieval based on the SNR, the proposed method
does not require the diagnostic signal frequency, and only a tiny number of epoch
multipath errors needs to be used to calculate the delay phase. So, achieving high-
time-resolution GNSS-IR SMC retrieval is easier. Therefore, this method can be used
to easily obtain high-time-resolution and accurate soil moisture estimations.

(3) Given the changes in soil moisture, the reflectivity of the surface changes, which
in turn will lead to changes in the amplification, attenuation factor x, and phase
delay. A further new finding is that the phase delay and the amplification attenuation
factor x based on the L4_IF method show the same change trend, and the Pearson
correlation coefficient between them is 1. Conversely, the phase delay based on the
MP; method and the amplification attenuation factor x show the opposite trend, and
the Pearson correlation coefficient between them is —1. These results show that the
phase delay is closely related to the amplification attenuation factor x. In other words,
the amplification and attenuation factor x can also be used for soil moisture estimation,
which can obtain the same result as the phase delay. For the sake of brevity, this article
does not list the research results of the amplification and attenuation factor «.

If SNR does not exist in the original file of GNSS and the number of GNSS satellites
with triple-frequency signals is still limited, the L4_IF method and DFP method proposed
in this paper can be used as alternative methods for monitoring through GNSS-IR so as
to enrich the data source of GNSS-IR soil moisture inversion and improve the ability of
GNSS to serve environmental monitoring. However, it should be noted that not all satellite
observations are suitable for estimating soil moisture, and different satellite selections will
lead to different results. Therefore, the effective selection of satellites is still a challenge.
Because this method does not need to diagnose the signal frequency and only needs
less epoch multipath error to calculate the delay phase, it is easier to achieve higher time
resolution of GNSS-IR soil moisture inversion. Soil moisture inversion based on a multipath
error enriches GNSS-IR data sources and enhances the reliability of GNSS-IR.
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Abstract: Centimetre-level accurate ionospheric corrections are required for a high accuracy and
rapid convergence of Precise Point Positioning (PPP) GNSS positioning solutions. This research aims
to evaluate the accuracy of a local/regional ionospheric delay model using a linear interpolation
method across Australia. The accuracy of the ionospheric corrections is assessed as a function of both
different latitudinal regions and the number and spatial density of GNSS Continuously Operating
Reference Stations (CORSs). Our research shows that, for a local region of 5° latitude x10° longitude
in mid-latitude regions of Australia (~30° to 40°S) with approximately 15 CORS stations, ionospheric
corrections with an accuracy of 5 cm can be obtained. In Victoria and New South Wales, where dense
CORS networks exist (nominal spacing of ~100 km), the average ionospheric corrections accuracy
can reach 2 cm. For sparse networks (nominal spacing of >200 km) at lower latitudes, the average
accuracy of the ionospheric corrections is within the range of 8 to 15 cm; significant variations in the
ionospheric errors of some specific satellite observations during certain periods were also found. In
some regions such as Central Australia, where there are a limited number of CORSs, this model was
impossible to use. On average, centimetre-level accurate ionospheric corrections can be achieved if
there are sufficiently dense (i.e., nominal spacing of approximately 200 km) GNSS CORS networks in
the region of interest. Based on the current availability of GNSS stations across Australia, we propose
a set of 15 regions of different ionospheric delay accuracies with extents of 5° latitude x10° longitude
covering continental Australia.

Keywords: Global Navigation Satellite Systems (GNSS); Continuously Operating Reference Station
(CORS); Precise Point Positioning (PPP); ionospheric corrections; ionospheric model

1. Introduction

Applications of the Global Navigation Satellite Systems (GNSS) Precise Point Position-
ing (PPP) technique are rapidly increasing due to the methods computational efficiency,
low communications bandwidth requirement and relative accuracy. PPP users can obtain
position solutions with centimetre- to decimetre-level accuracy in static and kinematic
modes [1-3]. The main advantage of PPP compared to differential based GNSS position-
ing techniques (e.g., Real Time Kinematics, RTK) is that PPP is based on the State-Space
Representation (SSR) of corrections approach [4,5]. The SSR approach allows for GNSS-
PPP-related errors such as satellite orbits and clocks to be modelled using a global sparse
network of GNSS Continuously Operating Reference Stations (CORS) infrastructure. This
removes the need for users to operate nearby base stations (i.e., base line < 100 km) or
within a local GNSS CORS network. However, a drawback of PPP is its relatively long
solution convergence time, which limits its adoption in real-time applications requiring
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almost instantaneous centimetre-level positioning accuracy [4]. Tens of minutes to a few
hours is required for PPP solutions to provide coverage to centimetre-level accuracy [6,7].
A significant amount of research effort has been invested in the past decade to reduce the
solution convergence time [8,9]. One known solution is to strengthen the PPP underlin-
ing measurement model by including externally computed, accurate ionospheric delay
estimates into the end-user PPP algorithms [10-14].

For single-frequency PPP, ionospheric models such as the Klobuchar and the Global
Ionospheric Maps (GIMs) estimated from a sparse global CORS network are applied.
The accuracy of the ionospheric corrections derived from these models is approximately
15-20 TECu and 2-4 TECu, respectively [15], where one Total Electron Content unit
(1 TECu) = 16 cm of ionospheric correction on L1 frequency. While these ionospheric
correction models are useful in aiding precise single-frequency positioning, ionospheric
corrections at 2—4 TECu are not sufficiently accurate to accelerate PPP convergence times
from a few hours to minutes. PPP that uses two or more frequencies eliminates the need
for an ionospheric model, as dual-frequency GNSS receivers can remove the first order
(~99%) ionospheric delays by forming the ionosphere-linear combination. However, this
linear combination of two signals, whilst removing the effects of the ionospheric delays,
increases the noise amplification factor by three. This weakens the measurement model in
dual-frequency PPP and results in a long solution convergence time of typically a couple of
hours [12,16].

To facilitate a fast solution convergence time of a few minutes for PPP, the ionospheric
corrections need to be accurate to less than one decimetre, that is, <~0.6 TECu. This
requires the use of high-density local /regional CORS infrastructure networks to accurately
estimate the ionosphere delay corrections, as in the case of network-based RTK. Hence,
the terminology of “PPP-RTK” being a hybrid between the global PPP solutions and
high-density local-network-based RTK solutions. The convergence time of a PPP-RTK
solution depends on the accuracy of the ionosphere corrections (typically < 10 cm), which is
dependent on the combination of the density of the local CORS networks and its latitudinal
extent [17].

Geoscience Australia, through its Positioning Australia program, aims to accelerate the
adoption and development of GNSS positioning technology and applications in Australia.
The aim will be achieved by integrating and upgrading the country’s GNSS space-based
infrastructure via the deployment of a Satellite-based Augmentation System (SBAS), and
ground-based CORS infrastructure networks to provide high accuracy, high reliability
fit-for-purpose GNSS positioning services throughout its territory [18]. The Analysis Centre
Software (ACS), called ‘Ginan’, is a GNSS processing toolkit developed by Geoscience
Australia for processing GNSS observations for geodetic applications, as well as computa-
tions of GNSS corrections products to enable high-accuracy GNSS applications. Ginan is a
free-to-use open source and is made up of two distinct software entities: The Precise Orbit
Determination (POD) and the Parameter Estimation Algorithm (PEA). PEA uses a Kalman
filter to estimate precise satellite orbits from a global CORS network, as well as satellite
clocks, vertical TEC and zenith troposphere delays. A country like Australia presents
challenges when designing and developing a high-accuracy national GNSS positioning
service. Australia is a vast landmass, most of which is sparsely populated and cannot
economically justify hosting a high-density CORS network. Furthermore, Australia extends
from 10° to almost 44° south, providing ionospheric disturbances at different scales.

This research assesses the achievable accuracy of a local ionospheric delay model for
Australia based on the linear interpolation method. The assessment will be conducted by
taking into consideration the number and spatial density of the GNSS CORS networks.
The model is populated with points where the ionospheric effects are known—because
these have been calculated based on readings taken at CORS. The effect of the ionosphere
at a given point is calculated using a linear interpolation to that point from the known
(CORS) points. As Australia has a large and sparsely populated landmass (its population
and infrastructure are mainly concentrated along the coast), the density of the GNSS CORS
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networks across the continent is not uniformly distributed. Thus, it is also of interest
to identify the optimum number of GNSS CORS stations, and the corresponding spatial
density required to achieve centimetre-level ionospheric corrections, thus realising the
ambition of the Australian Government Positioning program. The goal of this research
is to contribute towards our understanding of the regions in Australia that may require
the additional investment and densification of CORS infrastructure for enabling high-
accuracy positioning. The accuracy of the derived ionospheric corrections will be evaluated
as functions of different latitudinal regions and the spatial density of the GNSS CORS
networks across Australia. The Ginan toolkit will be used to generate between-satellite
single-difference ionosphere delay estimates. These estimates will then be used to derive a
series of regional ionospheric grid maps that are 5° latitude x ~10° longitude in size.

2. Methodology
2.1. Ionosphere Delay Estimation Using PPP Technique

PPP calls for the explicit modelling and estimation of biases on the GNSS measure-
ments. For this purpose, the undifferenced uncombined PPP measurement model is
characterised as follows [19]:

)‘2
vp =Ry +c(dt —df) + 77 — )szli + (br,f +ARN = bj}) +ely (1
1
/\2
P :R§+c(dt,—dts)+T5+A—§If+B,,,f—B;+sSplf @)

where L} . and P; , are the carrier phase and pseudorange measurements corresponding to
satellite s, station r and frequency f; R} is the geometric distance; c is the speed of light; dt,
and dt° are the receiver and satellite clock errors, respectively; 7; is the slant troposphere
delay between satellite and receiver; I} is the ionosphere delay along the line-of-sight
from a satellite to a receiver; N; , is the carrier phase ambiguity; A is the wavelength for
the frequency f; b,, f and B, £ are the satellite hardware delays of the carrier phase and
pseudorange measurements, respectively; b; and B; are the satellite hardware delays of the
carrier phase and pseudorange measurements, respectively; e SL f and 8513/ are the carrier
phase and pseudorange measurement noises, respectively.

It is worth noting that the effects of the antenna phase centre offset and phase centre
variation, solid earth tides, phase windup and relativistic effects have been corrected in the
measurements. The Ginan toolkit is now capable of generating rapid and ultra-rapid orbit
parameters, but, for the purposes of this research, the International GNSS Service (IGS)
final products were used to correct for the satellite orbital errors.

The ionosphere-free combination of pseudoranges (Pf I F) and carrier phase measure-
ments (L} | ) is taken as:
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and replacing the satellite and receiver clock with:
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Therefore, the (LfJF ) and (Prb IF) can be written as follows:

oir = Ry +c(dtp, » —dtip) + 70+ AL r 7)

P ip = Ry +c(dtip, —dtip) + 17 ®)

Equations (7) and (8) can be used to estimate the station positions, the satellite clock
offset cdtjy = cdt® + Bip, station clock offset cdtir, = cdt, + B, jr and the tropospheric
delays 77, as well as the real valued ambiguity A | consisting of ambiguity plus the
satellite and receiver hardware biases as shown in (9)

MAy o AA?

Ab1p = byir — By — bijp + Bip + Aty pUmpY:

(N7 —N;,) (C)]

The use of a wide-lane combination for ambiguity resolution is helpful due to their
longer wavelength. Here, the Melbourne-Wiibbena combination [20-22]

L/S L/S A _ )L P/S P/S
As _ rl 1,2 1 2 r,1 12 10
MW /\1 /\2 + )\1 + )\2 /\1 * )\2 ( )

is used to isolate and resolve the wide-lane ambiguities N ,,; = N7, — N:,. Equation (10)
can be rewritten as

AL mw = Brvw — Biuw + Nowr (11)

where B, v and B, are Melbourne-Wiibbena combination receiver and satellite biases.
Once the wide-lane ambiguities have been solved, the ambiguity on the GPS L1 carrier
phase can be isolated and resolved as well, as shown in (12).

A+ Ay A AAy
F r,IF+ﬁ S WL = Brir — BSp+ Mt " (12)

For enabling global PPP solutions, the satellite positions or orbits, the satellite clock
offset dtj and the phase bias estimates for GPS L1 and GPS L2 (b'3, b'3) can be used to
deliver ambiguity-resolved PPP solutions to the end user.

; A2 ;
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To obtain the ionosphere delay estimates used in this research, the carrier phase
measurements for L1 and L2 were corrected using (15) and (16).

L =L — (b1 + NSy — ) (15)

L/li,z = Lli,z - (b,r,z + /\ZN,iJ - /\ZN;,WL - bl;) (16)

The phase biases can be precisely estimated with the use of a global CORS network,
and there are no errors associated with ambiguities once they are solved. Thus, the noise
level of the corrected measurements is expected to be dominated by the un-modelled errors
in the carrier phase measurement.

The geometry-free combination of these measurements can be used to obtain a precise
estimate of the ionospheric delay (If) on the L1 = 1575.45 MHz carrier.

A2 A2 A2
s _ ns o gns Sy 1
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It is worth noting that the ionosphere delay measurements obtained this way are slant
ionospheric delay measurements between the line of sight from a GPS satellite to a receiver.
These measurements are subject to the receiver and satellite hardware. For a carrier phase
measurement, the delay estimation of 1.0 cm on L1 equates to 0.16 TECu.

2.2. GINAN Parameter Estimation Algorithm Processing

The Parameter Estimation Algorithm (PEA) is one of two components in the Ginan
toolkit to process GNSS raw observations. The PEA reads observations in both RINEX and
RTCMS3 formats and is capable of estimating satellite clocks and zenith troposphere delays.
The PEA application can be run on a Linux server that has sufficient memory (>8 GB) to
cope with the data from a network of 80-250 stations [23].

In this research, the slant ionospheric delay corrections were derived from the geometry-
free combination of GPS measurements (Equation (17)). To remove the receiver hardware
bias, between-satellite single-differences (SD) of the ionospheric delay corrections at each
CORS station in the test region were used, except one station, which is used for model
evaluation purposes. The satellite hardware bias was still included in the ionospheric delay
measurement in comparisons.

To compute the SD ionospheric corrections at every epoch, the measurements were
subtracted from each visible satellite with respect to one of the reference satellites, which
was the most common satellite in view in a local region.

Isp = L — Iso (18)

where [; and I, are the ionospheric delays for each visible satellite (si) and reference
satellite (so), respectively.

The SD ionospheric corrections (Igp) for each satellite include outliers (1% of data)
occurring in the processing. To remove the outliers, we discarded the values larger than
three standard deviations from the mean of all I delays of that satellite observed by all
stations in the local network.

Once the SD ionospheric corrections for each epoch were computed, linear interpo-
lation of the SD ionospheric corrections was carried out for all stations in a test region,
except for one station (treated as the evaluation station). The interpolation forms a surface
of ionospheric delays that fits with all ionospheric pierce points for at least 5 CORS stations
in the test region to map the corrections for each single GPS satellites. From this mapping,
the interpolated ionospheric delay corrections at the evaluation station were calculated
and subsequently compared with the actual measured values. The differences between the
interpolated ionospheric corrections and measured values at the evaluation CORS station
were computed to evaluate the achievable accuracy of the ionospheric linear interpolation
model. In this study, the accuracy presents the reliability of the ionospheric delays esti-
mated from the regional mapping and the actual measurement. The mean accuracy was
then taken as an average of all the accuracy retrieved on a whole day.

3. Results
3.1. Evaluation of the lonospheric Corrections in Different Parts of Australia

Figure 1 shows the current distribution of the Australian GNSS CORS networks along
with its states and territories. As Australia has a large and sparsely populated landmass,
the density of the GNSS CORS networks is not uniformly distributed. Hence, it is of interest
to evaluate the achievable accuracy of a linearly interpolated ionospheric corrections
model based on the existing configuration of GNSS CORS networks. Furthermore, as the
ionospheric effects vary as a function of latitude, it is therefore of importance to evaluate
the ionospheric corrections in different regions. A series of analyses were undertaken based
on selected test regions defined by latitudinal changes from low to mid-latitudes. The
width (change in latitude) of test regions was defined as 5° latitude starting from 10°S to
45°S, and the length (change in longitude) varied according to the respective test regions.
In general, it varied between 8° to 12° longitude, starting from 110°E to 155°E.
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Figure 1. A map showing the geographical distribution of the Australian GNSS CORS networks
(blue point). The test regions have a latitudinal width of 5° north south, whereas the longitudinal
length varies between 8 to 12° east west.

More than 100 Australian CORS stations with emphasis on state-wide infrastructure
networks were used to assess the latitudinal variation in the interpolated ionospheric delay
corrections over Australia. An additional 70 global CORS stations were also selected to
supplement and strengthen the processing model. Only GPS measurements were processed
and used for estimating ionospheric corrections. An example of the geographic distribution
of the selected CORS stations used is presented in Figure 2.

Station map

Latitude (deg)

Longtude (deg)

Figure 2. A map showing the geographical distribution of the GNSS stations (red aasterisks) used to
compute the ionospheric corrections for the Victoria region. Respective statewide CORS stations in
New South Wales (NSW), Australian Capital Territory (ACT), Western Australia (WA), North Territory
(NT), Queensland (QLD) and South Australia (SA) were used to derive ionospheric corrections for
those regions.
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3.1.1. Victoria (VIC), New South Wales (NSW) and Canberra (ACT)

The State of Victoria is in the mid-latitude region between 34°S to 39°S. Victoria
has the densest GNSS CORS network in Australia, with an average distance between
stations of 80 km. One hundred and twelve state-wide Victorian stations were selected
to assess the variability of the ionospheric corrections. The time series plots of the left
of Figure 3 show the precision of the SD ionospheric corrections on 6 May 2021 at two
Victorian CORS stations, ALBU and ANGS. The bar charts on the right of Figure 3 show
the accuracy (difference) of the ionospheric model at these two stations. The accuracy was
computed based on the differences between the interpolated ionospheric corrections and
measured values at the evaluation CORS station. It is important to note that the measured
slant ionospheric corrections at the evaluation stations were not used in generating the
interpolation model. In addition, only values from 3 to 24 UT (LT = UT + 10) were
considered in the evaluation, as the PPP network processing required a couple of hours for
the solution to converge and stabilise. For a dense network in Victoria, a linear interpolation
method of SD slant ionospheric corrections can reach an average accuracy of less than 5 cm,
with a mean accuracy of 1.2 cm for ALBU station and 0.8 cm for ANGS station. There were
some occasions where large variations can be found up to 10 cm, but 99% of the delay
accuracy was distributed within 5 cm.
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Figure 3. Results of the slant ionospheric corrections comparison at two Victorian CORS stations,
ALBU and ANGS on 6 May 2021. (Left) Time series plots showing the precision (mean accuracy)
of the SD slant ionospheric corrections of each satellite-receiver path based on linear interpolation
method. (Right) Bar charts showing the accuracy (difference between the estimated and interpolated
values) and distribution of the accuracy.

To evaluate the accuracy of the ionospheric corrections as functions of the CORS
network density (e.g., average distance between station) and number of stations used
in generating the ionospheric corrections, three scenarios with different CORS network
configurations were simulated as shown in Figure 4a—c. The three scenarios were (a) 112 sta-
tions with an average between-station distance of 80 km; (b) 40 stations with an average
between-station distance of 120 km; (c) 15 stations with an average between-station distance
of 200 km. Figure 4d—f shows the mean accuracy for each station in the corresponding
network. From the analysis, large differences were mainly observed at stations located
at the region border and away from the network. In scenario (c), two stations (i.e., LIPO
and CA10), located at the latitude of 34°S and far away from the network, showed larger
differences than in scenarios (a) and (b).
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Figure 4. (Top: a—c) Three test scenarios in Victoria to assess the relation between the accuracy of the
interpolated ionospheric corrections as function of the density of the CORS network configurations.
The orange rectangles show the test area of 5° latitude x10° longitude, and the red asterisks present
for the CORS stations. (Middle: d-f) Plots showing the mean accuracy for each station in the
corresponding network. (Bottom: g—i) Plots showing the accuracy of the interpolated ionospheric
corrections as a function of the average separation distance between the testing station and its three
nearest stations in the local network.

To examine the relation between the mean accuracy and the position of a testing
station in a regional network, we calculated an average distance from the testing station to
three nearest CORS stations, herein known as the average distance. Figure 4g—i presents
the accuracy as a function of the average distance of the testing station in the network. For
a region of 5° latitude x10° longitude with 112 stations (g), the ionospheric corrections
accuracy of 1 to 2.5 cm can be obtained with the average distance below 80 km, whereas
approximately 3 cm and 4 cm mean accuracies can be reached with average distances of
approximately 100 km and up to 200 km, respectively. These values are also the same as for
the network of 40 stations (h). For a network of 15 stations (i), 13 stations with an average
distance around 200 to 250 km have a mean accuracy from 2 to 4 cm, whereas two CORS
stations situated at the border of the test region between VIC and NSW, approximately
300 km from the three nearest stations, have a mean accuracy of up to 6 cm. Therefore, it
can be concluded that the number of stations and spatial distribution play major roles in
influencing the achievable accuracy of the ionospheric corrections model.

To further validate the scenario with 15 stations evenly distributed in the 5° x 10°
area, it was of interest to investigate if the inclusion of additional stations around the border
would strengthen the ionospheric modelling around the border region, thus improving the
overall accuracy of the corrections. Figure 5 (left) is a map of 15 CORSs with 10 VIC stations
plus 5 neighbouring NSW stations. In this set up, the CORSs were well distributed across
the test region compared to the previous test scenarios in Figure 4c. The average distance
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between the testing station to the three nearest stations in this test region is from 200 to
300 km. With this network configuration, an average of 5 cm accuracy can be achieved
for all stations in the local area. The NSW and ACT areas also have a dense GNSS CORS
network with an average distance of 120 km and an even distribution. Using this simple
interpolation, we can achieve an accuracy below 5 cm.
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Figure 5. (Left) Maps of 15 CORS stations including names of ten stations in VIC and five stations
(CWRA, RANK, WGGA, DLQN and OXLY) from the neighbouring NSW. The red asterisks present
coordinates of those stations. (Middle) The average accuracy of the interpolated ionospheric correc-
tions for each station on 6 May 2021. (Right) The accuracy as a function of the average separation
distance of the testing station to the three nearest stations in the network, same as Figure 4.

3.1.2. North Territory (NT) and East Coast of Queensland (QLD)

Northern Territory (NT) and the northern part of Queensland (QLD) are in the low-
latitude region (~0° to 30°S), where the electron density is expected to be higher than the
mid-latitude region. In the NT and west QLD, the GNSS networks are sparse. In fact, the
majority of the GNSS stations in QLD are located along the east coast, where the population
concentrates. In NT, there are approximately nine stations covering an area of 5° latitude
x8° longitude. The yellow box in Figure 6 shows the test region defined for NT.
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Figure 6. Map showing the GNSS CORS stations (red stars) in NT and QLD. The yellow box indicated
the nominated test region for NT.

Figure 7 shows the differences between the interpolated ionospheric corrections and
the measured values for each of the nine NT CORS stations on 6 May 2021. Based on
the observations on this day, all stations show a high variation of up to 5 m, particularly
between 3:30 to 8 UT, corresponding to 12:00 to 17:30 LT. These high variations occurred
during the afternoon, when the Equatorial Ionospheric Anomaly (EIA) is at maximum

111



Remote Sens. 2022, 14, 2463

density and were observed from some GPS satellites located on the north of the testing
station. This caused a large deviation since the signals of those satellites pass through the
EAI, where the high electron density content is.
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Figure 7. Plots showing the differences between the interpolated and measured ionospheric correc-
tions as function of time at the nine NT CORS GNSS stations on 6 May 2021. The colours represent
for different satellite observations.

Upon closer inspection of the results, as shown in Figure 8 (note that the y-axis
scale is in centimetres), differences of up to 50 cm are also found between 13 to 17 UT,
corresponding to 22:30 to 2:30 LT. These high variations occurred around midnight LT and
were observed from most GPS satellites of the testing station. This potentially indicates the
effects of mid-night ionospheric density disturbance occurring in the low-latitude region,
which were not present in the mid-latitude region.
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Figure 8. Plots showing the differences between the interpolated and measured ionospheric correc-
tions as function of time at the nine NT CORS GNSS stations on 6 May 2021. This figure is the same
as Figure 7, but the y-axis scale is decreased from 5 m to 50 cm.
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To further investigate of this phenomenon, GNSS station data along the east coast of
QLD were processed to evaluate and determine the latitudinal extent of these ionospheric
disturbances. The testing region included a dense CORS network from 15° to 30°S within
142° to 152°E. Three test areas of 5° latitude x5° longitude and 5° latitude x8° longitude
were defined for the QLD east coast (Figure 9), each consisting of 14 CORS stations. The
red stations with IDs in Figure 9 are the testing stations used in the ionospheric corrections
interpolation. A high variation in ionospheric delays can be seen at stations with latitudes of
up to 20°S during these time periods; and the variation diminished as the latitude increased.
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Figure 9. Plots showing the differences between the interpolated and measured ionospheric correc-
tions as a function of time at some testing stations on 6 May 2021. The dash boxed in the station map
show three testing areas. The red stations with names on the station map are the testing stations. The
colours in the right boxes represent for different satellite observations. The dash-orange rectangle
indicates some high variation in ionospheric delays.

3.1.3. South Australia (SA), Western Australia (WA) and Central Australia

Additional test regions in South Australia (SA), Western Australia (WA) and Central
Australia as shown in Figure 10 were selected for evaluation. Each of these test regions
cover 5° latitude with a varying longitude of 8° to 10° depending on the availability of
the stations” data. Based on the results presented in this figure, the blue regions provide
a higher average accuracy of less than 8 cm. The orange regions, on the other hand, give
an average accuracy between 5 and 15 cm. Those accuracies correspond to the latitudes
(mid/low) and the distribution of GPS stations (high/less) in the test regions.
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Figure 10. Evaluation of the accuracy of the ionospheric corrections in the test regions of South
Australia (SA), Western Australia (WA) and Central Australia. The blue and orange boxes show the
testing regions where the mean accuracy achieved is below 8 cm and up to 15 cm, respectively. The
arrows link from the testing stations to the corresponding figures of mean accuracy of each station in
the test region.

3.2. Day-to-Day Accuracy of the Ionospheric Corrections during lonosphere Quiet and
Disturbed Days

To assess the accuracy of the ionospheric corrections for a day-to-day period, seven
days of GNSS measurements from 6 to 9 May (DOY 126 to 129) and 11 to 13 May (DOY 131
to 133) 2021 were processed for two test regions in WA and QLD as shown in Figure 11.
DOY 130 was excluded due to the unavailability of station data for the testing. These
two test regions have a similar number and density of GNSS CORS stations and are in
different latitudes.

Station map

=

Latitude (deg)

5 L
110 120 130 140 150 160
Longitude (deg)

Figure 11. Two long-term testing areas in WA and QLD (dash boxes). The red stars are testing stations
in each region. The blue stars are stations around Australia processed with PEA. Note that 15 stations
around and inside the boxes were used for conducting interpolation at each testing region.

Figure 12 shows the mean accuracy of the interpolated ionospheric corrections for QLD
(top) and WA (bottom) for the seven-day study period. In the WA region, the day-to-day
mean accuracy seems stable and varies within 5 cm. In QLD, a higher variation is observed
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in the day-to-day mean accuracy, from 2 cm to 10 cm. On DOY 133, the mean accuracy at
the NEBO station reaches 12 cm and is likely caused by its location situated at the border.
The reason for the differences observed in these two regions could be based on the latitude
as well as the distribution of the CORS stations in that region. The QLD test region is
situated in the low latitude, whereas the WA test region is in the mid-latitude. Even though
the number of CORS stations used in the ionospheric corrections interpolation in two
regions is similar, the WA CORS stations are located nearer to each other (approximately
120 km) compared to those of QLD (more than 200 km).

Variation of mean accuracy at each station
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Figure 12. The mean accuracy of the interpolated ionospheric corrections for the testing stations at
QLD (top) and WA (bottom) during 6 to 9 May (DOY 126 to 129) and 11 to 13 May (DOY 131 to
133) 2021.

The one-week study period included a geomagnetic storm with Kp = 7 on 12 May
2021 (DOY 132). Day 132 is the most disturbed day and day 126 (6 May) is in the list of
quiet days in May 2021 [24,25]. However, based on the results presented in Figure 12, it
appeared that there were little differences observed in the mean accuracy. In fact, the mean
accuracy on some quiet days can be higher than those on the disturbed day.

For further investigation, data from two days: one ionospheric quiet day on 6 May
2021, and one ionospheric disturbed day on 12 May 2021, and from different testing regions
across Australia, were selected for comparison. The results presented in Figure 13 are for
NT, WA, NSW, and VIC. From this study, no large differences in accuracy were observed
between the ionospheric quiet and disturbed day. However, a larger standard deviation
was observed during the disturbed day than the quiet day and, in some instances, reached
70 cm in NT, which indicates that the ionospheric delays were more varied during the
disturbed period.
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Figure 13. Comparison of average accuracy in quiet day (Q on 6 May 2021) and disturbance day (D on
12 May 2021). The blue and red markers show the mean accuracy of the testing stations, whereas
the green and pink stars present the standard deviation of the accuracy on the quiet and disturbance
day, respectively.

4. Discussion

The achievable accuracy of a local ionospheric delay model using the linear interpola-
tion method in Australia has been evaluated to understand the impact of the ionosphere
on GNSS positioning in different latitudinal regions, as well as the number and spatial
density of GNSS stations in Australia. With dense CORS networks (nominal spacing of
100 km or less) in VIC, NSW and ACT, 1 to 5 cm accurate ionospheric corrections can be
obtained with a simple linear interpolation ionospheric model. In fact, approximately a
one-centimetre-level accuracy can be obtained most of the time if all stations in the current
networks in this region are processed and used in the ionosphere modelling. Referring to
Section 3.1, it was found that, with at least 15 GNSS stations (nominal spacing of 200 km and
well geographically distributed) for a region of 5° latitude x10° longitude, a mean accurate
ionospheric correction within 5 cm can be obtained when a user stands on this region.

For other regions in mid latitudes, the mean accuracy obtained varied depending
on the distributions of CORS stations and their availability. The mean accuracy obtained
from the valuation can be around 5 cm or up to 15 cm (Figure 10). For those mid regions,
the mean accuracy is not varied much for day-to-day variation. It largely depends on the
spatial distribution of the station network. The linear interpolation in our method is feasible
from five CORS stations. Therefore, for the testing stations with the numbers of CORS
stations around 10, to maximise the achievements, some surrounding stations nearby the
border of the network can be used to interpolate. Therefore, the area can be extended, not
only using stations in the size of testing.

For low-latitude regions, overall, a mean accuracy of 8 cm can be obtained. However,
high variations in ionospheric corrections were found during the afternoon (or daytime LT)
or midnight. As presented in Section 3.2, Figure 7 shows the discrepancy of ionospheric
delays during 5 to 8 UT on 6 May 2021 for some specified satellites observed at all stations.
The data from those stations were further examined during the week and it was found that
these variations often occurred in a low latitude from 3 to 8 UT (daytime in LT). To better
understand this phenomenon, we selected the location of high variations in ionospheric
delays of each satellite during daytime, which has an accuracy larger than 50 cm. It was
found that those high variations occurred at the north of the testing station, where the
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GNSS signal paths were of a low elevation. The north side of stations at NT is the equatorial
regions and NT is located in the equatorial ionospheric anomaly, so those variations may
be caused by electron density irregularities that affected some receiver-satellite paths. The
magnitude of those values varied day by day. Figure 14 presents the findings of two
example stations, BRLA and DODA. The subplots on the top show the differences between
the interpolated and measured ionospheric corrections as a function of time at BRLA and
DODA on 6 May 2021, which are the same as those presented in Figure 7. The subplots on
the bottom of Figure 14 are the sky paths of all GPS satellites received during 5 to 10 UT
observed at the two stations. More than a 50 cm accuracy is marked by red crosses, which
are in low elevations at the north of the testing station (the black asterisk at each figure).
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Figure 14. (Top) The differences between the interpolated and measured ionospheric corrections as a
function of time of stations BRLA and DODA on 6 May 2021. (Bottom) The sky paths of all satellites
received during 5 to 10 UT observed by BRLA and DODA stations. The line colours represent each
GPS satellite. The red crosses show an accuracy higher than 50 cm. The black asterisk at each figure
shows the location of testing station BRLA or DODA.

High variations were also observed for most satellites during midnight LT as presented
in Figure 8. The 50 cm deviations that occurred around midnight on 6 May could be caused
by a substorm-like activity that regularly took place during quiet days [26]. Based on the
SME index [27], the substorm-like activity coincided with these high variations. Wave
activity, which can occur from substorm activity, such as travelling ionospheric disturbances,
are often larger in amplitude in the equatorial/low-latitude region compared with the
midlatitude region [28]. Therefore, these may explain the high variations observed.

The mean accuracy of the interpolated ionospheric corrections compared with the
measurement was found to be comparable between the ionospheric quiet of 6 May and
disturbed days in the minor storm of 12 May. However, a larger standard deviation was
observed during the disturbed day than the quiet day, indicating a variability of ionospheric
delays during the disturbed period in the Australian region. The impact of the storm is
different globally. In this minor storm, the impact was noticed in the South American sector
with 60%, whereas less impact was found in Australia [29].

From this research, the desirable size of the region/grid for the mapping of the
SD ionospheric corrections using the linear interpolation of ionospheric corrections is 5°
latitude x10° longitude. This recommendation is based on the current configuration and
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availability of GNSS CORS networks across Australia. Continental Australia can be divided
into 15 regional /local maps, labelled as 1 to 15 and marked by different colours in Figure 15.

Regional map of lonospheric Delays
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Figure 15. A map showing the recommended regions for mapping of the SD ionospheric corrections
and the achievable accuracy using a simple linear interpolation method. The blue dots represent
CORS stations in our testing. The labels of 1 to 15 describe 15 regional maps that are divided based
on the available testing stations.

The regions in this map can be explained as:

(1) Region 0 covers multiple islands of Indonesia and there were no available GNSS
stations; therefore, it is not included for analysis.

(2) Regions 1 and 2 are in the low latitudes of 10° to 20°S, where the high electron density
and the variation in the equatorial ionospheric anomaly are found. The ionospheric
corrections around midnight or low-elevation GNSS satellites below 20 deg during
daytime can be high. With the current available CORS networks in NT and northern
QLD, 8 cm level ionospheric corrections can be obtained in Region 2, while additional
GNSS stations will be required to be installed in Region 1 (northern WA) if centimetre-
level accurate ionospheric corrections will be needed in this area.

(3) Regions 3, 5,9 and 12 are in the mid latitudes from approximately 20° to 35°S. The
mid-latitude regions were less impacted by equatorial ionospheric disturbances. In
these regions, the current available GNSS CORS networks are sparse. Nevertheless,
it was found that 5 to 12 cm level accurate ionospheric corrections can be obtained
in these regions. In the eastern corner of WA, where the borders of SA and NT meet,
i.e., Regions 4 and 8, no evaluation was undertaken due to an insufficient number of
GNSS stations.

(4) Regions 6,7,10,11,13, 14 and 15 are also in the mid latitudes covering 20° to 45°S. For
these regions, a high number and dense CORS networks exist. Therefore, the average
obtainable accuracy of the ionospheric corrections is within 2 to 8 cm.

This map is a reference based on the temporal valuable data in different regions in
Australia. The precise accuracy may change based on the number of CORS station networks
and the availability of data in each region. However, we can basically estimate how good
the ionospheric delays are using a simple interpolation of the local network compared to
the real measurement.

5. Conclusions

The aim of this research was to assess the achievable accuracy of a local ionospheric
delay model for Australia using the linear interpolation method. The assessment was
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conducted by taking into consideration the impact of the ionosphere in different latitudi-
nal regions, i.e., low and mid latitudes, as well as the number and spatial density of the
GNSS CORS networks that exist in Australia. To summarise, local /regional ionospheric
modelling using the linear interpolation method can produce the centimetre-level accu-
rate ionospheric correction required for high-accuracy GNSS positioning. Based on our
observations, centimetre-level accurate ionospheric corrections can be achieved if there are
sufficiently dense (i.e., nominal spacing of approximately 200 km) GNSS CORS networks in
the region. The achievable accuracy could be dependent on the latitudinal region (i.e., low
or mid latitude) and the time of day, as well as the number and spatial density of the
GNSS CORS network. For a large geographic country like Australia where CORS networks
are not uniformly distributed, consideration for CORS network investment will mainly
depend on the socioeconomic benefits and return of investment. To obtain centimetre-level
ionospheric corrections across Australia using a simple linear interpolation, we propose a
framework of 15 regional ionospheric maps of 5° latitude x10° longitude with a minimum
of 15 CORS stations in each map region to cover continental Australia.
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Abstract: Landslide displacement prediction is crucial for the early warning of slope failure but
remains a challenging task due to its spatiotemporal complexity. Although temporal dependency has
been well studied and discussed, spatial dependence is relatively less explored due to its significant
variations of the spatial structure of landslides. In this study, a novel graph convolutional incorporat-
ing GRU network (GC-GRU-N) is proposed and applied to landslide displacement forecasts. The
model conducts attribute-augmented graph convolution (GC) operations on GNSS displacement data
with weighted adjacency matrices and an attribute-augmented unit to combine features, including
the displacements, the distance, and other external influence factors to capture spatial dependence.
The output of multi-weight graph convolution is then applied to the gated recurrent unit (GRU)
network to learn temporal dependencies. The related optimal hyper-parameters are determined
by comparison experiments. When applied to two typical landslide sites in the Three Gorge Reser-
voir (TGR), China, GC-GRU-N outperformed the comparative models in both cases. The ablation
experiment results also show that the attribute augmentation, which considers external factors of
landslide displacement, can further improve the model’s prediction performance. We conclude that
the GC-GRU-N model can provide robust landslide displacement forecasting with high efficiency.

Keywords: spatiotemporal analysis; landslide displacement prediction; attribute-augmented;
deep learning

1. Introduction

Landslides are a harmful environmental and geological phenomenon, occurring fre-
quently worldwide [1,2]. They are gradually formed by the long-term interactions of
both natural and human factors under specific geologic and geographic conditions. The
occurrence of landslides is irreversible, and a severe landslide may induce a series of
geological environmental disasters and form a disaster chain, posing severe threats to
human life and built infrastructures [3]. Thus, analyzing and predicting geological haz-
ards using monitoring data collected from various sources is essential to mitigate these
severe devastations.

Time series landslide displacement, directly reflecting the deformation and stability
of a slope, is the most critical dataset to understand landslide characteristics and infer
its future development [4]. For instance, the Global Navigation Satellite System (GNSS),
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measuring surface motion at a very high frequency and accuracy, is a powerful tool to help
diagnose the progression of landslide movement. For this reason, these datasets enable
deep-learning models to be trained for predicting the future state of surface deformation.

Deep-learning approaches, as suggested, are superior to traditional statistical methods
in many applications, especially in time-series prediction [5,6]. Representative statisti-
cal models, such as multivariate regression models (MLR) [7], auto-regressive integrated
moving average (ARIMA) [8], and others, are widely used for a single time series forecast-
ing [8-12], while they neglect the potential relationship among multiple time series in the
monitoring network under similar geological conditions. By comparison, deep-learning
methods integrate various processing layers and produce abstract learning features and
nonlinear dependencies from multidimensional datasets [6,11,13], making them sound
alternatives in landslide displacement forecasting.

Given the outstanding performance in time-series forecasts, recurrent neural networks
(RNN) and their variants [14], such as long short-term memory (LSTM) and gated recurrent
unit (GRU), have achieved impressive results in the prediction of land displacements based
on GNSS time-series data [9,10]. These models can solve the problems of nonlinear dynamic
characteristics in complex time series, thus being particularly suitable to predict time-series
landslide displacement. The workflows of these methods are approximately the same:
select representative GNSS monitoring stations and plot the curve of displacement-time
to analyze the deformation; next, the monitoring data of specific stations will be adopted
for modelling one station by one station; as each displacement-time curve only shows the
evolution characteristics of a single monitoring point, the model predictions only reflect
the displacement behaviour of a single location.

However, landslide-displacement prediction is a spatiotemporal task because the
evolution of the landslide process often exhibits spatial and temporal characteristics. The
existing time-series forecast model only explores temporal features, ignoring the under-
lying spatial correlations. Thus, it is difficult to comprehensively assess the displacement
changes of the entire monitoring system and reveal the future state of the landslide as a
whole. Several studies have utilized convolutional neural networks (CNNs) to explore the
spatial dependencies and build prediction models in traffic forecasting problems [6,15-17].
However, CNN-based models only consider the absolute distance relationship among
stations in Euclidean space. Compared with CNN, graph convolutional networks (GCNs)
can handle neighbourhood information in non-Euclidean spaces, providing a more feasible
way to model spatial dependencies within a monitoring network [13,17,18].

Based on the problems mentioned above and inspired by current encouraging results
in traffic forecasting problems, there is a need to combine GCN and RNN models to build a
collaborative prediction model to capture spatial and temporal features for spatial-temporal
forecast problems. However, displacement prediction of a landslide relies not only on
historical GNSS measurements and the spatial correlations of the monitoring network but
also on internal geological conditions and various external factors, such as hydrologic
conditions [19-22], anthropogenic factors, etc. For example, in China’s Three Gorges
Reservoir area, many landslides are triggered and accelerated by seasonal precipitation
and the fluctuation of reservoir water level [17,19]; thus, the impact factors in predicting
landslide deformation are indispensable during modelling.

To the best of the authors” knowledge, there is currently no related work focusing on
addressing the prediction of rainfall reservoir-induced landslide displacement from a holis-
tic perspective combining the external incentive factors. Inspired by current encouraging
results in traffic forecasting problems [13,18], we propose a novel deep-learning method
named graph convolutional incorporating gated recurrent unit network (GC-GRU-N). In
the GC-GRU-N, the monitored GNSS time-series displacements, the distance, and other
external triggering factors are integrated to construct the GCN module handling the spatial
dependency; the GRU module model’s temporal dependence captures long-term depen-
dencies by considering landslide displacement time series. This architecture is expected to
inherit the merits from both GCN in extracting spatial dependencies and GRU in capturing
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Data preprocessing

temporal correlation features. The main contributions are twofold. First, we have extended
GCN for spatial data imputation in the GNSS network deployed on the landslides. Second,
we introduce a graph deep-learning framework to predict landslide displacement in time
and space.

2. Methods

Landslide displacement forecasting is a spatiotemporal prediction task because the
evolution of landslide movement often exhibits spatial and temporal characteristics. This
paper proposes a deep-learning framework to predict the landslide displacement based
on the spatiotemporal analysis of the time series monitoring data. This framework is
expected to inherit the merits from both GCN in extracting spatial dependencies and GRU
in capturing temporal correlation features.

The workflow is shown in Figure 1. According to the GNSS monitoring network struc-
ture and the obtained time-series datasets, pro-processing is conducted to obtain spatial and
temporal attributes as the model inputs. Then, the GCN module is employed to handle spatial
dependencies, while the GRU module is used to capture temporal dependencies. This paper
uses tensorFlow2.1, Python3.6, and Matlab2020 to conduct the experiments and analysis.

Monitoring data
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Figure 1. The workflow of the proposed model.
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2.1. Study Area and Dataset

Since the Three Gorges Reservoir (TGR) was used in 2003, the fluctuated water level
has changed the rock and soil physical and mechanical properties around the reservoir [19].
Over 4200 landslides are distributed in this region, and the majority of these landslides
show characteristics of multiple triggers and reactivations [4]. The Baishuihe landslide and
the Shuping landslide (Figure 2) are two typical recurrence reservoir landslides that have
attracted the concern of researchers for a long time. As shown in Figure 2, both landslides
are located on the south bank of the Yangtze River and spread into the Yangtze River.
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Figure 2. Location of the study area and the overall view of the two landslides.

The Shuping landslide has an elevation of between 65 m and 400 m and is about 650 m
wide. It is a south-north-oriented slope with a gradient varying from 22° in the upper part
to 35° in the lower part. The overall sliding mass is about 27 million m3 with a thickness of
approximately 40-70 m [19]. According to the field investigation, this landslide is divided
by a valley into two blocks (Figure 2).

While the maximal dimensions of the Baishui landslide in the north-south and east—
west are 780 m and 700 m, respectively, it has a volume of about 12.6 million m3 with an
average thickness of approximately 30 m [20]. The field investigation and monitoring data
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Relative displacement(mm)

have confirmed that the landslide has a relatively flat central part with more significant
gradients in the upper and lower parts of the landslide. It can also be categorized as two
blocks (Figure 2).

The two landslides were re-activated by the first impoundment of the TGR, and since
then, visible cracks have gradually formed [19,20]. Two GNSS networks were deployed to
study the displacement characteristics during landslide evolution (Figure 2). The displace-
ment dataset was collected monthly by the Trimble GPS receiver with a plane accuracy of
5+ 1 ppm. The measurements of the reservoir water level were collected daily by the water
level indicator provided by the China Three Gorges Project Development Corporation.
The precipitation observations were collected daily by the rain gauge provided by Zigui
County Meteorological Bureau. These collected datasets (from July 2003 to March 2013 for
the Baishuihe landslide; from September 2007 to May 2015 for the Shuping landslide) are
presented in Figures 3 and 4. It can be inferred from Figures 3 and 4 that:

(1) The TGR became fully operational in November 2008 when its highest water level
reached 175 m. Since then, the reservoir water level has fluctuated between 145 m and
175 m in a year, exhibiting seasonal changes due to artificial flood control.

(2) The rainy season of the study area lasts from June to October each year. The rainfall
data also display seasonal variations due to monsoon influences. In contrast, the
reservoir began impounding at the end of the wet season in October and quickly
reached the maximum water level and maintained this from November to February,
with a cycle opposite to the precipitation conditions.

(3) The historical GNSS measurements of both landslides also show evident seasonal
patterns. The displacements increase from April to September per year and remain
relatively stable from October to April in the next subsequent year. The displacements
rise with the drawdown of the reservoir water level and during the period of increased
rainfall in the wet season.
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Figure 3. Monitoring data in time series of the Baishuihe landslide.
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Figure 4. Monitoring data in time series of the Shuping landslide.

Thus, the seasonal characteristics of the evolution of the landslides are a joint effort of
the precipitation and the fluctuation of reservoir water levels, with a period of about a year.

2.2. Data Processing
2.2.1. Representation of the Spatial Correlation

Our framework defines the GNSS monitoring network structure as a weighted graph
G =(V, E, W). The monitoring sites are regarded as nodes, symbolized by V, and E is a finite
set of edges representing the connection between the nodes. The numbers of the edges are
N(N — 1)/2, where N is the number of monitoring stations of the network, W € RN*N js a
weighted adjacency matrix representing the correlation between the nodes (Figure 5).
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Figure 5. The diagram of a weighted graph and adjacency matrix.
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Generally, the deformation characteristics of a landslide at different parts vary with
the monitoring site’s location. The spatial correlation of monitoring sites in the GNSS
network graph shows a strong place dependence. Thus, the weighted adjacency matrix is
calculated using the Gaussian similarity functions based on spatial proximity. As given
in Equation (1), weights w;; of edges e;j representing the spatial correlation between nodes
(vj, vj) can be calculated.

w(i, j) = exp(~|[o; - j[|*/207) @

where ||v; — ZJ]'HZ denotes the spatial dependence between nodes (v;, v;), and ¢ is the
standard deviation controlling the width of the neighbourhoods.

The weighted adjacency matrix can be expressed as Equation (2), where a more
significant weight indicates a higher correlation between the two neighbourhood nodes.

0 w(1,2) -+ w(1,N)
w21) 0 - w2N)
Aw = : : - : @
w(N,l) w(N,2) --- 0

2.2.2. Representation of the Temporal Correlation

The spatial and temporal attributes are two critical elements of landslide displacement
prediction. This section will explore the node features that can represent the temporal
correlation. Once the displacement data are collected through the GNSS monitoring system,
preprocessing is needed before analysis. Outlier removal and missing value imputation are
first carried out, followed by denoising and normalization. This study applies a wavelet-
based denoising method to remove the random noise and improve the data quality. Then,
the monitoring date is normalized into the range from 0 to 1 by max-min normalization to
eliminate dimensional effects.

A feature matrix X € RN*? is defined, which contains the time-series information
of the monitoring stations (nodes). Where N is the number of monitoring stations in the
network, P denotes the number of node time-series features, such as the length of the
historical time series. X € RN*! represents the displacement at each monitoring station
at time t. Thus, the input [X;.,, ..., X;—1, Xt] is a sequence of n historical displacement
dataset, and [X¢41, ... , Xi11] is the predicted displacement in the following T time series.

2.2.3. Attribute Augmentation by Incorporating External Factors

Generally, the dynamic movement of a landslide is subject to internal geological
conditions and external triggering factors [4,21]. As for landslides on the reservoir bank of
TGR, the fluctuation of the reservoir water level and varying precipitation are two main
external factors influencing landslide behaviours [22,23]. However, the studies using GCN
to learn spatial dependencies often adhere to a single measure (e.g., distance) to represent
the weights in the adjacency matrix [24,25] without considering the effects of the external
trigging factors, which inevitably hampers the model performance given the complexity of
landslide deformation patterns.

In this study, we apply attribute-augmented graph convolution operations on GNSS
observations. The attribute-augmented unit integrates features of the displacements time
series, the synchronous precipitation and the water level fluctuation to represent the contri-
bution of the external dynamic triggering factors. The augmented matrix with weighted
adjacency matrices is incorporated into the forecast model to enhance the extraction of
realistic spatiotemporal dependency.

An attribute matrix D € RV*®*) stands for k external factors at time f. It considers
that the effects of the triggering factors on the landslide displacements show significant
time lags. We use an extended time window m + 1 to express the attribute informa-
tion instead of the original one at time t; that is, the attribute matrix D* is denoted by
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Df mt = [Dt m t s Df] Then, the attribute-augmented matrix S can be inferred
by combining the feature matrix X and the attribute matrix D:

Sp= [Xfr Dtlfm,tl thfm,t/ Ry Dffm,t] (3)

Thus, the displacement prediction task can be regarded as learning the function f to
predict the displacements, as shown in Equation (4):

f(GX|D) = [Xt41, .., Xer1] (4)

2.3. Data Modelling
2.3.1. Spatial Dependence Modeling by GCN

Acquiring complex spatial dependence is one of the critical problems in spatiotemporal
predicting. Traditional CNN-based models can capture local spatial features but are only
usable in Euclidean space, such as a regular grid [15]. The GNSS monitoring network
deployed on a landslide is a graph structure rather than a two-dimensional grid, which
means the traditional CNN cannot capture the spatial dependence correctly.

Recently, the GCN model has received widespread attention, extending convolutional
operations to non-Euclidean domains. It has been gradually applied in image classification
and traffic road networks and has demonstrated that the spatial structure captured by
GCNs improves the forecasting accuracy [26].

Given an adjacency matrix A and a feature matrix X, the GCN model builds a filter
to handle specific spectral information in the Fourier domain. The filter, working on the
nodes (e.g., monitoring sites) of a graph (e.g., GNSS network structure), focuses on the
nodes’ spatial features and measures their closeness by its first-order neighbourhood.

The GCN model learns the topological relationship between the nodes and their
surrounding nodes for each node. Then, the encoder generates the latent representations
for all geographical units of the monitoring network and the attributes of the nodes with
graph convolution to obtain spatial dependence. As a result, similar units obtain similar
representations, which are then used by the decoder for predicting.

As shown in Figure 6a, the GCN model can be constructed by stacking multiple
convolutional layers to learn higher-order similarities between the nodes in the graph. The
propagation of the GCN can be formulated as:

Y1 = o(D2AD ywy) 5)

where (.) represents the nonlinear sigmoid function, such as the ReLU. A = A + [ isa
self-connection structure matrix with an identity matrix I. D is the diagonal node degree
matrix of A, represents as D= Y gi]* W) is a weight matrix for the I-th neural network
layer. y; is a node-level output of / layer with yg = X

Hidden layer Hidden layer

Output

Figure 6. The architectures of two deep-learning models: (a) the graph convolution networks; (b) the
gated recurrent units.
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2.3.2. Temporal Dependence Model by GRU

Acquiring temporal dependence is another crucial problem in landslide displacement
spatiotemporal predicting. The recurrent neural network (RNN) has achieved impressive
results given the outstanding time series forecasts [14]. However, traditional RNN has
limitations for long-term forecasts due to deficiencies, such as gradient disappearance and
explosion [27].

The LSTM model [28] and the GRU model [29] are proposed to address these prob-
lems. The basic principles of LSTM and GRU are almost identical. They all incorporate
gated mechanisms and can handle longer sequences of tasks. Compared to LSTM, GRU
combines the forget gate and the input gate into an update gate, decreasing the data flow;
thus, it has a more straightforward structure, fewer parameters, and faster convergence
speed [30]. Therefore, we have chosen the GRU model to learn temporal dependence from
the displacement time series data.

The data flow of the GRU is illustrated in Figure 6b. x; denotes the model inputs
at time ¢, h;_; is the hidden state at time ¢ — 1, all the subscript letter indicates time, r;
stands for the reset gate, 1; represents the update gate, ¢; is the memory content stored,
and /; denotes the output state. The update gate u; is used to control the degree of the
status information transmission from time t — 1 to time ¢; the larger the value of u;, the
more critical the previous state. The reset gate tensor r; controls the influence of time t — 1
on-time t; the smaller the value of r;, the weaker the effect.

The GRU obtains the monitoring information at time t, by taking the hidden status
at time  — 1 and the current monitoring information while capturing the monitoring
information at the present moment; the model still retains the changing trend of historical
monitoring information and can capture temporal dependence.

2.3.3. Spatiotemporal Model Using GC-GRU-N

To capture both spatial and temporal features from landslide monitoring data, we
propose a new deep learning model (GC-GRU-N) based on graph convolutional network
(GRU) and gated recurrent unit (GRU). In the model, an attribute-augmented graph con-
volution operation with weighted adjacency matrices and an attribute-augmented unit is
employed to represent the spatiotemporal correlations of the monitoring network, and the
obtained results will be used as the model inputs.

The architecture of the model is shown in Figure 7. The upper part shows the process
of spatiotemporal displacement prediction. The GCN module is used to model spatial
dependencies, while the GRU module is used to model temporal dependencies. A fusion
layer is implemented to incorporate extracted features from both space- and time-domain.
The model predicted displacement could be represented as f(A, S) with A the weighted
adjacency matrix and S the attribute-augmented matrix.

The lower part (marked by a dashed box) gives a specific structure of a T-GCN cell.
In each model cell, /;_; denotes the output at time t — 1, gc(.) is the graph convolution
process, uy, 1+ are the update gate and reset gate at time t, and /; denotes the output at
time . The calculation process of spatiotemporal displacement prediction is shown below:

uy = U(Wu . [gC(StIA)rht—l] + bu) (6)

re =0 (W - [ge(St, A), hea] + by) ?)

ct = tanh(W, - [gc(St, A), (11 hy_1)] + be) (8)
h[ = U * ht,] + (1 — M[) * Ct (9)

where (.) and tanh(.) represents the sigmoid function, W and b stand for the weights and
biases in the training process, respectively. * denotes the matrix multiplication.
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Figure 7. The overall process of spatiotemporal prediction.

2.3.4. Evaluation Metrics of the Prediction

To evaluate the model performance, we introduce three evaluation indicators, namely
the mean absolute error (MAE), the mean absolute scaled error (MASE), and the root mean
square error (RMSE) [31]. These metrics are widely used in the regression tasks, defined
as follows:

n
MAE:EZ\}@—M (10)
=1
&

—_ (11)
AT oY — Y| )

RMSE = ,/%2,”:1(14 1)’ (12)

where 7 is the length of time series, Y; represents the actual measurement, Y; denotes the
predicted value, and e; = Y}, [y — Yt| indicates the forecast error for a given period j (the
number of forecasts). MAE can reflect the absolute error of the prediction result. MASE
is a favourable property to calculate the time-series forecast errors, which can be used to
compare forecasts across data sets with different scales. RMSE can more accurately reflect
the similarity between the predicted and the observed sequence.

MASE = mean(

3. Experiments and Results
3.1. Analysis of the Spatiotemporal Correlation

Generally, the deformation of a landslide varies spatially at different parts of the
landslide body (e.g., [19,20]). The spatial-temporal correlation of each monitoring site
in the GNSS network shows a strong location dependence. This section analyzes the
measurements on each monitoring site to determine their spatiotemporal relations. To
do so, we introduce grey relational analysis (GRA) to help estimate the correlation of
monitoring points [19]; it is believed that the value of grey relational degree (GRD) greater
than 0.6 denotes a close correlation.
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For the Shuping landslide, all monitoring stations (Figure 2) are deployed on the active
block. As shown in Table 1, for any neighbouring connection, their GRD values are greater
than 0.6, implying a strong spatial-temporal correlation among them. We select two pairs
of adjacent monitoring points (ZG85 with SP-2 and ZG85 with ZG87) and plot the observed
deformation time series. The results are illustrated in Figure 8a,b, showing the strong
consistency of each pair. The calculated GRD value is 0.8 and 0.87, respectively, suggesting
a strong spatiotemporal correlation between them. From these GNSS observations on the
east block (Figures 2 and 4), the landslide deforms locally obviously, indicting an unstable
state. Still, it does not mean that the whole landslide is moving, or that the landslide
is likely to occur, unless it is already entering an accelerated deformation stage with an
increasingly accelerated velocity.

Table 1. Grey relation analysis results of the Shuping landslide.

Point ZG85 ZG86 7G87 ZG88 SP-2 SP-6
ZG85 1 0.78 0.87 0.82 0.80 0.84
ZG86 0.78 1 0.88 0.75 0.86 0.85
7G87 0.87 0.88 1 0.88 0.87 0.88
ZG88 0.82 0.75 0.88 1 0.83 0.82
SP-2 0.80 0.86 0.87 0.83 1 0.75
SP-6 0.84 0.85 0.88 0.82 0.75 1
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Figure 8. (a-d) Deformation over time of adjacent monitoring points of different pairs.

For the Baishuihe landslide, two stations, namely ZG93 and ZG118, are installed in
the more active block, with the rest monitoring stations at the other block (Figure 2). It
can be seen from Figures 2 and 8c that monitoring sites located at the more active block
exhibit almost identical displacement trends (GRD = 0.74). At the other monitoring sites
in another block, the measured displacements are relatively small, fluctuating to within
20 mm per month. The GRD between these sites is larger than 0.6, reflecting remarkable
similarity in displacement trends. Generally, the correlation decreases with increasing
distance. However, for stations located at different blocks (e.g., ZG92 and ZG93), the
monitoring displacements still show similarity in local features (Figure 8d), with the value
of GRD equalling 0.54 (Table 2).
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Table 2. Grey relation analysis results of the Baishuihe landslide.

Point ZGI1 7G92 ZG93 7G9%4 ZG118 ZG119 ZG120
ZGo1 1.00 0.69 0.51 0.76 0.52 0.79 0.77
ZG92 0.69 1.00 0.54 0.70 0.57 0.65 0.65
ZG93 0.51 0.54 1.00 0.59 0.74 0.54 0.59
ZGY9% 0.76 0.70 0.59 1.00 0.59 0.72 0.71
ZG118 0.52 0.57 0.74 0.59 1.00 0.55 0.54
ZG119 0.79 0.65 0.54 0.72 0.55 1.00 0.68
ZG120 0.77 0.65 0.59 0.71 0.54 0.68 1.00

In summary, the spatiotemporal correlation of monitoring sites in the GNSS network
shows medium to strong relations. Grey relational analysis (GRA) results also show a
strong location dependence consistent with the results calculated by Gaussian similarity
functions. It confirms that the landslide displacement prediction should consider the
spatiotemporal relationship between monitoring points.

3.2. Model and Parameter Setting
3.2.1. Model Inputs

In the experiments, GNSS measured displacements acquired monthly (from July 2003
to March 2013 for Baishuihe landslide, from September 2007 to May 2015 for Shuping
landslide), the associated daily reservoir water level and precipitation are used, all of which
are normalized to the interval from 0 to 1 using the max—min normalization. These datasets
are further divided into a training dataset and a test dataset. The training dataset (from
July 2003 to August 2011 for Baishuihe landslide, from September 2007 to March 2014 for
Shuping landslide) of the input layer are taken as inputs in the training process, and the
remaining dataset is used to evaluate the performance of our proposed method.

For the input layer, the training dataset of single GNSS displacement time series can be
denoted as Dy, = {dy, da, ..., djy}, m represents the length of the time series. GNSS observa-
tions from July 2003 to August 2011 for the Baishuihe landslide and from September 2007
to March 2014 for the Shuping landslide are taken separately as training datasets in the
training process. The remaining GNSS observations are used to evaluate the performance
of our proposed method.

The way of sample division from each training dataset is shown in Figure 9. A sliding
window with window length equals I and step size equal n is used. Thus, the length of
each obtained sample is | (2 < [ < m), represented by Dy, = {dyy—1, i1, -, dn—1}
with the last y (1 < y <) serving as label sample and the other values (1 — y) used as the
sample input.

Time series
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Figure 9. The sample division of a single time series.
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In this paper, the sliding window size is set to 6 by taking account of the typicality
and quantity of the training samples, which stands for the half-cycle of the external factors
to facilitate the recurrent layer to capture the temporal dynamics. The first five are input
samples, the last 1 marked as the label. As suggested by [32], the model error increase as
the value of y increases; thus, we set it to 1. Therefore, the dimension of the training sample
is 93 and 74, separately. The test datasets are treated in the same way.

For the Baishuihe landslide, a 7 x 7 weighted adjacency matrix Ay, is first construed
using the Gaussian similarity function based on the spatial proximity of the deployed
GNSS monitoring stations (Section 2.2.1). Then a feature matrix X with a size of 7 x 117 is
constructed to represent the temporal displacement of each station. The number of rows
equals the number of stations; the number of columns equals the measured displacement
time series. Thus, in the same way, the dimension of Ay, and X for the Shuping landslide is
6 x 6.and 6 x 93, respectively.

As illustrated in Section 2.1, for both landslides, the fluctuation of the reservoir wa-
ter level and varying precipitation are two main external factors influencing landslides
behaviours. We introduce an attribute-augmented unit that integrates features of the dis-
placements, the seasonal rainfall, and the water level fluctuation to represent the effect
of external influencing factors on landslide deformation. The augmented matrix with
weighted adjacency matrices is incorporated into the forecast model to enhance the extrac-
tion of realistic spatial-temporal dependency, and the derived results will be used as the
model inputs.

3.2.2. Model Parameters and Settings

Our proposed model has four hyper-parameters: the learning rate, the number of
training iteration epochs, the number of hidden units, and the batch size. In the experiment,
we empirically set the learning rate to 0.001 and the batch size to 32 [33]. However, the
numbers of training iteration epochs and hidden units are two crucial parameters that
may affect the prediction precision and, therefore, should be determined by designed
comparison experiments. The ReLU is employed as the activation for each convolutional
layer and the Adam optimizer for minimizing the loss function (Equation (13)).

loss = )n: Y —Y)*/n (13)
t=1

where 7 is the time series length, Y; represents the actual measurement, Yt denotes the
predicted value.

Comparison experiments for selecting the optimal hyper-parameters are performed
by setting the number of hidden units to 64 first to analyze the changes of the prediction
precision with a varying number of training epochs designed to be {100, 250, 500, 1000,
1500, 2000}. Figure 10 shows the variation of metrics with different training epochs. The
horizontal axis represents the number of training epochs, and the vertical axis represents
the variation of the metrics; it can be seen that when the training epochs equals 1000,
the metrics obtain a minimum value. Thus, the model reaches its optimal performance.
Accordingly, in the following comparison experiments, we set the training epochs value to
1000 to analyze the changes of the prediction precision with varying numbers of hidden
units; these numbers are designed to be {8, 16, 32, 64, 100, 128}. Figure 11 gives the variation
of metrics with different hidden units. The horizontal axis represents the number of hidden
units, and the vertical axis represents the variation of the metrics. It can be seen that when
the hidden units equal 64, the metrics obtain a minimum value. Thus, the model reaches its
optimal performance. Consequently, in the following experiment, the number of training
epochs and hidden units is set to be 1000 and 64, respectively.
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3.3. Predicted Results and Analysis
3.3.1. Predicted Results Using the GC-GRU-N

To prove the effectiveness of the proposed model, we use four classical prediction
models, which are MLR, ARIMA, SVR, and LSTM, to compare with the GC-GRU-N model
for the two study sites. This section also conducts comparative analysis using the temporal
graph convolutional network (T-GCN) without attribute augmentation to verify the model
enhancement using the attribute-augmented graph convolution (GC) operations. We
evaluate the effect of the GC-GRU-N model from two aspects: prediction performance and
modelling time.

As the above-mentioned classical prediction models can only realize single time-
series prediction, the model predictions only reflect the displacement behaviour of a single
monitoring station. Thus, for a GNSS network with m stations, classic models need to
calculate m times separately to obtain the displacement forecasts of all stations. The GC-
GRU-N utilizes a feature matrix X, xn (Section 3.2.1) to represent the displacement over
time of each station, predicting the displacement of the entire monitoring system.

The predicted results of the Baishuihe landslide and the Shuping landslide by the
proposed model are shown in Figures 12 and 13, respectively. The predictions of each
monitoring station are consistent well with the actual observations as a whole. According
to Figures 6 and 7, measurements of several monitoring stations show mutational transition
appeared in September each year; a more significant prediction error arises at this abrupt
state with a maximum of 16.66 mm and 30.35 mm, respectively. The maximum error does
not exceed 10 mm for the rest of the year. It could be due to fewer samples being available
for the mutation state than for the other states because a monthly prediction time scale is
used due to data acquisition limitations. Generally speaking, as the number of samples for
mutation state increases, e.g., with daily-scale displacement, the model’s errors gradually
decrease. In addition, since the GCN captures spatial features by constantly moving a
smooth filter in the Fourier domain, it might also lead to the peaks being smoother.
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3.3.2. Comparative Experiments

The performance of the forecast models is shown in Table 3. Our proposed model
has outperformed the other five models in terms of three evaluation indicators in two
study areas (Table 3). The errors of models such as MLR, ARIMA, and SVR are relatively
large, resulting in poor prediction performance. However, the LSTM as a neural network
model is better than traditional machine learning models (SVR) and time series models
(MLR and ARIMA). Compared with the LSTM model, the GC-GRU-N and the T-GCN
model can better describe the displacement trend because the model structure captures
the spatial feature of the monitoring network. Consequently, the prediction accuracy of
the GC-GRU-N is effectively enhanced. For the Baishuihe landslide, the three metrics of
GC-GRU-N are 3.682 mm of MAE, 0.477 of MASE, and 4.429 mm of RMSE, respectively.

Table 3. The performance of different forecast models.

Evaluation Index

Model Baishuihe Shuping A¥-erage

ime

MAE/mm MASE RMSE/mm MAE/mm MASE RMSE/mm

The proposed 3.682 0.477 4.429 6.123 0.353 8.321 44.88s

T-GCN 4.707 0.61 6.183 7.071 0.401 9.796 19.93 s
MLR 7.514 0.974 12.319 13.548 0.782 17.566 986.435 s

ARIMA 6.718 0.87 10.041 10.953 0.632 13.917 0.534 h
SVR 6.765 0.877 10.512 13.936 0.804 16.734 349.971s
LSTM 5.981 0.727 8.401 8.825 0.509 12.788 229.936 s

In the following discussion, we use the RMSE as the primary metric to represent the
model’s performance. The RMSE of the GC-GRU-N model and T-GCN model are reduced
by approximately 64% and 50% compared with the MLR model. In comparison, the RMSE
of the T-GC-GRU-N model and T-GCN model are around 56% and 38% lower than that of
the ARIMA model. Compared with the SVR model, the RMSEs of the GC-GRU-N model
and T-GCN model are reduced by 58% and 41%, respectively. In contrast, the RMSEs of the
T-GC-GRU-N model and T-GCN model are decreased by 47% and 41% compared with the
LSTM. Compared with the GC-GRU-N model, the T-GCN model is less effective because
the T-GCN considers the spatial features and ignores the impact of the external factors on
landslide displacement.

In terms of computation time, T-GCN is the most efficient model amongst all tested
models, only requiring 19.93 s (Table 3). The proposed GC-GRU-N achieves competitive
training efficiency ranking top two, taking 44.88 s, followed by the LSTM model costing
229.936 s. The GC-GRU-N is slower than T-GCN because the method needs to develop a
unit to represent the effects of the triggering factors during convolution operation. The
SVR takes 349.971 s, slightly higher than LSTM. In contrast, the modelling time of the MLR
model and the ARIMA model is much longer than other methods presented in this paper,
requiring 986.435 s and 0.534 h, respectively. In summary, the GC-GRU-N is significantly
efficient considering its high accuracy among other advanced models.

Results of the ZG93 station installed on the Baishuihe landslide and the ZG85 station
deployed on the Shuping landslide are depicted in Figure 14. The predictions of the
proposed model are consistently well with the actual deformation trend and superior
to other methods as a whole. Despite sometimes overreacting to rapid decreases and
producing underestimated results at abrupt increases, our model outperforms all other time
series forecast models at both landslides. This result indicates that the graph convolution
with spatial correlation consideration scheme can efficiently capture the dynamics in the
landslide monitoring.
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Figure 14. Comparison results of the proposed model and five other models. Results of ZG93
installed on the Baishuihe landslide are shown in figure (a,b), and that of ZG85 deployed on the
Shuping landslide are shown in figure (c,d).

Specifically, MLR and ARIMA as statistics methods can also depict the variation trend
of landslide displacement, but with more significant overestimated or underestimated
errors. The LSTM model is more efficient and shows more promising results than the SVR
model in the machine-learning-based models, especially in predicting displacement around
transition states. However, sudden rapid changes in the evolution may increase the model’s
errors. This could be due to fewer samples being available for the mutation state.

The T-GCN and the GC-GRU-N models capturing spatial and temporal features have
achieved more promising time-series forecasts. The T-GCN model gives a lower prediction
accuracy. This is because the T-GCN model only considers the spatial features, and ignores
the external factors impacting landslide displacement. In summary, the GC-GRU-N as
a spatial and temporal mode is significantly efficient with high accuracy amongst other
models in landslide displacement forecasting.

3.3.3. Ablation Experiment and Analysis

Ablation is utilized to demonstrate the importance of attribute enhancement to improve
model performance. It refers to an attribute-augmented unit in the forecast model. We design
the ablation experiment as the following: only consider the rainfall factor or the reservoir water
effect, and both factors together (Figure 15). Table 4 shows the results for the Baishuihe landslide,
with the T-GCN representing a model without an attribute-augmented unit. According to
Table 4, the performance gains of using an attribute-augmented unit is apparent.
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Figure 15. Comparison results of the ablation experiments considering only the rainfall factor or the
reservoir water effect, and both factors together. The solid black line represents the original value.

137



Remote Sens. 2022, 14, 1016

Table 4. Ablation Experiments with different settings.

Evaluation The Proposed Model (the Baishuihe Landslide)
T-GCN
Index Rainfall R.w.l Both Factors
MAE/mm 4.707 3.724 3.704 3.682
MASE 0.610 0.491 0.489 0.477
RMSE/mm 6.183 4.442 4.434 4.429

Note: R.w.lis the reservoir water level.

We also use the RMSE as the primary metric to represent the model’s performance. As
the experiment considers the rainfall factor alone, the reservoir water level factor alone,
and both factors together, the RMSE values of the proposed model are 4.442 mm, 4.434 mm,
and 4.429 mm, respectively, all of which are lower than that of the T-GCN (6.183 mm).
Specifically, the ablation experiment demonstrates the effectiveness of assembling the
external inducing factors in graph convolutional network, and the best performance in
all indicators is achieved when both factors are considered simultaneously. As shown in
Figure 15, the predictions of considering both trigging factors are consistent well with the
actual deformation trend, which is superior to the other two scenarios and is still valid
around transition states, including rapid decrease and abrupt increase conditions.

4. Discussion
4.1. Advantage of the Proposed Method

Unlike the time-series forecast models that only explore temporal features and focus
on a single point, this paper presents a new deep learning architecture that considers the
spatial and temporal correlation for landslide displacement prediction. More specifically,
the spatial correlation of the entire monitoring system and the temporal dependency of
the monitoring time series are explored to establish the forecast model predicting the
displacement of the monitoring network instead of a specific station. Considering the
displacement prediction of a landslide relies not only on historical GNSS measurements
and the spatial correlations of the monitoring network but also on various external in-
centive factors. An attribute-augmented unit is designed to integrate weighted adjacency
matrix, displacements, and triggering factors to enhance the capture of spatial-temporal
dependency serving as the model inputs.

To the best of the authors” knowledge, there is currently no related work focusing
on addressing the prediction of rainfall reservoir-induced landslide displacement from a
holistic perspective combining the external incentive factors. This paper presents a new
deep learning GC-GCN-N model based on the GCN and GRU models, which effectively
utilizes the spatial and temporal features contained in the model input data. The results
show that the proposed model outperforms comparative models in both landslides over
our study site in China’s Three Gorge Reservoir (TGR).

4.2. Shortcoming and Outlook of the Proposed Method

As shown in Figures 6 and 7, several GNSS-monitored displacements show mutational
transitions in September. Accordingly, significant prediction error often appears at this
abrupt state (Figures 12-14), which is true to other forecast models. Considering the
monthly data-acquisition limitation, this could be due to fewer samples available for the
mutation state than for the other states. Thus, the model’s errors probably gradually
decrease as the number of samples for the mutation state increases. In addition, the GCN
captures spatial features by constantly moving a smooth filter in the Fourier domain, which
might also lead to the peaks being smoother.

Limited datasets in geohazard domains might be a prevalent phenomenon. Results of
the Shuping landslide and the Baishuihe landslide also show that the number of motoring
stations in a GNSS network also affects the prediction result. As monitoring equipment and
data transmission technology advance, daily, hourly, and even minute-scale displacements
could be collected and predicted in real time. Additionally, several other solutions have
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emerged in different domains for handling dataset limitations, including data augmenta-
tion [34], synthetic data [35], and transfer learning [36].

Data augmentation refers to increasing the number of data points without changing the
label. For example, variable factors include random noise, and adequate time characteristics
can be employed to enlarge the time-series data [34]. Although not real data, synthetic
data contain the same patterns and statistical properties as actual data, generated by a
deep-learning model called generative adversarial networks (GAN) [35]. Transfer learning
uses knowledge from other relevant datasets or an existing model to construct new models
that lack enough training data to provide an alternative solution [23,36].

In this study, periodic rainfall and reservoir water level fluctuations are the main
factors triggering landslide kinematic evolution in the TGR area. Therefore, we consider
only these two trigging factors. Subsequent studies might include more complicated
datasets to establish a more comprehensive model. For example, factors affecting landslide
motion can consist of other essential characteristics of landslides, such as strata lithology,
slope aspect and angle, etc.

5. Conclusions

This research develops a new deep-learning approach for landslide displacement
forecasting called GC-GCN-N, which combines the GCN and the GRU. The architecture
inherits the merits from both GCN in extracting spatial dependencies and GRU in capturing
temporal correlation features to tackle the spatiotemporal landslide displacement forecast.
In the proposed model, (1) a weighted adjacency matrix is built to interpret the spatial
correlations between all monitoring stations, (2) a feature matrix is assembled to handle
the time-series measurements of all monitoring stations, (3) an attribute-augmented unit is
designed to represent the effects of the triggering factors and integrate the matrix mentioned
above into a single graph convolutional network, and (4) a novel neural network-based
approach is developed to enable to process the above graph-structured data. Experiments
have been carried out on two landslides in Three George Reservoir, China. Compared with
the MLR model, the ARIMA model, the SVR model, the LSTM model, and the T-GCN
model, the GC-GCN-N model outperforms other forecasting models at both landslide sites.
In summary, the GC-GCN-N model successfully captures the spatial and temporal features
from the landslide monitoring dataset, showing great potential for other spatiotemporal
forecast tasks.
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Abstract: The global total electron content (TEC) map in 2013, retrieved from the International
Global Navigation Satellite Systems (GNSS) Service (IGS), and the International Reference Ionosphere
(IRI-2016) model are used to monitor the diurnal evolution of the equatorial ionization anomaly
(EIA). The statistics are conducted during geomagnetic quiet periods in the Peruvian and Indian
sectors, where the equatorial electrojet (EEJ) data and reliable TEC are available. The EE] is used as
a proxy to determine whether the EIA structure is fully developed. Most of the previous studies
focused on the period in which the EIA is well developed, while the period before EIA emergence
is usually neglected. To characterize dynamics accounting for the full development of EIA, we
defined and statistically analyzed the onset, first emergence, and the peaks of the northern crest and
southern crest based on the proposed crest-to-trough difference (CTD) profiles. These time points
extracted from IGS TEC show typical annual cycles in the Indian sector which can be summarized
as winter hemispheric priority, i.e., the development of EIA in the winter hemisphere is ahead of
that in the summer hemisphere. However, these same time points show abnormal semiannual
cycles in the Peruvian sector, that is, EIA develops earlier during two equinoxes/solstices in the
northern/southern hemisphere. We suggest that the onset of EIA is a consequence of the equilibrium
between sunlight ionization and ambipolar diffusion. However, the latter term is not considered
in modeling the topside ionosphere in IRI-2016, which results in a poor capacity in IRI to describe
the diurnal evolution of EIA. Meridional neutral wind’s modulation on the ambipolar diffusion can
explain the annual cycle observed in the Indian sector, while the semiannual variation seen in the
Peruvian sector might be due to additional competing effects induced by the F region height changes.

Keywords: GPS TEC; EIA; diurnal evolution; seasonal variation

1. Introduction

The equatorial ionization anomaly (EIA) is the result of ionization and electrodynamic
processes in the ionosphere, representing a plasma density trough at the equator and two
crests approximately 15° to the north and south. The formation process of EIA can be
characterized as a fountain effect. That is, the daytime E region wind dynamo produces an
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eastward electric field to move the plasma upward via E xB force; the increasing gravita-
tional potential and pressure gradient would finally result in ambipolar diffusion, which
transports the equatorial source plasma downward/poleward to the north and south, to
create double plasma density crests [1-10].

Extensive studies have investigated the development of the EIA under various condi-
tions configured by solar radiation, season, local time (LT), longitude, and geomagnetic
disturbances, to reveal the impacts of those parameters on the ionizations, electrodynamics,
and neutral dynamics behind the fountain effects. Yeh et al. [1] found that EIA crests
generally begin to appear at 0900 LT, and the farthest latitude of the crests during daytime
is correlated with the level of the fountain effect and the local ionospheric total electron
content (TEC). Liu et al. [2] reported that the crest-to-trough ratio (CTR) of EIAs observed
by the CHAMP satellite gradually increases from morning to noon, reaching its maxi-
mum value between 1800 and 1900 LT as a result of pre-reversal enhancement (PRE).
Xiong et al. [3] reported that the electron density and magnetic latitudes of both EIA crests
peak at approximately 1400 LT. The local time variation of the electron density crest during
daylight hours is similar to that of the trough but with a 1-2 h delay [4].

Another interesting aspect of the EIA is the interhemispheric asymmetry, which
is most pronounced during solstitial seasons. In the morning hours, the crest in the
winter hemisphere generally forms earlier and has a greater magnitude than that in
the summer hemisphere; during the afternoon, the summer hemisphere features the
larger EIA crest [3,6-10]. The transition time of this interhemispheric EIA asymmetry
occurs at around 1200-1400 LT, depending on solar activity levels [6,7]. In addition, this
transition time is a function of observed altitude, since the time lag of fountain effects
varies with height [3]. Interhemispheric EIA asymmetry has also been reported during
equinoxes [7,10,11]. Neutral wind variations associated with displacements of the ge-
ographic and geomagnetic equators as well as magnetic declination angles have been
proposed as the main factors affecting EIA asymmetry [10]. Balan et al. [11] argued that the
displacement of the geographic and geomagnetic equators is a more significant factor than
the declination angle.

The above-mentioned studies mainly focus on the EIA that exhibits clear double crests
signature. However, before the first emergence of EIA double crests, the fountain-like
processes had already been launched, but this stage receives much less attention in the
research community. In detail, the sunlit ionization process is instantaneous, while the
mechanical transportation process is much slower. Thus, at the beginning, stronger sunlit
ionization actually would cause faster plasma accumulation at the subsolar position near
the equator. The fountain effects take time to compete against the uneven ionization, to
form EIA. The contributions of various physical processes during different stages of the
EIA diurnal evolution are still not well known. In particular, the dynamic process before
the emergence of the EIA crest is usually neglected and had not been investigated yet.

Note that the sunlit ionization and electrodynamical transportation have different ref-
erence equators, i.e., the geographic and geomagnetic equators. The displacement between
the two equators varies at different longitudes, which would significantly impact the EIA
evolution. Moreover, meridional thermospheric wind, which drags the ion along with it, is
reported to impact the EIA evolution in two opposite ways. On the one hand, the transequa-
torial thermospheric wind pushes the plasma along the field line to contribute/counter the
ambipolar diffusion in the winter /summer hemisphere, leading to a winter hemispheric pri-
ority during EIA’s development [6,7]. On the other hand, the transequatorial thermospheric
wind would lift/lower the F region height in the summer/winter hemisphere, leading to
stronger /weaker intensity (i.e., TEC) of EIA crest [11-13]. It can be seen that the inclusion
of thermospheric neutral wind effects could make the EIA evolution more complicated,
the dominant seasonal cycles at different longitudes are still not well understood, and the
physical processes and mechanisms involved are still in debate [6,7,12-14].

We dedicate this study not only to monitoring the interhemispheric asymmetry in a
traditional way that focuses on the intensity of EIA, but also to trying to characterize the
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detailed time evolution to clarify the dynamical competition and cooperation between the
sunlit ionization, ambipolar diffusion, and neutral wind drag. The TEC maps provided
by IGS [15] are used under the geomagnetic quiet condition in 2013 in the Peruvian and
Indian sectors. At low geomagnetic latitudes, these two sectors are both deployed with
magnetometers to retrieve an equatorial electrojet (EE]) that can be used as a proxy to
select days with developed EIA, and GNSS receivers that provide reliable TEC product to
investigate the seasonal and interhemispheric effects on the diurnal evolution of EIA. The
International Reference Ionosphere (IRI-2016) model, widely recognized as a powerful tool
to represent the climatological behavior of the ionosphere [16-19], is also adopted to check
whether the empirical model can capture the real features of the EIA evolution.

In Section 2, we provide descriptions of the datasets. In Section 3, we introduce
how the geomagnetic quiet days and days with well-developed EIAs are sorted out.
Section 4 presents the seasonal/local variation of EIA, followed by detailed statistics of
crests and trough variations. The crest-to-trough difference (CTD), is defined and described
in Section 4.2. The EIA onset time, first emergence and peaks are further derived from
CTD profiles and we presented the statistical results. In Section 5, we discuss the physical
mechanisms involved. Conclusions of this study are provided in Section 6.

2. Dataset
2.1. IGS TEC Maps and the IRI-2016 Model

The IGS TEC data is an interpolated data product based on the TEC measurements
from ground-based GNSS receivers that are distributed mainly over the continents [15].
Thus, the IGS TEC should provide trustable EIA observation over Indian and Peruvian
sectors. The dataset has a time resolution of 15 min and spatial resolution of 2.5° X 5° in
geographic latitude and longitude.

The distribution of GPS receivers over the oceanic region is much sparser than the
continents, IGS TEC was found to overestimate Jason-2/3 derived TEC by more than
5 TECU [20]. This overestimation would possibly impact the climatological behavior of the
retrieved EIA features. Thus, whether the IGS TEC is suitable to be extendedly applied to
the longitudes over the oceanic region remains unclear. We choose another candidate data
source from the IRI-2016 model, a widely used empirical ionospheric model, and it was
recently improved with a new hmF2 model based on a new database from the worldwide
network of ionosondes [17,19]. The IRI-2016 is used to retrieve the EIA feature and compare
with IGS TEC data. This comparison would not only help to assess the performance of the
empirical model in describing the regional EIA evolution, but also evaluate the feasibility
of whether the empirical model can be applied to extend EIA study over the oceanic region.

For a given location, time, and date, the IRI model provides monthly averages of the
ionospheric parameters, including electron density, electron temperature, ion temperature,
ion composition, and TEC from an altitude range of 50-2000 km [17-19]. Options were set
to calculate the TEC from the IRI-2016 model: The fof2 storm model was switched off, the
Shubin-cosmic option was used for the hmf2 model, and NeQuick was used as the topside
model. The maximum height of the TEC calculation was set to 2000 km.

2.2. The EE] Derived from Ground-Based Magnetometers

Ground-based paired magnetometer measurements over the Peruvian and Indian
sectors in 2013 were utilized to estimate the equatorial electrojets (EE]). As a narrow current
that flows in the E region above the magnetic equator, EEJ can be extracted by removing
the solar quiet (5q) current that barely shows latitudinal dependence [21]. To estimate the
EEJ, we calculated the differences of the horizontal (H) component of the geomagnetic field
between the paired magnetometer, as the residual horizontal magnetic field is recognized
to be caused by the EE] [22]. The measurements of Huancayo (HUA, —12.05° N, —75.33° E,
0.59° dip latitude) and Fuquene, (FUQ,18.11° N, —66.15° E, 17.06° dip latitude) are used for
the Peruvian sector, and Tirunelveli (TIR, 8.7° N, 77.8° E, 0.59° dip latitude) versus Alibag
(ABG, 18.6° N, 72.9° S, 13.67° dip latitude) are used for the Indian sector [19].
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2.3. Horizontal Wind Simulated by TIEGCM

To estimate the neutral wind effects on the development of EIA, the horizontal wind
simulated from the Thermosphere Ionosphere Electrodynamics General Circulation Model
(TIEGCM)) is adopted. The TIEGCM is a first principle and physics-based model driven by
a high-latitude electric field [23], solar EUV, and UV spectral fluxes parameterized by the
F10.7 index [24].

3. Methodology and Methods
3.1. Sorting Geomagnetic Quiet Days Using Kp Index

Kp index is a quasi-logarithmic index, ranging in steps of 1/3 from 0 to 9, to quantify
the level of the geomagnetic disturbance on a global scale [25,26]. All the data used in this
study were firstly sorted under geomagnetic quiet conditions when the daily mean Kp
values were less than 3.

3.2. Sorting Developed EIA Using EE] as a Proxy

Note that sometimes the EIA structure is dismissed, which could not be used to
monitor the time evolution of EIA. Thus, we firstly determine whether the EIA appears
for further statistics. As mentioned previously, the formation of EIA is a product of the
eastward zonal electric field; thus, the intensity of the zonal electric field could be a good
indicator for the EIA development. However, the direct measurement of the electric field
is rare; an alternate option is EEJ, which serves as a proxy to quantify the daytime zonal
electric field. The EEJ refers to a narrow band of intense electric current flowing above the
equatorial dip in the daytime E-region driven by the E-region electric field and conductivity.
The EE] mainly flows eastward corresponding to an eastward electric field, the infrequent
westward flow of EE] is called counter electrojet (CE]) corresponding to a westward electric
field. The EEJ is considered to be a suitable proxy for EIA intensity. Stolle et al. [27]
found correlation coefficients greater than 0.8 between EE] strength and EIA intensity.
Venkatesh et al. [28] discovered that the daily summed EE] strength had correlations of
0.62 and 0.72 with the EIA crest amplitude and latitude, respectively.

Figure 1 shows examples of a weak EE] profile (Figure 1a) and a CE]J profile (Figure 1b),
with associated TEC maps for the day. The double-crest structure barely formed as the EEJ
intensity was relatively weak (Figure 1a), while the CEJ resulted in a single peak at the
equator, meaning that the EIA was inhibited completely.

It is reported that the strength of the EIA shows a better correlation with integrated
EE]J values than the daily maximum of EE] [28]. In addition, the time delay of the EIA
response to EEJ strength is 2-3 h [27,28]. To identify the days with weak EE] or CE]J, the
averaged AH at an LT bin of 0800-1200 is calculated first. Please note that the Weak EE]
or CE]J were combined to be referred to as WEC in this study. Days with WEC were then
determined when the averaged AH components were less than the threshold value; the
remainder of the quiet days were recognized as EEJ days. Our experiments (not shown
here) showed that the EE] intensity was generally higher in the Peruvian sector than in the
Indian sector, probably as a result of tidal effects. Thus, we chose two thresholds, ~70 nT
and ~20 nT of averaged EE] intensity during 0800-1200 LT for the Peruvian and Indian
sectors, respectively.

Figure 2 shows the day numbers of the WEC and EE]J cases at longitudes of —75° E
and 75° E, which represent the Peruvian and Indian sectors, respectively. The WEC case
showed a preferential occurrence during the two solstices at both longitudes, consistent with
previous studies which had found that the EE] is characterized by solstitial minima [29-31].
However, for a given longitude, the WEC showed specific seasonal preferences as well.
There were more WEC days around the December Solstice (Nov, Dec, Jan, Feb) than the
June Solstice (May, Jun, Jul, Aug) in the Peruvian sector, with this preference being reversed
in the Indian sector. Considering the northward—southward deviation of the dip equator
from the geographic equator at both the Indian and Peruvian longitudes, this implied that
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more WEC occurred when the dip equator is in the summer hemisphere. One may also note
that the WEC day is missed in Mar, Apr, Aug, Sep, and Oct in the Indian sector (Figure 2b).
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Figure 1. Two examples of the GPS-measured TEC map at Indian sector during (a) a weak EEJ day

and (b) a CEJ day.
.| (a) Peruvian sector@-75°E — =R ,,| (b) Indian sector@75°E
25 25
o o
k=1 =}
BGeop BGaop
2 2
E 15 E 15
=1 =
21 Z 1
5 5
Jan Fob Mar Apr May Jun Jul Aug Sep Oct Nov Dec Jan Fob Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Month Month

Figure 2. Number of days with EEJ signatures and weak EE]J or CEJ signatures at (a) Peruvian sector

and (b) Indian sector.
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4. Results
4.1. Overview of EIA during EE] and Weak EEJ/CE] Days

Figure 3 shows the TEC maps during EEJ days in the Peruvian and Indian sectors. The
data shown in the left, middle, and right columns represent different seasons: December
Solstice (Dec. S., which includes Nov, Dec, Jan, and Feb), June Solstice (June. S., which
includes May, Jun, Jul, and Aug), and equinoxes (March, April, September, October),
respectively. The daily EEJ was first plotted in Figure 3a,d; solid black lines represent
four-month averages.
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Figure 3. Seasonal averaged TEC maps over the Peruvian and Indian sectors during EEJ days when
the averaged EE] intensity at 0800-1200 UT was relatively high during three seasons of December
Solstice (left column), June Solstice (middle column) and equinoxes (right column). (a) EE]J profiles
of Peruvian sector; (b) GPS TEC at Peruvian sector; (c) IRI-2016 derived TEC at Peruvian sector;
(d—f) are organized in a same format as (a—c) but for the Indian sector.
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For GPS TEC observations at both Peruvian and Indian sectors, the most prominent
feature of EIA is the interhemispheric asymmetry. During two solstices, the crests in the
winter/summer hemisphere are stronger during morning/afternoon hours. Moreover, the
stronger crest generally resides at a higher latitude. An exception is that at the Peruvian
during Dec. S., the southern crest (in the summer hemisphere) was stronger first, which
lasted an interval of 0800-0900 LT; afterward, the northern crest (in the winter hemisphere)
turned out to be dominant. During equinoxes, interhemispheric asymmetry still exists in
that a stronger northern/southern appeared in the Peruvian/Indian sector. Similar seasonal
and longitudinal variations of the interhemispheric asymmetry have been investigated by
many studies. Those studies generally accepted that the displacements of the geographic
and geomagnetic equators, the different geomagnetic declinations, and the meridional
neutral wind show clear seasonal and longitudinal variations, which affects the diurnal
evolution of EIA [3,6-9,11].

The developed EIA signatures can also be characterized by the IRI-2016, neverthe-
less, with a lower absolute TEC level by approximately 20 TECU, compared with the
GPS TEC. In the Peruvian sector, IRI-2016 performed stronger crests in the summer hemi-
sphere. However, in the Indian sector, the northern crest is persistently stronger than the
southern crests. Hence, it can be noticed that the IRI-2016 performed quite a different inter-
hemispheric asymmetry pattern compared with that of the GPS observations, especially
during equinoxes.

On WEC days (Figure 4), as expected, the EIA barely formed as observed by the GPS
TEC. The Peruvian sector even showed a single-peak structure over the equator during the
December Solstice and two equinoxes, indicating that the fountain effect was completely
inhibited. For the developed EIA, the intensity is weaker than that during EEJ days; that
is, the double crest was narrower, and the TEC values were reduced by approximately
15 TECU and 5 TECU in the Peruvian and Indian sectors, respectively. Note that during the
equinoxes there are no WEC days for the Indian sector as displayed in the statistical day
numbers in Figure 2b, thus the corresponding TEC data were not available (Figure 4d-f).
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Figure 4. Cont.
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Figure 4. Similar to Figure 3, but during days that the average EE]J intensity at 0800-1200 UT was
relatively low (refer to WEC days) at Peruvian sector (a—c) and Indian sector (d—f). The lack of
equinox results in (d-f) is due to that the WEC days are not found.

However, TEC values predicted by the IRI-2016 model on WEC days remained at
nearly the same levels as those during EEJ days, indicating that the model cannot capture
an inhibited EIA signature. For a given time, the IRI-2016 predicted the result in terms of
the monthly averaged value. Hence, this inherent characteristic of the empirical model
would result in unreliable predictions for days with unusual space weather occurring
during geomagnetic quiet times such as CEJs. To successfully ascertain the characteristics
of daytime EIAs, we excluded those types of WEC days in the following analysis.

4.2. Crest-to-Trough Differences (CTD)

Despite the EIA intensity, it is easy to notice in Figures 3 and 4 that the local time
of the first appearance of the crests also showed interhemispheric asymmetry. That is, a
stronger crest corresponding to earlier emergence. Extensive studies have investigated
the interhemispheric asymmetry of the EIA intensity; hence, in the following, we provide
another perspective to investigate asymmetrical behavior concerning the time evolution
of EIA. In particular, to assess the time evolution of EIA, we defined crest-to-trough
difference (CTD):
CTD = TECofffequator - TEcequator 1)

That is, the difference between the TEC at off-equator (set as fixed dip latitude bin of
10°-15° N/S) and the TEC at the equator (set as fixed dip latitude bin of 2.5° S-2.5° N),
where the EIA crest and trough normally reside, respectively. Note that the ‘crest” location
we defined here is not the accurate position of the EIA crest; thus, the calculation of CTD
does not require the presence of a clear EIA crest feature.

Another criterion used to quantify the developed EIA intensity is the crest-to-trough
ratio, defined as the ratio of the mean of the northern and southern EIA crest peak value to
the minimum TEC in the EIA trough:

CTR = (TECncrest + TECscrest)/ (2 TECt—rough)) (2)

CTR is much more extensively used in other studies [2,3,27,32,33]. The CTR provides
information on the overall intensity of the developed EIA normalized by the background
TEC at the EIA trough. As we intend to monitor the full development of the EIA throughout
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the daytime, even when the EIA crests have not been developed, the defined CTD is a more
suitable parameter to achieve the goal.

Figure 5 shows an example of the northern crest-to-trough difference (NCTD) and
southern crest-to-trough difference (SCTD), extracted from GPS TEC and IRI TEC maps
(Figure 5a,b). GPS TEC measurements (Figure 5a) show that at 0600-1000 LT the double
crest had not been developed and CTD experienced a falling and then a rising (Figure 5c¢).
The falling occurred right after the sunrise, due to that the ionization creates more plasma
around the equator. The rising should be related to the ambipolar diffusion that transports
equatorial plasma to higher latitudes. Thus, the transition of the falling and rising marks
the time that the transportation term dominates, i.e., the net accumulation of plasma at the
off-equator exceeds that at the equator. This transition is marked as the inflection points on
the CTD curved in the morning hours and is defined as the onset of EIA.
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Figure 5. Top panels: TEC at Indian sector as a function of local time and dip latitude, using data
from (a) IGS GPS TEC and (b) IRI-2016. Bottom panels: Local time evolution of the extracted NCTD
and SCTD from (c) IGS GPS TEC and (d) IRI-2016. Dash curves are the original calculation from TEC
data; solid curve is the smoothed results. The triangles, circles, and diamonds mark the time of the
onsets, first emergences, and the peaks of the EIA crests during the evolution.

In the GPS TEC map (Figure 5a), the EIA northern crest appears earlier than the
southern crest, at a local time near 0900. The emergence of the EIA has been marked as
circles on the CTD (Figure 5c) curves as the CTD equals 0, which also exhibit northern
crest priority. However, the local time of the marked emergence lags behind the crest’s
appearance on the TEC map (Figure 5a). This is because the calculation of CTD set the crest
at fixed latitudes of 10°~15° N/S, while the real emergence of the EIA crest appeared at
latitudes closer to the magnetic equator where the fountain effects launch. After the first
emergence, CTD grows continuously, representing the development of EIA. The peaks of
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the CTD mark that the EIA is fully developed and the TEC at the EIA crest reaches its peak
value. Thus, we mark the peak CTD in the afternoon as the peaks of EIA.

Figure 5b,d show the IRI-2016 predicted TEC map and the corresponding CTD profiles,
respectively. Besides a clearly different morphology of EIA structure (Figure 5b) compared
with the GPS TEC measurements (Figure 5a), the IRI-2016 derived CTD also exhibited
abnormal local time evolution. In detail (Figure 5d), there is no post-sunrise falling that ends
in negative vales for NCTD; SCTD showed persistent positive value during 0700-2300 LT.
Thus, the onset, as well as the first emergence of the EIA crest, can neither be identified
on the IRI-2016 CTD. Only the peaks of the EIA crest can be marked as the peaks of CTD
profiles. Note that a similar situation is a common feature for IRI-2016, though the three
time points can be occasionally identified.

In summary, the local time of the onset, first emergence, and peak of EIA crest can be
identified from GPS TEC measurement, while IRI-2016 cannot regularly capture the real
time evolution process of the EIA development.

4.3. Time Evolution of EIA: Seasonal and Longitudinal Effects

In the last subsection, the time points of the onset, first emergence, and peak during
the evolution of EIA can be marked on the CTD profiles. Figure 6 presents the variations of
these time points as a function of months in 2013.
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Figure 6. Local time of the onsets (solid lines), emergence (dash lines), peaks (dotted lines) of the EIA
northern crest (green) and southern crest (red), at Peruvian (a—c) and Indian sector (b-d), extracted
from GPS TEC (top panels) and IRI-2016 (bottom panels). The data gap in Figure 6¢,d is due to that
the time points sometimes cannot be identified in the IRI model.

Results from GPS TEC (Figure 6a,b) revealed that the patterned annual variations were
generally shared by the three time points. The time lag between the first emergence of EIA
crests with the onset is ~2 h, and it takes another ~4 h for the EIA crest to reach peak values.
Specifically, semiannual and annual cycle patterns in the Peruvian and Indian sectors,
respectively, can be captured. Take the onset of the northern EIA crest as an example, the
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semi-annual cycle (Figure 6a) is characterized by an earlier onset time near two equinoxes
and a later onset time near two solstices; the annual cycle (Figure 6b) is characterized by an
earlier onset time in the winter and a later onset time in the summer. As for the southern
crests, the time points generally exhibit reversed seasonal patterns compared with those of
the northern crests, except that the emergence time at the Peruvian sector (Figure 6a) stays
constantly near 1200 LT throughout the year 2013. Besides, the semiannual variation of the
onset of the southern crest at the Peruvian sector is not as prominent as the northern crest,
resulting in an earlier onset of southern crest than northern crest during winter seasons,
which is similar to that at the Indian sector.

Figure 6¢,d show the IRI-2016 predictions. As has been mentioned above, the onset
and the emergence of EIA sometimes cannot be identified from IRI-2016 data. It can be
witnessed that the onset and emergence data are sparse, due to the incapability for identify-
ing those time points on CTD profiles. Nevertheless, the available time points generally
predicted earlier onset and emergence, compared with those of the GPS observations. Inter-
estingly, the annual cycle of EIA onset time is a prevailing phenomenon in both Peruvian
and Indian sectors, while GPS revealed a semiannual cycle seen in the Peruvian sector.
However, a similar semiannual cycle seen in GPS observation can be found on the peak time
of the northern crest in the Peruvian sector (Figure 6¢). Besides, the emerging time of the
southern crest also exhibits semiannual variation (Figure 6¢), but in the same phase of the
time points of the northern crest seen in GPS observations (Figure 6a). It can be concluded
that, although the semiannual cycle can be occasionally found on the emerging and peak
time of EIA crest from IRI-2016, the onset time of EIA still shows the classic picture that the
crest in the winter hemisphere develops earlier than that in the summer hemisphere. Note
that the IRI-2016 derived peak time of EIA sometimes shows abnormal values (e.g., April
at Peruvian sector, July and August at Indian sector, as shown in Figure 6¢,d); this also
indicated the inaccuracy of the IRI-2016 in retrieving EIA evolution.

The annual cycle shown in the Indian sector represents a classical picture of the neu-
tral wind modulated ambipolar diffusion during the development of EIA. That is, the
transequatorial wind blows from the summer hemisphere to the winter hemisphere, which
pushes the plasma equatorward and poleward along the field line (referred to as pile-up
effects) in the summer and winter hemispheres, respectively. These neutral wind effects
contradict/favor the ambipolar diffusion in the summer/winter hemisphere; hence, the de-
velopment of EIA crest in the summer/winter hemisphere is inhibited / promoted, resulting
in that the time points of EIA’s development show clear winter hemispheric priority.

Take the onset of the northern crest during the winter season as an example, the
essential difference between the annual cycle (Indian sector, Figure 6b) and the semiannual
cycle (Peruvian sector, Figure 6a) occurs during winter seasons. That is, the semiannual
cycle consists of a delayed northern crest onset during northern winter (Figure 6a), which
ought to occur earlier (Figure 6b) to exhibit the annual cycle. Thus, the fundamental
question is what causes the retarded EIA northern crest development that is supposed to
be advanced.

5. Discussion

The semi-annual cycle is a common feature on the overall intensity of plasma density
at low and middle latitudes, which appears as density maximums at two equinoxes. The
causes of the semi-annual cycle are discussed as follows. There is the ratio of atomic oxygen
to molecular nitrogen O/Ny, which also shows similar semiannual variation, especially
at middle latitudes [34]. In detail, during high O/Nj ratio seasons (i.e., equinoxes), the
chemical recombination rate is low, which causes a relatively high plasma density. He
O/Nj ratio is higher in the winter hemisphere, leading to a higher ionization rate [35].
However, this effect is more suitable to explain the middle latitudes winter anomaly [36]
rather than that at low latitudes, since the hemispheric difference in the O/Nj ratio is
smaller in the low latitudes during the daytime. Thus, the O/Nj ratio is less likely to
contribute to the interhemispheric asymmetry of EIA’s evolution seen in this study.
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In addition to the O/Nj, ratio, the semi-annual cycle is also the property possessed by
the daytime equatorial E x B drift that exhibits two equinoctial maximums and two solstitial
minimums [37,38], via atmospheric tides modulated E-region dynamo [39]. Hence, the
E xB drift is widely recognized as a major mechanism for the appearance of semiannual
variation of the general EIA intensity [33]. However, there exist arguments regarding the
E xB drift effects on the detailed EIA morphology. Wu et al. [40] attributed the semiannual
variation of the northern EIA crest location to the ExB drift, while Liu et al. [14] doubt the
mechanism as the daytime EE] shows poor correlation with the EIA crest location.

The semiannual cycle of either the O/Nj ratio or the Ex B drift is a global phenomenon,
if the O/Nj ratio or the E x B drift is indeed involved in altering the efficiency of the EIA
development, the earlier onset during equinoxes should also be witnessed in the southern
hemisphere, and in other longitudes (i.e., Indian sector). However, this is not supported by
the current observations. Hence, neither the O/Nj ratio nor the ExB drift is responsible for
the abnormal semiannual variation of the onset, emergence, and peaks of the EIA at the
Peruvian sector, at least in a sole way.

The meridional neutral wind is recognized as the major impact of the asymmetric
development of EIA. Thus, we raise a question of whether the semiannual cycle seen in the
Peruvian sector is due to the local abnormal neutral wind configurations. To answer the
question, the neutral wind result from TIEGCM simulation during two solstices and two
equinoxes is adopted, during the geomagnetic quiet periods. Note that when discussing
the pushing effects from neutral wind to plasma, the zonal wind contribution under the
presence of magnetic declination should be considered. Hence, the effective magnetic
meridional neutral wind velocity (U) could be written as:

U = UpcosD + Uysin D 3)

where Uy (positive southward) and U,, (positive eastward) are the meridional and zonal
wind velocities, and D (positive eastward) is the declination angle [11]. Figure 7 presented
the effective magnetic meridional wind as a function of local time and dip latitudes, in
the Peruvian sector and Indian sector during March Equinox, June Solstice, September
Equinox, and December Solstice. The dashed lines mark the dip equator; the two shaded
bars in each plot mark the ‘fixed crest’ defined in this study at dip latitude of 10°~15° S/N.

To illustrate the wind’s effects on the ambipolar diffusion during the initial stage of
the EIA development, we focus on regions of the equatorward side of the two ‘fixed crests’
(regions between the dip equator and the crests, 0°~10° S/N in dip latitude). All three
time points shown in Figure 6 are generally within 0600~1500 LT, so we focus on this local
time bin.

In the Peruvian sector, the southward winds prevail through geomagnetic low latitude
regions (i.e., regions between two shaded bars), except for the region near the northern
crest (still in the geographic southern hemisphere) during December Solstice. For the
southern crest, the southward wind is strongest/weakest at June Solstice and December
Solstice, respectively. Thus, the promotion of the ambipolar diffusion to the southern crest is
most/least prominent at June/December Solstice, which should result in the earliest/latest
onset of EIA southern crest, consistent with the results shown in Figure 6a (red solid line).
For the northern crest, the strongest southward wind occurs during June Solstice, while
the northward wind appears during December Solstice. Thus, the ambipolar diffusion is
inhibited / promoted during June/December Solstice that would result in an earlier/latest
onset of northern EIA crest, which is inconsistent with the observed semiannual cycle
(Figure 6a).
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Figure 7. Effective magnetic meridional winds (positive northward). Avergaed winds centered on
the days of (a,b) March Equinox, (c,d) June Solstice, (e, f) September Equinoxes, and (g,h) December
Solstice, at Peruvian (left column) and Indian sector (right column). The dash line marks the dip
equator, the two shaded bars in each plot mark the ‘fixed crest” defined in this study at dip latitude of
10°~15° S/N.

In the Indian sector, the locations at both the northern and southern crests exhibit
the strongest northward wind during December Solstice and the strongest southward
wind during June Solstice. Hence, the ambipolar diffusion is severely retarded /promoted
near southern/northern crest during December Solstice, and vice versa for June Solstice,
resulting in an annual cycle on the onset of EIA, which is consistent with the observations
(Figure 6b). We conclude that, under the assumption that the meridional wind only takes
direct effects on the ambipolar diffusion, the wind configuration simulated by the TIEGCM
would result in the typical annual cycle (winter crest priority) of the EIA evolution in both
Peruvian and Indian sectors.

Note that the classical scenarios of the transequatorial wind effect on EIA have been
challenged in both simulation [12,13] and observations [14]. Abdu [12] showed that the
northward thermospheric wind would drive both the southern and northern EIA crest
to move southward (upwind direction) in simulations, while the height of the F region
is lifted /lowered near the northern/southern crest. Liu et al. [14] found an abnormal
annual variation of EIA in the American sector; that is, the northern EIA crest resides at
the highest/lowest latitude during local summer/winter when the southward/northward
winds prevail, consistent with upwind seasonal movement of EIA crest proposed by
Abdu [12], but contradicting the classical scenarios of the transequatorial wind effect.
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So far, the physical mechanism of the tilt (in upwind direction) development of EIA
has not been addressed either in the aforementioned simulation studies [12] or observa-
tional study [13]. Nevertheless, the mechanical effects of neutral wind would push the
plasma not only equatorward /poleward but also upward/downward. The uplifting of the
ionosphere leaves a depleted bottom side which encourages more ionizations; hence, the
TEC should increase, and vice versa. In other words, though the equatorward wind retards
the ambipolar diffusion, the accumulation of TEC near the EIA crest can still be accelerated
by the uplifting of the ionosphere. In the same manner, the poleward wind that lowers
the ionosphere would retard the speed of the growth of TEC near the EIA crest. Near the
northern EIA crest at the Peruvian sector, the northward winds only occur at December
Solstice (Figure 7h) when the F region resides at lower altitudes [41]. Thus, during the
development of EIA, the TEC growth of the northern crest might be retarded, resulting in a
delayed onset.

We emphasized that the above-proposed opposite neutral wind effects on the EIA
evolution would depend on the longitude (magnetic declination) seasons, and possibly the
solar activities. Hence, it is necessary to extend this study to a longer interval and more
longitudes to further validate the proposed scenario.

6. Conclusions and Future Work Remarks

The study adopted the IGS TEC map and IRI-2016 to investigate the seasonal, inter-
hemispheric variations on the time evolution (onset, first emergence, and peak) of EIA at
Peruvian and Indian sectors. Major findings are listed below:

1. Three time points can be concluded as: The onset occurs at 0600-1000 LT; the first
emergence occurs at 0900-1200 LT; the peak occurs at 1200-1500 LT.

2. The onset, first emergence, and peak of EIA show semiannual/annual cycle at the
Peruvian/Indian sector. The annual cycle is characterized by a winter priority; that
is, the EIA crest during local winter/summer develops earliest/latest. The semian-
nual is characterized as the northern/southern crest developing earlier during two
equinoxes/solstices.

3. The winter priority of the annual cycle can be explained by the transequatorial neu-
tral wind that pushes the plasma along the field line to suppress/promote the EIA
development in the summer/winter hemisphere. The semi-annual cycle might be
associated with the effect of the neutral wind on the modulation of the F region height,
which significantly alters the TEC.

4. We suggest that the transequatorial wind would not only influence the EIA develop-
ment via the modulation of ambipolar diffusion but also alter the F region height to
further modulate the TEC growth speed. The two effects could be in a completive
relationship, which causes complex seasonal variations of the EIA development. More
studies are needed to further validate this mechanism.

5. The IRI-2016 outputs generally underestimated the TEC value and showed abnor-
mal interhemispheric asymmetry, and sometimes cannot correctly characterize the
different stages of the EIA evolution, while the IGS TEC presented a more convincing
pattern of the EIA evolution. We suggest that the lack of zonal electric field data that
launches the ambipolar diffusion results in IRI’s poor ability to describe the diurnal
EIA evolution, and we indicate that the empirical model needs to be further improved.
Thus, the I[2]RI-2016 model is not a good candidate to extend this study to longitudes
where the GNSS observation is inadequate.

An interesting question remains: Why the F region height effect seems invalid in

the Indian sector where the development of EIA showed typical winter crest priority. A

possible explanation is that this competition varies at different longitudes/seasons/solar

activity levels. In the future, by including the ionosonde data, we intend to extend this
study to more longitude sectors and longer time intervals to further address the competition
between the modulation of ambipolar diffusion and F region height variations.
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Abstract: Total Electron Content (TEC) from Global Navigation Satellite Systems (GNSS) is used to
ascertain the impact of space weather events on navigation and communication systems. TEC is
detrended by several methods to show this impact. Information from the detrended TEC may or may
not necessarily represent a geophysical parameter. In this study, two commonly used detrending
methods, Savitzky-Golay filter and polynomial fitting, are evaluated during thunderstorm events
in Hong Kong. A two-step approach of detection and distinguishing is introduced alongside linear
correlation in order to determine the best detrending model. Savitzky-Golay filter on order six and
with a time window length of 120 min performed the best in detecting lightning events, and had
the highest moderate positive correlation of 0.4. That the best time frame was 120 min suggests that
the observed disturbances could be travelling ionospheric disturbance (TID), with lightning as the
potential source.

Keywords: TEC; detrending; Savitzky—Golay; polynomial; lightning

1. Introduction

Total electron content (TEC) obtained from Global Navigation Satellite Systems (GNSS)
can be used to ascertain the impact of space weather events on communication and navi-
gation systems. The spatio-temporally wide range of capabilities of GNSS make it useful
in studying these impacts. One technique in using GNSS to reveal weather impacts is by
detrending the original TEC [1]. That is, a best fit model or method is first fitted or applied
to the original TEC, then the difference between the original TEC and the best fit model is
computed. The difference obtained can determine amplitude, frequency, and other signal
changes in case of a weather event.

Over time, different best fit models have been used. Each best fit method produces
different results, which may or may not necessarily detect the impact a weather event
makes on the signal or adequately show the occurrence of the event. In using GNSS
for space weather event studies, extensive studies have been done on geomagnetic
storms [2-4], earthquakes [5,6], and typhoons [7-9]. The fitting methods have been
mostly used in these studies to detect travelling ionosphere disturbance (TID) and other
ionosphere irregularities.

Thunderstorms/lightning, a troposphere weather event, have recently garnered in-
terest from the scientific community in the context of harnessing the spatio-temporal
capabilities of GNSS to help understand some characteristics of this weather event. Thun-
derstorm studies in the mid-latitude US plains by Lay, et al. [10] pointed out that ionosphere
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gravity waves (IGW) damp out before a thunderstorm dies out, contrary to a recent study
by Rahmani, et al. [11] in the same study area but at a different time period. Ogunsua,
et al. [12] also reported on the ionosphere’s response to thunderstorms in the West African
and Congo sector of the equatorial region, stating that thunderstorm impact on the iono-
sphere at nighttime is negligible compared to the daytime. Mahmud M [13], who also
studied thunderstorm events over Southern Africa, showed that a strong correlation exists
between hourly lightning and ionosphere irregularity event occurrence. Recent studies by
Tang, et al. [14] and Liu, et al. [15] showed the characteristics of thunderstorm generated
ionosphere gravity waves (IGW) in the Southern China region.

In contributing to the GNSS and thunderstorm related studies, this study assesses
two commonly used fitting methods, the Savitzky-Golay and polynomial methods, to
detect lightning events as they have been used to detect the presence of other space events.
These two methods have been demonstrated in the existing literature to best indicate the
incidence of weather events. The study area is Hong Kong, a low latitude region in the
southern China coastal region. In the following sections, a description of the detrending
methods is briefly discussed. A two-step approach, used to detect and distinguish lightning
from non-lightning events using the detrending methods, is introduced, followed by the
results. Discussions on the results and derived conclusions are then presented. Aside from
the obvious visual changes in amplitude, statistical means were also used to choose the
best fitting method.

2. Materials and Methods
2.1. Detrending Methods

The detrending or best fitting methods adapted in this study are briefly discussed below.

2.1.1. Savitzky-Golay Filter

This filter is named after Abraham Savitzky and Marcel Golay, who first made it
known as a solution to smooth out noise in data from a chemical spectrum analyzer.
The filter falls into category of low-pass time domain filters that smooth out high data
variability [16] and is used in many applications, such as electrocardiogram denoising [17],
vegetation monitoring and GNSS-TEC changes. The filter operates by the convolution
process, with least squares fitting of successive subsets in a given time window [18]. The
formulae and detailed explanation are found in the original work of Savitzky, et al. [19].

2.1.2. Polynomial Filtering

This kind of filter first approximates the entire data set by repeatedly evaluations at a
given order. Given a time series F(t) function measured from series x1, x2, X3, . .. .Xj, the
polynomial P is obtained in Equation (1) as

Py (X) :ql(x”)+q2(x”*1) +ooo+ g0 (X) + gnia 1)

where g, are quantities derived based on P using least squares and 7 is the order. The
residuals, or the difference between F(t) and P(X), are computed to filter out gross effects
from F(t), from which some useful information can be obtained. An example using TEC
time series can be found in Rahmani, et al. [11].

2.2. GNSS Data

The local GNSS network was used to characterize the TEC changes in Hong Kong.
The network referred to as Hong Kong Satellite Reference (HK SatRef) covers the entire
Hong Kong area. Information on the network is given in the work of Ji, et al. [20]. More
details can be obtained from the Hong Kong Survey Department website (https://www.
geodetic.gov.hk/en/rinex/downv.aspx (accessed on 14 June 2019)). The American Global
Positioning System (GPS) constellation comprising thirty-two satellites was used. Figure 1
shows the study area and GNSS network.
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Figure 1. Study area showing the Hong Kong GNSS network. GNSS receivers are colored triangles
and circles with their names written beside them. The image shown was obtained from the Hong
Kong Geodetic Survey Department website. (https:/ /www.geodetic.gov.hk/en/satref/satref.htm,
accessed on 14 June 2019).

In order to detect ionosphere irregularities caused by lightning, the well-known geom-
etry free linear combination of pseudo- and carrier-phase signals was first used to compute
the Slant TEC (STEC) from observations at a sampling interval of 30 s. An elevation cut-
off angle of 15° was set to eliminate the multi-path effect [9]. The computed STEC was
converted to Vertical TEC (VTEC) by applying a mapping function in Equation (2) below,
where R, is the earth’s radius, 0 is the elevation angle at the ionosphere pierce point (IPP)
of the signal-receiver path, and h; is the ionospheric single layer, approximated at 350 km.

Recos6
R + I

2
VTEC = /1 — ( ) * STEC (2)

VTEC was then detrended using the two detrending methods stated above to get
detrended TEC (DTEC), using Equation (3):

DTEC0de1 = VTECorg — VTEC 0401 (3)

where VTEC,, is the original VTEC, VTEC,,,,4, is the VTEC obtained from the fitting
model and DTEC,,,, 4, is the detrended TEC derived according to Equation (3). The unit of
VTEC and DTEC is Total Electron Content Units (TECU; 1 TECU = 10'® e/m? ). Orders
of 3 and 6 and time window lengths 30, 60, 90 and 120 min [13,21,22] were selected for
Savitzky—Golay, and orders of 3, 5 [23,24], 6, [1,12,25], and 10 [11] were used for polynomial
fitting. The selected parameters for detrending are summarized below in Table 1.

2.3. Thunderstorm/Lightning Data

At very low frequency and low frequency (VLF/LF), lightning discharges produce
electric current in the lower D layer of the ionosphere [26]. Lightning data were obtained
from a local VLE/LF network in the low-latitude region of Southern China. Total current
generated is strongly correlated with lightning activity [27]; a day with a lightning count
greater than 10,000 was deemed as a “lightning day”.
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Table 1. Detrending methods and their selected parameters.

Savitzky-Golay

Order Window (min)
3 30 60 90 120
6 30 60 90 120
Polynomial
Order 3 5 6 10

2.4. Selection Criteria

A total of nine days in the months of July and August 2015 were used in this study.
The days were grouped into three sets of three. The first (9th to 11th July) and third (1st
to 3rd August) sets comprise three continuous non-lightning days before and after the
second (17th to 19th July) set of lightning days respectively. The lightning counts for the
days are as follows: 319, 1277 and 91 for 9th to 11th July; 200,435, 75,078, and 33,709 for
17th to 19th July; and 6875, 1775 and 1589 for 1st to 3rd August. All days were void of
geomagnetic storm or solar condition events. The disturbance storm time (Dst) and solar
condition index (F10.7 index) were less than —30 nT [28] and 150 [8], respectively. Figure 2
shows the Dst and F10.7 indices for the set of days.
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Figure 2. Dst (panels a—c) and F10.7 (panels d—f) indices for the set of days. Dst index is greater than —30 nT and F10.7
index is less than 150 sfu, indicating the days were void of geomagnetic activity and solar condition.

In determining which detrending method was most suitable for detecting and
distinguishing lightning days from non-lightning days, the detection and distinguishing
conditions (2DC) approach was used. For the detection condition, because electrical
discharge from lightning takes about three hours to travel to higher ionosphere heights,
the changes in DTEC amplitude, mostly an increment, may be observed after 3 h
of lightning occurrence and last 1-2 h. Being able to show this change using the
DTEC method indicates that the DTEC method can detect lightning activity. For the
distinguishing condition, anomalous behaviour of DTEC amplitude was checked on
non-lightning days against that of lightning days. A non-lightning event day is expected
to have one absolute maxima constant as the DTEC amplitude or value throughout,
as there is no or little lightning or other space weather events to cause such changes.
This constant value is then set as the threshold with which to assess lightning days.
As indicated under the detection condition, lightning is expected to cause changes to
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DTEC amplitude or value. The absolute maximum value of lightning days is compared
to the threshold from a non-lightning day. When the increased value is greater than the
threshold, a lightning day has either been distinguished from non-lightning days or
not. A DTEC method achieving this is said to have both detected lightning activity and
distinguished lightning days from non-lightning. Furthermore, 2DC is explained using
the following example. Day 1 is a non-lightning day, Day 2 is a lightning day, and the
detrending method is DM. First, DM is used to detrend TEC on Day 1. The DTEC on
Day 1 was mostly between 4 0.5TECu. Next, TEC on Day 2 is detrended. DTEC on
Day 2 was initially +0.1TECu but at the time of lightning increased to £0.5TECu. At
this point, DM has met the detection condition, and hence is able to detect lightning,
but not the distinguish condition, as the DTEC maxima for both days are the same. If
Day 2 DTEC at time of lightning increased to, for instance, =1TECu, DM would have
successfully detected and distinguished Day 1 from Day 2. On the other hand, should
Day 2 DTEC remain at £0.1 throughout the entire period, DM could neither detect nor
distinguish lightning events from non-lightning event. Figure 3 shows the flow chart
of 2DC.

FLOW CHART OF DETECTION AND DISTINGUISH CONDITION [2DC]

Did DTEC value
DTEC values OTEC | .1 increase after about

1
tiing 3 hours of lightning?

Constant/consistent
maxima value as threshold +

Tightning not
detected. DTEC
miethod not
suitable

Yes
(Detection

condition)

Is increased DTEC value

greater than threshold?
Lightning detected. DTEC Method can Lightning detected. DTEC method

distinguish between lightning and non cannot

lightning days (distinguish condition) and non-lightning days
DTEC Method
sultable

Figure 3. Flow Chart .showing the Detection and Distinguish Condition (2DC).

The evaluation was done on the basis of each satellite-receiver pair rather than an
average of TEC over a station, in order to obtain greater detail. Satellites passing from the
time of lightning occurrence to about 3 h afterwards were investigated.

3. Results

The results are presented in ascending order of set of days. The days in each set
are also presented in chronological order. For brevity, the parameters in Table 1 are
shortened as follows: polynomials are prefixed by the letter P, followed by the order.
For instance, the polynomial of order 3 is represented as P3. That of Savitzky-Golay is
prefixed as sgf, followed by the order and window length. For example, the Savitzky—
Golay of order 3 with a window length of 30 min is represented as sgf_3_30. Figures
showing the lightning count and current are also presented. With TEC and DTEC, the
stations of the HK SatRef are quite close; hence, similar observations are made by most
stations at a given time [14]. Only observations from station HKOH meeting the criteria
in Section 2.4 are presented. A plot of TEC and DTEC for a given satellite in a day has
six rows. The first row comprises the original and fitted TEC of P3, P5, P6 and P10
while the second row comprises their respective DTEC. The third row also comprises
the original and fitted TEC of sgf_3_30 to sgf_3_120, with the fourth row comprising
their respective DTEC. The fifth and last rows follow the same order as the third and
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fourth rows for sgf_6 parameters. All of the subsequent figures presented showing TEC
and DTEC in this section follow the same format.

3.1. First Set of Days (Quiet Days before Lightning Events)
3.1.1. 9th July

This day was the first day of non-lightning days before lightning days. The upper and
lower panels of Figure 4 show the lightning count and current, respectively. Few counts are
seen from 00-01 local time (LT: UT + 8). Figures 5 and 6 show the TEC-DTEC for satellites
of pseudorandom noise code (PRN) 1 and 13. PRN 1 was chosen as it covered the time
with no lightning (09-20LT), while PRN 13 was specifically chosen as it covers the time of
the few lightning counts.

LIGHTNING FOR 9TH JULY 2015
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Figure 4. Lightning activity on 9th July. The (upper panel) shows the counts; the (lower panel) is
the current.

From panel e of Figure 5, P3 recorded DTEC values between £3TECu for PRN 1.
The amplitudes remained same during the time the satellite was available. For P5, PRN
1 had an amplitude of DTEC of about +0.5TECu, which remained same throughout the
periods. On PRN 13, P5 and P6 had similar characteristics to P3. For P10 the amplitude
of DTEC was about +0.3TECu, which is 0.2 less than that of P5 and P6 on PRN 1. Similar
observations to P5 on PRN 13 were made by P10.

Observations on PRN 1 reveal the quiet day phenomena, as no change in amplitude
was seen. Increased amplitude on PRN 13 also reveals that P3, P5, P6 and P10 could detect
low lightning counts, around 00-01 LT.

sgf_3_30 had an amplitude of DTEC of about £0.03TECu on PRN 1, shown in panel
m of Figure 5, which remained same throughout the day. For sgf_3_60, the amplitude of
DTEC was about +0.1TECu compared to sgf_3_30. sgf_3_90 had an amplitude of DTEC of
+0.5TECu, which was constant for the whole day for PRN 1. sgf_3_120 also had a DTEC
amplitude of +0.2TECu on PRN 1. With PRN 13, sgf_3 parameters saw an increase in
amplitude about the same time as lightning. Sgf_3_30 saw an increase to £0.1TECu, and

164



Remote Sens. 2021, 13, 4753

that of sgf_3_60 to £0.6TECu. The increases in amplitude for sgf_3_90 and 120 are no
different than the amplitude recorded on PRN 1.

TEC and DTEC for PRN 1 on 9th July, 2015
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Figure 5. TEC and DTEC for PRN 1 on 9th July, 2015. Original TEC are in black solid lines and modelled TEC are in
dashed colored lines. In panels (a—d) are the original TEC and modelled TEC of P3, P5, P6 and P10, respectively. Their
respective DTECs are in panels (e-h) with colors corresponding to their modelled TEC. Panels (i-1) show the original TEC
and modelled TEC of sgf_3_30, sgf_3_60, sgf_3_90, and sgf_3_120. Their respective DTECs are in panels (m-p), with colors
corresponding to their modelled TEC. Original and modelled TEC of sgf_6_30, sgf_6_60, sgf_6_90, and sgf_6_120 are in
panels (q-t), with their respective DTEC in corresponding colors in panels (u—x). The horizontal axis is hours in local time
(LT: UT + 8). The vertical axis is in TEC units.

The DTEC amplitude of sgf_6_30 was mostly between +0.01TECu, and remained
constant for the whole day on PRN 1. That of sgf_6_60 was between +0.03TECu compared
to sgf_6_30. For sgf 6_90 and 120, the amplitude was about +0.05TECu compared to
sgf 6_30 and sgf_6_60. On PRN 13, sgf 6_30 saw an increase in amplitude of about
+0.05TECu, while sgf_6 30, 90 and 120 saw an increase of about +0.2TECu during the time
of the lightning count.

In all, most parameters had their DTEC amplitude constant throughout the day,
and were thus able to represent a quiet day. Sgf parameters had lower amplitudes
compared to polynomials.

3.1.2. 10th July

This day was the second of the non-lightning days before lightning days. Figure 7
shows the lightning count and current. Few lightning counts were seen at 08-09 and
18-20 LT. Figure 8 shows the TEC-DTECs for PRN 13.
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TEC and DTEC for PRN 13 on 9th July, 2015
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Figure 6. TEC and DTEC for PRN 13 on 9 July 2015. Original TEC are in black solid lines and modelled TEC are in dashed
colored lines. In panels (a—d) are the original TEC and modelled TEC of P3, P5, P6 and P10, respectively. Their respective
DTECs are in panels (e-h), with colors corresponding to their modelled TEC. Panels (i-1) show the original TEC and
modelled TEC of sgf_3_30, sgf_3_60, sgf_3_90, and sgf_3_120. Their respective DTECs are in panels (m-p), with colors
corresponding to their modelled TEC. Original and modelled TEC of sgf_6_30, sgf_6_60, sgf_6_90, and sgf_6_120 are in
panels (q-t), with their respective DTECs in corresponding colors in panels (u-x). The horizontal axis is hours in local time
(LT: UT + 8). The vertical axis is in TEC units.
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Figure 7. Lightning activity on 10th July. The (upper panel) shows the counts; the (lower panel) is
the current.
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TEC and DTEC for PRN 13 on 10th July, 2015
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Figure 8. TEC and DTEC for PRN 13 on 10th July 2015. Information about figure panels is same as that of Figures 5 and 6.

From panels f-h of Figure 8, P5, P6 and P10 all had a constant amplitude of £0.5TECu.
P3 had the highest DTEC value at £4TECu. The amplitudes remained the same for the
whole period.

Sgf 3_30 had an amplitude of DTEC of about 4+-0.05TECu on PRN 13 in Figure 8, and
remained constant. Panels n—p in Figure 8 show that sgf 3_60, 90 and 120 had a constant
amplitude of +0.2TECu on PRN 13.

For sgf_6_30, the DTEC amplitude was £0.02TECu and remained constant for the
whole period on PRN 13 (panel u of Figure 8). Sgf 6_60, 90 and 120 recorded DTEC
amplitudes of £0.05TECu throughout the period of PRN 13

Similar to 9th July, most parameters had their DTEC amplitude constant throughout
the day, and were thus ably to represent a quiet day. Sgf parameters had lower amplitudes
compared to polynomials.

3.1.3. 11th July

This day was the last of the non-lightning days before lightning days. Compared to
the previous days in this set of days, 11th July virtually had no lightning count, making
it an ideal example of a truly quiet day. Figure 9 shows the lightning count and current.
Figure 10 shows the TEC-DTECs for PRN 2. Most satellites had similar observations
to PRN 2.
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LIGHTNING FOR 11TH JULY 2015
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Figure 9. Lightning activity on 11th July. The (upper panel) shows the counts; the (lower panel) is the current.
TEC and DTEC for PRN 2 on 11th July, 2015
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Figure 10. TEC and DTEC for PRN 2 on 11th July 2015. Information about figure panels is same as that of Figures 5 and 6.
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From Figure 10, the polynomial and sgf parameters had constant amplitudes through-
out the period of PRN 2. DTECs for all the parameters had similar characteristics to those
of 9th and 10th July; this example thus represents a typical quiet day.

3.2. Second Set of Days (Lightning Days)
3.2.1. 17th July

This was the first of the lightning days. Lightning happened for the whole day, with
a peak count around 15-17 LT. After 22 LT, the lightning activity reduced to a minimum.
Lightning activity is shown in Figure 11. TEC and DTEC of PRN 13 and 21 are shown in
Figures 12 and 13 to check the changes in DTEC for the first peak expected at 18LT and
second peak expected at 01LT, respectively.

LIGHTNING FOR 17TH JULY 2015
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Figure 11. Lightning activity on 17th July. (Upper panel) shows the counts; (lower panel) is
the current.

Since it takes about three hours for lightning to effect changes in TEC, and the change
lasts for about three hours, amplitude changes for the first peak (15-17LT) can be expected
to be around 20-23LT, while for the second peak (22LT) they can be expected to show
changes of around 00-02LT. In panels e-g in Figure 12, P3, P5 and P6 show the same
amplitude values throughout. No increase is seen in the DTEC amplitude values. For P10
in panel f, DTEC amplitude increases to +0.5TECu at the expected time. P10 was thus able
to detect the lightning event on PRN 13. In Figure 13, the DTEC amplitude drops sharply
at the expected hour of 01LT from 1 to —2TECu for P5, P6 and P10, signifying a detection.
P3 also records a similar observation, though this is not as obvious as P5, P6 and P10.

For the sgf_3 parameters, only sgf_3_30 and 60 could detect the lightning event on
PRN 13 in Figure 12. Their amplitudes increased to £0.04 within the expected time range.
Sgf 390 and 120, on the other hand, had constant DTEC amplitude. For the second
lightning peak at 22LT, all of the sgf 3 parameters could detect it within the expected time
range. Their amplitudes increased to between +0.2-0.4TECu, as seen in panels m to p in
Figure 13.

Sgf 6_30 could not detect the first lightning peak but did detect the second. Sgf_6_60,
90 and 120 detected both lightning peaks as increase in amplitude, as seen in panels v to x
in Figures 12 and 13.
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TEC and DTEC for PRN 13 on 17th July, 2015
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Figure 12. TEC and DTEC for PRN 13 on 17th July 2015. Information about figure panels is same as that of Figures 5 and 6.

TEC and DTEC for PRN 21 on 17th July, 2015
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Figure 13. TEC and DTEC for PRN 21 on 17th July 2015. Information about figure panels is same as that of Figures 5 and 6.
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P5, P6 and P10 could detect lightning events; although the change in amplitude
for lightning and non-lightning days were similar, the DTEC amplitude values of sgf
parameters indicating the presence of lightning were higher compared to the quiet non-
lightning days.

3.2.2. 18th July

This was the second of the lightning days. Lightning happened for the whole day,
with peaks around 15LT. At 21LT, a small peak was also seen. Figure 14 shows the lightning
event. DTEC-TEC are shown for PRN 5 in Figure 15, as its time of availability covered the
expected time of the amplitude changes of the two peaks, 18LT for the peak at 15LT and
23LT for that at 21LT.

LIGHTNING FOR 18TH JULY 2015
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Figure 14. Lightning activity on 18th July. (Upper panel) shows the counts; (lower panel) is the current.

TEC and DTEC for PRN 5 on 18th July, 2015
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Figure 15. TEC and DTEC for PRN 5 on 18th July 2015. Information about figure panels is the same
as that of Figures 5 and 6.
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With peak counts around 15 and 21LT, changes in DTEC amplitude were expected
around 18 and 23LT. P3, P5 and P6 had constant amplitudes of £3TECu, and hence were
not able to detect the lightning event. P10 first saw an increase in amplitude of about
£ 0.5TECu, then a reduced amplitude of £0.2TECu, and finally another increase to
+0.5TECu. These increments all happened at the expected time of amplitude change,
indicating that P10 could detect the lightning event. From panels m to p in Figure 15, sgf_3
parameters all saw amplitude changes at the expected time. Sgf_3_30 recorded 4-0.06TECu,
while sgf_3_60, 90 and 120 all recorded +0.2TECu at the expected time of DTEC changes.
Sgf 6 parameters also showed an increase in DTEC amplitude at the expected time. Sgf_6_30
recorded +0.03TECu and sgfs 6_60, 90 and 120 all recorded +0.07TECu.

P10 and all of the sgf parameters therefore detected the lightning activity on this day.

3.2.3. 19th July

This was the last of the lightning days. Lightning happened from 08-09LT and reoccurred
from 16-07LT. The peak periods were 16-17, 19-20 and 23-03LT, with DTEC amplitude
changes expected at 11, 23 and 02LT, respectively. PRN 15 was available at 20-02LT, covering
the expected time changes of the second peak period and hence able to be investigated.
Figures 16 and 17 show the lightning activity and DTEC for PRN 15, respectively.
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Figure 16. Lightning activity on 19th July. (Upper panel) shows the counts; (Lower panel) is the current.

Less useful information could be derived from the DTEC of P3 (panel e of
Figures 17 and 18). P5, P6 and P10 made similar observations to PRN 15. An increase
in amplitude of £2TECu was seen around 22-23LT, and the amplitude changes occur at
the expected time.
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TEC and DTEC for PRN 15 on 19th July, 2015
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Figure 17. TEC and DTEC for PRN 15 on 19th July 2015. Information about figure panels is the same as that of Figures 5 and 6.

LIGHTNING FOR 1ST AUGUST 2015
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Figure 18. Lightning activity on 1st August. (Upper panel) shows the counts; (lower panel) is
the current.
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Sgf_3_30, 60, 90 and 120 all saw an increase in DTEC amplitude at the expected
time. Similar observations were also made by the sgf_6 parameters. Sgf 3_30 recorded
+0.06TECu, while sgf_3_60, 90 and 120 all recorded £0.2TECu at the expected time of
DTEC changes. Sgf 6 parameters also showed an increase in DTEC amplitude at the
expected time. Sgf_6_30 recorded +0.03TECu, sgf 6_60 and 90 recorded +0.1TECu, and
6_120 recorded +0.2TECu.

P5, P6,P5, P10 and all the sgf parameters were able to detect the lightning activity on
this day.

3.3. Third Set of Days (Quiet Days after Lightning Events)
3.3.1. 1st August

This day was the first of the non-lightning days after lightning days. Few lightning
counts were seen at 11-12, 16-18 and 21-22 LT. Figures 18 and 19 show the lightning
activity, TEC and DTEC of PRN 11.

TEC and DTEC for PRN 11 on 1st August 2015
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Figure 19. TEC and DTEC for PRN 11 on 1st August 2015. Information about figure panels is the
same as that of Figures 5 and 6.

P3, P5, P6 and P10 all had constant DTEC amplitude of £0.2 on PRN 7, as seen in
panels e to h of Figures 20 and 21. The Sgf_3_and 6 parameters all had constant DTEC
amplitudes. Sgfs 3_30, 3_60, 6_30, 6_90 and 6_120 had amplitudes of about +0.02TECu,
while 3_90 and 3_120 all had £0.1TECu. All of the DTEC techniques used were able to
show that this day was a quiet day, having constant DTEC amplitudes.

3.3.2. 2nd August

This day was the second non-lightning day after a lightning day. Figure 20 shows the
lightning activity in terms of current and count. Few lightning counts are seen at 14-19 or
03-04 LT. Figure 21 shows TEC and DTEC for PRN 5.

Less useful information could be derived from the DTEC of P3 in panel e of Figure 21.
P5, P6 and P10 had a constant DTEC amplitude of about &= 0.1TECu. Sgf parameters also
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had constant amplitude throughout. Sgf_6_30 recorded £0.02TECu. Sgfs 3_30, 6_60, 6_90
and 6_120 recorded +0.05TECu, while 3_90 and 3_120 had +0.1TECu.

The constant amplitude shown by the detrending techniques indicate that this day
was a quiet day.
LIGHTNING FOR 2ND AUGUST 2015
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Figure 20. Lightning activity on 2nd August. (Upper panel) shows the counts; (lower panel) is
the current.
TEC and DTEC for PRN 5 on 2nd August 2015

a) P3 b) PS c) P& dj P10

80 ra &0 = B0 7 80 yal

(1] 60 &0 (1]

a0 40 a0

15 | 2 w 15 18 21 00 15 1B 2 oo 15 1B oo
o) P3 % f) P5 g) P6 i h) P10
1

0

s N‘ 0 l w M l )\AJK\ M ° m_‘\r(‘\‘r\ ji

- 1 1 1

15 | 2 w 15 18 21 00 15 1B 2 oo 15 1B o0
i) SGF 3 30 j) SGF 3 60 k) SGF 3 50 1) SGF 3 120

80 80 gl 80 7Bl 80 AN

60 . 60 e 8 60 M 60 %

40 O 40 et 40 S 40 .
3 15 12 0w 15 18 21 0 15 w2 oo 15 1w o0
E 84 m) SGF 3 30 n) SGF 3 60 o) SGF 3 90 p) BGF 3120

3 : 0.1 0.1

i | 0.08 8 0.1
2 008 ! 0.1 o1
04 2 0.2 0.2
15 |2 w 15 18 H w15 B oo 15 1B oo
q) SGF 6 30 r) SGF 6 60 s) SGF 6 90 t) SGF 6120
80
r i 80 7 80 ra 80 7
60 . &0 60 60
40 e 40 40 40
15 | 0w 15 18 H L] B oo 15 1B oo
u) SGF 6 30 v) SGF & 60 w) SGF & 80 x) SGF 6 120
0.02 T 0.05 nus uo,
] Mt 0
-0.02 . 008 008 4; 05
15 ' o 0w 15 18
LT (u1' + a:

Figure 21. TEC and DTEC for PRN 5 on 2nd August 2015. Information about figure panels is the
same as that of Figures 5 and 6.

3.3.3. 3rd August

This was the last non-lightning day in the third set of days. Figure 22 shows the
lightning activity for this day. Few lightning counts were seen, mostly at 14-19LT. Figure 23
show the time of passage of PRN 4 and its respective TEC and DTECs.

175



Remote Sens. 2021, 13, 4753

LIGHTNING FOR 3RD AUGUST 2015
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Figure 22. Lightning activity on 3rd August. (Upper panel) shows the counts; (lower panel) is the current.

TEC and DTEC for PRN 7 on 3rd August 2015
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Figure 23. TEC and DTEC for PRN 7 on 3rd August 2015. Information about figure panels is the same as that of Figures 5 and 6.

All detrending parameters for PRN 4 had constant DTEC amplitudes at the time of its

passage. The polynomials had higher values compared to the those of sgf. The constant
amplitude once again indicates that this day was a quiet a day. The amplitudes recorded
by the detrending parameters were similar to those of other non-lightning days.
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Table 2 provides a summary of which DTEC method and parameters were able to
detect lightning events on lightning days and to represent the quiet nature of non-lightning
days according to the 2DC approach for the results enumerated above.

Table 2. Summary of which DTEC parameters could indicate non-lightning and lightning events. R means represent, D

means detected, ND means not detected.

Day/DTEC Method P3 P5 P6 P10  sgf 3.30 sgf 3 60 sgf 3 .90 sgf 3 120 sgf 630 sgf 6_60 sgf_6_90  sgf 6120
9th July R R R R R R R R R R R R
First set of days 10th July R R R R R R R R R R R R
11th July R R R R R R R R R R R R
Second set of 17th July D D D D D D D D D D D D
davs 18th July ND ND ND D D D D D D D D D
Y 19th July - D D D D D D D D D D D
1st August R R R R R R R R R R R R
Third set of days 2nd August R R R R R R R R R R R R
3rd August R R R R R R R R R R R R

4. Discussion

From the results in Section 3 and Table 2, all of the detrending methods had
individual DTEC amplitudes that were mostly the same or constant during both sets
of non-lightning days at the time of passage of the satellites (panels e-h, m-p, and
w—x of Figures 6, 8, 10, 19, 21 and 23). Days without changes in amplitude show that
the ionosphere was quiet, which truly reflects the weather events, as there were no
geomagnetic storms, lightning events, or sunspots.

During the lightning days, P5, P6 and P10 could detect lightning events using the 2DC
approach. DTEC amplitude increased, as seen in panels e to h of Figures 13 and 17. This
observation agrees with Rahmani, et al. [11] and Ogunsua, et al. [12], who used P10 and P6
respectively to detect the occurrence of lightning. The amplitude values, however, were no
different from those of non-lightning days. The amplitude for non-lightning days was on
average between £0.5-5TECu. Lightning days at the time of expected DTEC changes also
recorded increases in amplitude values between £0.5-5TECu. This does not show a clear
distinction between the lightning days and non-lightning days. Thus, the distinguishing
condition of 2DC was not met. This non-distinction could be the reason Kumar, et al. [29]
reported no difference between lightning and non-lightning days, and makes polynomials
less suitable for distinguishing lightning days.

Coster, et al. [30], suggests the accuracy of DTEC is about +0.05TECu. Any fluctuations
above this could be a disturbance. The Savitzky-Golay parameters mostly had +0.05TECu
on non-lightning days and saw an increase to about £0.06-2TECu on lightning days
(panels m—p and w—x of Figures 12, 13, 15 and 17), in agreement with this suggestion.
This further suggests that the Savitzky—Golay filters were better at detecting lightning
activity and representing the quiet activity of non-lightning days. Sgf_3_30, 6_30, 6_60 and
6_120 mostly had amplitudes of +0.05TECu on non-lightning days and saw an increase to
+0.06-0.2TECu at the time of expected DTEC amplitude changes on lightning days. These
parameters were therefore able to detect lightning events and distinguish lightning days
from non-lightning days using 2DC. Sgf_3_90 and 3_120 had amplitudes of +0.1TECu
on non-lightning days (panels o and p of Figures 6, 8, 10, 19 and 21) and an increase to
the same value at the time of expected DTEC changes on lightning days (panel o and p
of Figures 12, 15 and 17). These two parameters, like the polynomials, could only detect
lightning activity, not distinguish between lightning and non-lightning days. The time
window of 90 to 120 min is the typical period of TIDs. Sgfs 3_90, 3_120, 6_90 and 6_120
being able to detect DTEC changes affirms that lightning can induce TIDs as, suggested by
Mahmud M [13]. Another interesting observation can be seen in Figure 5: DTEC amplitude
changes are observed on PRN 13, although 9th July was a non-lightning day. PRN 13
passed at a time about 1-2 h after the few lightning counts on 9th July, as seen in Figure 8.
It could be that PRN 13 passed directly over the location of the lightning strokes, and was
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therefore able to detect them. This also confirms the observation by Qin, et al. [31] that
even a small lightning stroke can effect changes in the ionosphere.

As the Savitzky—Golay parameters sgf_3_30, 6_30, 6_60, 6_90 and 6_120 met all the
conditions in 2DC, further evaluation through statistical means was deployed to choose
the most suitable parameter. Linear correlations between lightning count and DTEC on
lightning days for the PRNs presented in Section 3 above were conducted. The significant
level () for accuracy assessment was 0.05, and the correlation coefficients and p-values for
each PRN are presented in Table 3. Figure 24 shows the respective scatter diagrams of the
correlations for these parameters.

Table 3. Correlation coefficients between lightning counts and DTEC values from the various parameters during lightning
days. PRNs are placed in brackets. E is the scientific notation for base ten.

CORRELATION COEFFICIENT P-VALUE

[:g/%(a:ll:lllel:}el 17thJuly (13)  17thJuly @1)  18thJuly(5)  19thJuly 15) 17thJuly (13) 17thJuly @1)  18thJuly (5  19th July (15)
sgf_3.30 —0.0532432 0212518 0.1380252 0.2172065 0.1844358 1.837E-07 6.041E-05 2.313E-09
sgf 630 0.0205577 0.2196998 03005218 0.3456595 0.6085514 6.823E-08 5.672E-19 3204E-22
sgf 660 —0.0195246 0.0597396 ~0.0388213 0.1613585 0.6266822 0.1469133 02613414 1.015E-05
sgf_6_90 0.0040953 0.5853365 0.465207 0.4095069 09187456 1.245E-55 2.789E-46 2.492E-31
sgf 6120 0.34839 02449198 03050079 04778427 323E-19 1.603E-09 1.599E-19 1.554E-43

AMD DTEC OF PRN 1308 17TH JULY
C)SGFE60 008r d)SGFE90 042
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(2]

e
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I T
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Figure 24. Scatter diagram for correlation between lightning count and DTEC amplitude in TECu
on lightning days. Columns 1 to 4 are for the parameters sgf 3_30, 6_30, 6_60, 6_90 and 6_120,
respectively. Row 1 (panels a-e) is for PRN 13 on 17th July. Row 2 (panels f-j) is for PRN 21 on 17th
July. Row 3 (panels k-o) is for PRN 5 on 18th July. Row 4 (panels p-t) is for PRN 15 on 19th July.
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From Table 3 and Figure 24, the DTEC amplitudes were mostly moderately posi-
tively correlated to lightning. The sgf_6_120 parameter was the most consistent with
lightning count for all the days and PRNs, with an average moderate positive correla-
tion of about 0.5. With such consistency and moderate positive correlation, sgf_6_120
was selected as the most suitable after meeting the conditions of 2DC. The time frame
of 120 min further suggests that the disturbances could be TIDs, with lightning as
the potential source. The coefficient of 0.4-0.5, though moderate, could be deemed
as significant. Gravity waves in equatorial regions correlated with equatorial plasma
bubbles (EPB) was 0.2. Though a weak correlation, this was consistent over a long
period of time, and given the multiple sources of EPBs it should not be neglected. [32]
Lightning is also a source of gravity waves [14], and a relative higher correlation of
0.4 could equally be deemed significant. The findings from the sgf confirms studies in
other disciplines, such as medicine, that a Savitzky-Golay filter can represent physical
parameters and events and provide detail which could otherwise be missed.

5. Conclusions

In this study, two commonly used TEC detrending methods were evaluated for the
detection of lightning events in a low latitude region. The results show that a Savitzky—
Golay filter of order 6 with a time window length of 120 min best detected the occurrence
of lightning compared to the other parameters used in the study. The evaluation was done
on the individual satellites rather than the average TEC over a station, as in some studies
cited [13]. The individual satellite approach offers a better view than the average approach,
as some minute details may be missed or cancelled out during the averaging. In addition,
the best time frame being 120 min shows the potential of lightning to inducing TID. Further
investigation is suggested in order to explore this observation.
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Abstract: In navigation, the Twice the Distance Root Mean Square (2DRMS) is commonly used
as a position accuracy measure. Its determination, based on statistical methods, assumes that the
position errors are normally distributed and are often not reflected in actual measurements. As a
result of the widespread adoption of this measure, the positioning accuracy of navigation systems is
overestimated by 10-15%. In this paper, a new method is presented for determining the navigation
system positioning accuracy based on a reliability model where the system’s operation and failure
statistics are referred to as life and failure times. Based on real measurements, the method proposed
in this article will be compared with the classical method (based on the 2DRMS measure). Real
(empirical) measurements made by the principal modern navigation positioning systems were used
in the analyses: Global Positioning System (GPS) (168'286 fixes), Differential Global Positioning
System (DGPS) (900°000 fixes) and European Geostationary Navigation Overlay Service (EGNOS)
(9007000 fixes). Research performed on real data, many of which can be considered representative,
have shown that the reliability method provides a better (compared to the 2DRMS measure) estimate
of navigation system positioning accuracy. Thanks to its application, it is possible to determine the
position error distribution of the navigation system more precisely when compared to the classical
method, as well as to indicate those applications that can be used by this system, ensuring the safety
of the navigation process.

Keywords: navigation positioning system; positioning accuracy; reliability method; Global Po-
sitioning System (GPS); Differential Global Positioning System (DGPS); European Geostationary
Navigation Overlay Service (EGNOS)

1. Introduction

The main goal behind positioning systems is to provide air [1-5], land [6-10] and
marine navigation [11-15] applications with such accuracy that the process is carried out
safely. Such applications may include the following: a ship entering a port, driving a car
along a route, landing an aircraft at an airport, stopping a tram on a platform, etc. The
decision to qualify a positioning system as safe for a given navigation application is made
based on a comparison of the position error characterizing the system with the minimum
navigation requirements for a specific application specified in normative documents, such
as radio navigation plans [16-19] and other recommendations or regulations [20-24]. These
requirements most often include the following: positioning accuracy, availability, continuity,
fix rate, integrity, operation range, reliability [25].

There is no doubt that, for decades of navigation development, it is the positioning
accuracy that has been, and still is, the decisive factor for the use of a system for a specific
navigation task, while the availability level of a specific position error is related to the
threat that a positioning failure may pose to the safety of an object. Hence, air navigation
requires top positioning availability. Figure 1 presents a synthesis of the requirements for
different navigation applications in terms of the maximum permissible position error and
its availability. The requirements found in various normative documents were used for
the analysis.
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Figure 1. Requirements for navigation positioning systems. Own study based on [16-24,26].

Figure 1 shows that each of the navigation applications should use a system with
adequate positioning accuracy. This means, among other things, that a system with a
positioning accuracy of 100 m cannot be used in hydrography as it requires a system with
a positioning accuracy of less than 20 m for order 2, 5 m for orders 1a/1b, 2 m for special
order and 1 m for exclusive order.

The navigation system positioning accuracy refers to the overlap between the statistics
of the measured position coordinates and their real values or values assumed to be real
(most often the average value from latitude (¢) and longitude () measurements) [19].
A position accuracy measure is its error, which can be evaluated with reference to any
dimension: plane (2D) or space (3D). In navigation, a position error is defined as the radius
of the circle or sphere within which a certain proportion of position determinations should
statistically fall. It is commonly accepted in navigation that position error statistics refer to
95% of the population, as the safety of the navigation process depends largely on the naviga-
tion system positioning accuracy. The Twice the Distance Root Mean Square (2DRMS(2D))
is used as a position accuracy measure. Its determination starts with the calculation of the
DRMS(2D), which is the square root from the sum of the squares of the standard deviations
of the position coordinates relative to ¢ and A, as per the following relationship:

DRMS(2D) = 1/ (s9)* + (s2)%, (€]

where: s,—standard deviation of the geodetic (geographic) latitude; s\—standard devia-
tion of the geodetic (geographic) longitude.

The probability of the DRMS(2D) lies in the 63.2-68.3% range and depends on the
relationship between the standard deviations. For s, = s), p = 0.63, while for the relation
sp =10 sy, p = 0.68.
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To provide greater statistical reliability of the DRMS(2D) in navigation, the 2DRMS(2D)
measure is commonly used, taking the following form:

2DRMS(2D) =24/ (s5)” + (s2)*. @)
In navigation literature, the 2DRMS corresponds to a probability lying in the range

95.4-98.2% and is related to the relationship between the standard deviations determined
with the two coordinates. Figure 2 shows the geometric interpretation of the position error.

2DRMS(2D)=2.24 m

5,(m) —

w zL'L = (az)swya

&, (m)

Figure 2. Geometric interpretation of the concept of navigation system position error in 2D plane
using DRMS and 2DRMS values.

Taking the 2DRMS value as the primary position accuracy measure by a navigation
system is based on the assumption that ¢ and A errors are normally distributed [27,28].
However, this belief has been questioned in several publications. The most important
standard describing Global Positioning System (GPS) accuracy characteristics [28] states
that the difference between the empirical value (64 m) and the theoretical value (83 m), as
determined by the 2DRMS measure, was as much as 19 m. Similar conclusions concerning
the inconsistency of the statistical distributions of Differential Global Positioning System
(DGPS) and GPS position errors were raised by Frank van Diggelen, but with much smaller
discrepancies [29].

The author’s research, conducted on various navigation positioning systems, has
repeatedly confirmed the existence of such discrepancies. They related to systems such
as DGPS and the European Geostationary Navigation Overlay Service (EGNOS) [30],
the Global Navigation Satellite System (GNSS) and geodetic networks and multi-GNSS
solutions [31-33].

Questioning normal distribution as a model for navigation positioning system errors
has prompted the search for other methods to determine the value of the position error
with 95% probability, as commonly used in navigation [27,28]. One of the methods based
on reliability theory has already been proposed in [25]. This method allows the navigation
system positioning availability to be determined for a specific (given) value of the position
error based on life and failure times, and not based on measurement errors. The positioning
system is fit when the position error does not exceed the allowable error. The failure period
is defined as the logical negation of the fit period. A comparison of both methods (classical
and reliability) is presented in Figure 3.
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Figure 3. Comparison of the classical and reliability methods for assessing the positioning system’s ability to meet the
accuracy requirements for a navigation application.

In the classical approach, for a fixed probability (usually amounting to 95%), the
position error (value of the 2DRMS) is calculated, whereas in the reliability method an
acceptable error value is determined first, and only then is its probability is calculated. In
the first method, the position error is a random variable and in the second method the
random variable is the life or failure time. In the first method, 1D errors are assumed to be
normally distributed and 2D errors are assumed to follow a chi-square distribution, while
in the second method, exponential distributions of life and failure times are assumed.

The characteristics of the classical (based on the normal distribution) approach are
as follows:

o The calculations are based on simple Root Mean Square (RMS) determination relationships;

186



Remote Sens. 2021, 13, 4424

e Gross errors and outliers significantly affect RMS (¢) and RMS (A), causing a change
in the 2DRMS measure;

e  Errors are analysed, not as a function of time, but as a function of the subsequent
measurement error. The navigation process runs as a function of time. The problem of
missing synchronisation with time will emerge in the case of erroneous measurements
(recording errors, which have to be removed from the dataset).

The reliability approach has the following characteristics:

The calculations are quite complex;
Gross errors and outliers affect the life and failure times in the same way as the
other measurements;

e The analysis is carried out as a function of time, similar to the navigation process.

This paper aims to compare both methods and to evaluate the positioning system in
terms of its fitness for a specific navigation application, based on real measurement data
from the positioning system (long sessions). Therefore, the scientific purpose of this article
are as follows:

1. To propose a new (reliability-based) method to calculate position error values for a
navigation system with a probability of 95%;

2. To verify which method (classical or reliability) produces results closer to empiri-
cal data;

3. To check, based on empirical data, the actual measurements of GPS, DGPS and
EGNOS systems, whether the distributions of life and failure times for position errors
are, in fact, exponential. The other distributions most commonly used in statistics will
be tested: beta, Cauchy, chi-square, exponential, gamma, Laplace, logistic, lognormal,
normal, Pareto, Rayleigh, Student’s and Weibull.

To assess which of the methods allows for more precise determination of the statistical
value of the position errors, the measured position errors were sorted from the smallest to
the largest, and based on this the value of the error that is greater exactly than 95% of the
error population will be determined. In the navigation literature [34], this value is referred
to as the R95 measure.

This is the third article in a series of monothematic publications “Research on empirical
(actual) statistical distributions of navigation system position errors” [35-37]. The main
scientific aim of this series is to answer the question of what statistical distributions follow
the position errors of navigation systems such as GPS, Global Navigation Satellite System
(GLONASS), BeiDou Navigation Satellite System (BDS), Galileo, DGPS, EGNOS and
others. It must be emphasised that the purpose of both this paper and the whole series
of publications is not to analyse the causes of Position Random Walk (PRW), such as
ionospheric and tropospheric effects, multipath, noise, etc. This article rather analyses the
statistical distributions of 1D and 2D position errors resulting from PRW. The causes might
be very complex and probably deserve a separate series of publications.

2. Materials and Methods
2.1. Classical Method for Determining the Positioning Accuracy of a Navigation System with
95% Probability

The classical method for determining the positioning accuracy of a navigation system
is based on a statistical approach. The works of Gerolamo Cardano [38], Pierre de Fermat
and Blaise Pascal [39] on gambling, as well as the works of Christiaan Huygens [40]
constitute the foundation of modern statistics. In 1812, Pierre-Simon Laplace formulated
the classic definition of probability [41], which was mathematically formalised in 1933
by Andrey Kolmogorov [42], who gave the basic formulas of probability calculus and
its axioms. Although modern statistics is an extremely young branch of mathematics, it
is widely used in many fields, ranging from engineering [43] and economics [44] to the
scientific aspects of computer science [45]. In navigation, similar to other sciences, it is
assumed that the position errors of navigation systems are normally distributed. Major
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arguments justifying the use of normal distribution in research on positioning in navigation
include [46]: intuition and tradition, simplicity of the distribution [47], consistency with
the central limit theorem, as well as use as an approximation [48].

Position accuracy in navigation can be defined as a degree of conformance between
the estimated or measured position and its true position. Position accuracy can be deter-
mined as different types of statistic. These can be calculated related to the true values of
coordinates (predictable accuracy), or, if the actual position is not known, the mean position
(repeatable accuracy) is often used as an approximation to the actual position. Both position
solutions must be based on the same geodetic datum, e.g., the World Geodetic System
1984 (WGS-84) [19]. The most commonly used position accuracy measures in navigation
and transport are as follows: CEP (Circular Error Probable, 2D, p = 0.5), SEP (Spherical
Error Probable, 3D, p = 0.5), RMS (1D, p = 0.632-0.683), DRMS (2D or 3D, p = 0.632-0.683),
2DRMS (2D or 3D, p = 0.954-0.982) or 3DRMS (Triple Distance Root Mean Square, 2D or 3D,
p =0.997). The description of individual measures is presented in detail in [34]. However,
the most common accuracy measure for assessing the positioning accuracy of navigation
systems is 2DRMS.

2.2. Reliability Method for Determining the Positioning Accuracy of a Navigation System with
95% Probability

To assess the possibility of using a positioning system in a specific navigation applica-
tion, a mathematical model based on the general theory of reliability has been proposed.
Navigation has long used elements of reliability theory in studies related to the assessment
of availability, continuity, integrity and reliability, but so far they have not been applied to
assess whether a positioning system meets a certain level of accuracy and to determine the
navigation system positioning accuracy [49].

Let us consider a positioning system that determines position as a function of time with
an error defined as J;,. Let us choose a specific type (s) of navigation applications for which
we intend to check whether the positioning system meets the application requirements in
terms of accuracy and availability. These requirements are presented in [16-24,26]. Let us
run a measurement session of the positioning system of a representative length [37] and
calculate position errors as a function of time.

Figure 4 (top graph) shows the curve presenting the position error value as a function
of time for any positioning system, which should be evaluated in terms of its usability in
three exemplary navigation applications. Such applications include: road transport for
vehicle identification, with the maximum allowable position error being 1 m with 95%
availability, hydrography for orders 1a/1b, with the maximum allowable position error
being 5 m with 95% availability and harbour entrance and approach phase for large ships,
with the maximum allowable position error being 20 m with 99.7% availability.

Please note that in the presented graph (Figure 4a) the position error value varies as a
function of time. Because, near the starting point in this plot, the position error exceeds
20 m, it does not provide the accuracy required for the harbour entrance and approach
phase for large ships. This also means that a system with such an error cannot ensure the
safe positioning of this process. As a result of exceeding the maximum permissible position
error, the system’s fitness changes into an unfitness status, as reflected by the “0” values in
Figure 4d. After some time, the position error (Figure 4a) decreases to less than 1 m, which
means that, for some of the time, the system can be used in all applications. As a result
of the reduction in the position error value, for all its applications, the working state of
the system changes into a fitness status (Figure 4b—d). The graph (Figure 4a) presents the
maximum permissible error values for all three navigation applications (1 m, 5 m and 20 m).
If the position error exceeds any of these values, the working state changes. If the position
error is smaller than this set value, the system enters the fitness status, and if it is larger,
the system is in the unfitness status. Thus, the position coordinate determination can be
treated as a two-status stationary renewal process, in which the life and failure times will
become random variables, and not the position error as before (a classical approach) [50].
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Figure 4. The position error as a function of time (a) and three diagrams corresponding to the
operational status for: (b) vehicle identification; (c) orders 1a/1b; (d) large ships.

To be able to determine whether the system was fit or not, a U variable was introduced
which corresponds to the maximum allowable value of the position error. Let us write it
for the three applications under consideration as:

1m (p = 0.95) for road transport — vehicle identification
u= 5m (p = 0.95) for hydrography — orders 1a/1b 3)
20 m (p = 0.997) for harbour entrance and approach phase — large ships

Assuming that the positioning process varies with time, it can be assigned two states.
The first is the life time for which the position error is less than the maximum permissible
position error corresponding to the given navigation application (6, < U for number of
measurements (1) = 1,2, ... ). When the inverse relationship occurs (J,, > U), the system is
in a failure time.

Let us assume that X;, X, ... correspond to the durations of life times and Y7,
Y», ... denote the durations of failure times, which are independent and have the same
distributions. Changing the durations of life and failure times results in the change of
the operational status of a positioning system (a(t)). Hence, Z,, = X1 +Y; + Xo + Yo +
...+ Y,_1+X,, become the moments of failure, while Z;, = Z!,+Y,, are the moments of life
(Figure 5) [26,51].

aft) 4 | | | |
1 — — —
X1 E Y1 E X? E Y? E x3
0 e ' e >
z, oz z, z, z, !

Figure 5. The fitness and unfitness statuses of a positioning system in accordance with the reliability
method. Own study based on [51].
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For the reliability method, it is necessary to introduce a number of additional as-
sumptions and designations [50]. It should be assumed that the Cumulative Distribution
Functions (CDF) of life (F(x)) and failure (G(y)) times are right-continuous:

P(X; < x) = F(x), 4

P(Y;<y)=G(y) fori=1,2,..., (5)

and that the expected values and variances will take the form:

E(X;) = E(x), (6)
E(Y;) =E(y), (7)
V(X)) =ot, ®)
V(Y;)) =02 fori=1,2,..., )

where: E(X;)—expected value of the life time; E(Y;)—expected value of the failure time;
V(X;)—variance of the life time; V(Y;)—variance of the failure time.
Moreover, it should be noted that:

o 403 > 0. (10)

Based on the above assumptions, it is possible to determine the relationship between
the 4, and U parameters. Thanks to this, the operational status of a positioning system can
be assigned as [26,51]:

1forZ, <t<Z
u:{ "= " forn=0,1,.... (11)

, )
OfoanJrl §15<Zn+1

Let us define the navigation system positioning availability (A(t)) as the probability
that at any moment of ¢, 6, will not be greater than the value of U [51]:

A(t) =P[s(t) < U], (12)
t
A() =1 F(t) +/[1 ~ F(t - x)]dHa (), (13)
0
where: .
Hop(x) = ) ®y(x) (14)
n=1

is a function of the renewal stream made up of the renewal moments of the navigation
system complying with a specific operation type, while ®,,(#) is a distribution function of
the random variable Z;,.

For the purposes of navigation applications, the distributions of life and failure times
are exponential. Therefore, their CDFs and Probability Density Functions (PDF) can be
calculated using the following formulas [50]:

Ae Mfort >0
t) = , 15
f) { Ofort <0 15
p-eFtfort >0
t) = , 16
8(t) { Ofort <0 (16)
1—eMfort>0
F(t) = , 17)
Ofort <0
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G(t) = 1—eHifort>0 (18)
n Ofort <0 !

where: f{(t)—PDF of the life time; g(t)—PDF of the failure time; A—failure rate; y—renewal rate.
When these assumptions are adopted, the final form of the availability can be noted

as [51]:
__HK A ()t
AEXp(t)7A+y+A+y e , (19)
as for the limit value:
i B
Jim [Aexp ()] = Aexp = TS (20)

2.3. Description of GPS, DGPS and EGNOS Measurement Campaigns

Three different navigation positioning systems, commonly used in world navigation,
were used to study the reliability method. They include GPS (measurements from 2013),
DGPS (measurements from 2014) and EGNOS (measurements from 2014).

GPS is a space-based radionavigation system owned by the United States Government
(USG) and operated by the United States Space Force (USSF). The GPS provides two
services, or levels of accuracy: the Precise Positioning Service (PPS) and the Standard
Positioning Service (SPS). The PPS is available to authorized users and the SPS is available
to all users. SPS is the standard specified level of positioning, velocity, and timing accuracy
that is available, without restrictions, to any user on a continuous worldwide basis. It
provides a global average predictable positioning accuracy of 8 m (p = 0.95) horizontally
and 13 m (p = 0.95) vertically and time transfer accuracy within 30 ns (p = 0.95) of Universal
Time Coordinated (UTC) (Figure 6a) [52].

DGPS is an enhancement of the GPS, carried out through the use of differential
corrections to the basic satellite measurements performed within the user’s receiver. The
DGPS is based on accurate knowledge of the geographic location of a reference station,
which is used to compute corrections to GPS parameters and the resultant position solution.
These differential corrections are then transmitted to DGPS users, who apply the corrections
to their received GPS signals or computed position. For a civil user of SPS, differential
corrections can improve navigation accuracy to better than 5 m (p = 0.95) (Figure 6b) [53,54].

EGNOS is Europe’s regional Satellite-Based Augmentation System (SBAS), which
is used to improve the performance of GNSS systems, such as GPS and Galileo. It has
been deployed to provide the safety of life navigation services to aviation, maritime and
land-based users over most of Europe. According to [55], the positioning accuracy of the
Open Service (OS) should be smaller than 3 m (p = 0.95) horizontally and 4 m (p = 0.95)
vertically (Figure 6c¢).

5‘; GPS GNSS EGNOS
By U satelites A~ sateliites satellite
& sv2 \.\ ay
- R
X$ ]
F 7 EGNOS
!/ ~ user
a4 ]
g

!

[ ow

Reference Master/Uplink

Reference DGPS station station

station user

(b) ()
Figure 6. Principles of: (a) GPS; (b) DGPS; (¢) EGNOS. Own study based on [56].
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The following empirical data were used for the numerical analyses:

The GPS measurements were carried out at a point with coordinates:
¢ =54°32.585029’ N and A = 18°32.741505 E (Poland). In March 2013, 168286 fixes
were recorded with a recording frequency of 1 Hz. A typical 12-channel GPS code
receiver was used in the study;

The DGPS measurements were carried out at a point with coordinates:
¢ =54°31.756087' N, A = 18°33.574138' E and h = 68.070 m (Poland). In April 2014,
951698 fixes were recorded with a recording frequency of 1 Hz. 900’000 fixes were
used for the analyses, which were the same as for EGNOS. A typical marine DGPS
code receiver was used in the study;

The EGNOS measurements were carried out at a point with coordinates:
¢ =54°31.756087' N, A = 18°33.574138' E and h = 68.070 m (Poland). In April 2014,
927'553 fixes were recorded with a recording frequency of 1 Hz. 900’000 fixes were
used for the analyses, which were the same as for DGPS. A typical land EGNOS code
receiver was used in the study.

. Results

The research aims were formulated in the form of questions:

Do the empirical (actual) distributions of life and failure times for position errors
follow an exponential distribution?

Are there distributions other than exponential with a better fit?

Depending on the value of the error determining the fitness status (maximum permis-
sible position error for a navigation application), will the statistical distribution of life
times change or not?

Research on distributions of life times began with the analysis of GPS position error

results. A recording session of 168'286 fixes was studied. This can be considered statistically
representative, according to the analyses conducted in [37]. Figure 7 presents the graph of
the position error as a function of time. The figure also shows two accuracy values (1 m
and 2 m), which correspond to the requirements of road transport for vehicle identification
and hydrography for special order.

510" 110 1.510°

Figure 7. GPS position error as a function of time (168286 fixes) and two decision thresholds corresponding to the
requirements of road transport for vehicle identification and hydrography for special order.

To automate the process of determining life and failure times, the position error values

needed to be assigned to one of the operational statuses: 1 (life status, when the temporary
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position error is below a pre-set limit value) or 0 (failure status, in the opposite case) at any
point in time. For this purpose, a calculation sheet was prepared in Mathcad 15 (Figure 8).

0
o fers = = 0 0.4125
File input: 1 0.4076
CWLNGPS pusilion exvars.pm
2 0.4077
efrors =
5 3 0.4039
Number of measurements: & = rows(ermrors) = 1.68286 x 10°
4 0.4131
Counters: j =0.k-1 nl=k 5 0.407
6
GPS position error limit:  fimit = 1
Working and failure state formula: vlJ = if|errorsJ < limit,1.0)
Working state vector calculations: Failure state vector calculations:
vector_1l= |k« 0 vector_10:= |k « 0
me« 0 m« 0
j <0 )« 0
for is0.nl-1 for ie0.nl-1
if \‘1i¢0 if vli:l
kek+1 kek+1
ar « k ar « k
je=j+1 if m=1 jej+1if m=1
'.\Il] « ar Ml] « ar
m e« -1 me -1
otherwise otherwise
ke0 k<0
je—-1if m=0 je—-1i m=0
me1 me 1
Mi Mi
0 0
0 517 0 2
vector_11= L 7 vector_10 = z 4
2 387 2 2
3 83 3 7
4 4

Figure 8. Mathcad worksheet for determining life and failure times based on the GPS 2013 measure-
ment campaign.

In the sheet shown in Figure 8, the calculations began with importing measurement
data consisting of position errors. The position error limit was then determined arbitrarily.
In the worksheet, it is 1m. Next, two vectors were created consisting of life (vector_11) and
failure (vector_10) times.

Both vectors were saved as text files and then uploaded to the EasyFit software, where
they were analysed for fit to typical statistical distributions. These distributions included:
beta, Cauchy, chi-square, exponential, gamma, Laplace, logistic, lognormal, normal, Pareto,
Rayleigh, Student’s and Weibull.

For GPS position errors, calculations were carried out for two variants, 1 m and
2 m, corresponding to example navigation applications such as from road transport for
vehicle identification (1 m) and hydrography for special order (2 m). In P-P plots, the
empirical probability distribution function is plotted against the theoretical distribution.
The observations are first sorted in descending order. The i-th observation is then plotted
on one axis as % (i.e., the value of the observed cumulative distribution) and the other
axis as F(x;), where F(x;) is the value of the theoretical probability distribution function for
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respective observation x;. If the theoretical cumulative distribution is a good approximation
of the empirical distribution, then the points on the diagram should be close to the diagonal.

The research began with an analysis of GPS failure times. The results of P-P plot
analyses are presented in Table 1. Moreover, the list of theoretical distributions with the
best (top) and worst fit can be seen next to each of the graphs.

Table 1. P-P plots of life and failure times for empirical GPS position errors (1 m and 2 m).
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The analyses show that the assumption (very common in technology) that the life and
failure times follow exponential distribution is questionable. It is clear that, for distribution
function, values below 0.9 (both empirical and theoretical) are poorly fitted. On the contrary,
above this value the fit is very good, which may suggest that the failure (1) and renewal
(u) rates can be calculated very reliably on its basis. It has also been stressed that it is
not an exponential distribution but a lognormal distribution that provides a very good
approximation of the life and failure time statistics. Furthermore, analyses performed on
two different decision thresholds (1 m and 2 m) produced similar conclusions regarding the
mismatch between the empirical and theoretical (exponential) distributions for distribution
function values below 0.9.

Therefore, it is reasonable to conduct identical analyses for other navigation position-
ing systems such as DGPS and EGNOS. These analyses have been performed for a very
large sample of 900’000 fixes. Table 2 presents the PDFs of life and failure times, together
with the best-fit distributions for the DGPS system. Moreover, Table 2 shows the P-P plots
for DGPS and EGNOS systems.

The distribution of DGPS system life and failure times is similar to that of GPS,
although empirical data fit theoretical exponential distribution much better. On the contrary,
for EGNOS it is clear that the empirical distributions of life and failure times deviate
significantly from the theoretical distributions. However, as in the case of GPS and DGPS
systems, for values above 0.9, the fit is very good.
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Table 2. Statistical analysis of life and failure times for empirical DGPS and EGNOS position errors (1 m).
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The following conclusions can be drawn from the empirical studies and theoretical

analyses carried out:

The analysis of GPS data indicates that the lognormal distribution reflects the course
of the PDF of life and failure times determined for navigation system position errors
significantly better than the exponential distribution;

For values above 0.9, the fit between theoretical and empirical distributions (exponen-
tial distribution) is very good in all the analysed cases;

The results obtained from the GPS system also prove that increasing the decision
threshold from 1 m to 2 m causes a previously predictable change in the distributions
of life and failure times, which does not explicitly prove that this will affect the final
results of positioning accuracy calculations;

Similarly, as in the case of GPS and DGPS systems, EGNOS exhibits similar properties
when it comes to fit between the normal distribution and the empirical data.

The next research stage was to determine the failure and renewal rates of the renewal

process. Both of these values made it possible to determine the course of the availability
function calculated for an arbitrary position error.

Finally, to present the position error distribution functions of the GPS, DGPS and

EGNOS systems, repeated calculations of the probability value corresponding to a given
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position error value ware performed. It has been assumed that to determine the distribution
function, the position error value was increased from 0, every 0.1 m, up to 4 m. The course
of distribution functions calculated based on the reliability model is presented in Figure 9.

1
0.95

GPs
DGPS 05 I / i 1

EGNOS /

Distribution function (-)

o) i i
0 1 2
Position error (m)

Figure 9. Position error distribution functions of the GPS, DGPS and EGNOS systems calculated
using the reliability model.

Please note that the DGPS and EGNOS systems achieved positioning accuracies below
1m (p =0.95) on a very large and probably representative sample. Therefore, it is concluded
that both systems can be successfully used in navigation applications requiring positioning
accuracies of 1 m (p = 0.95), even though the official system characteristics given in [57] are
3 m (p = 0.95) horizontally and 4 m (p = 0.95) vertically.

It needs to be particularly emphasised here that it is not the purpose of this article
to establish the actual value of the position error of the studied systems, including the
EGNOS system. This paper aims to propose a new reliability model which will allow, as an
alternative to the classical method using the 2DRMS value, one to determine the navigation
system positioning accuracy and the corresponding probability.

4. Discussion

The presented reliability model requires an assessment of its accuracy. This can only
be carried out in relation to calculations performed directly on empirical (real) values.
The most reliable method of determining the position error value larger than 95% of the
population of the remaining errors is to calculate it by sorting the errors from the smallest
to the largest. This method of error determination is used in several publications [30,32,33].
There is no doubt that with a very large number of measurements this method produces
the most reliable results because it does not assume any statistical distribution of empirical
position errors. Therefore, to assess which of the two models (classical or reliability) is
closer to the true value, the R95 value obtained by the method of sorting the position errors
was used.

There are two curves presented in Figure 10. The first curve is the empirical distribu-
tion function of the sorted position errors (red) from the GPS system, which takes the value
of 2.039 m (p = 0.95). This is an R95 value that can be considered close to true due to a large
number of measurements (168’286 fixes). The distribution function calculated from the
proposed reliability model (green) reaches a value of 2.044 m (p = 0.95). In contrast, the
2DRMS value calculated in the classical way (blue) takes the value of 2.240 m (p = 0.95).
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Figure 10. Comparison of three methods for calculating position error values larger than 95% of the
population of remaining errors. Analysis of results for the GPS system.

From Figure 10, it follows that a much better approximation of the R95 value was
obtained by applying the reliability model than by using the 2DRMS measure.

To verify the accuracy of the reliability method on systems other than GPS, an identical
analysis was performed for DGPS and EGNOS systems. It needs to be emphasised that,
because the calculations used a very large sample of 900’000 fixes, the results can be
considered reliable and representative (Figure 11).
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Figure 11. Comparison of three methods for calculating position error value larger than 95% of the population of the
remaining errors. Analysis of results for: (a) DGPS; (b) EGNOS.

Empirical distribution function graphs (obtained by position error sorting) and those
obtained based on the reliability model, for DGPS and EGNOS systems, prove that the
reliability model provided a better approximation of the true value than the commonly
used 2DRMS measure. For the DGPS system, the value considered to be the true R95
was 0.748 m. Calculation using the reliability model yielded 0.756 m (p = 0.95), while
the 2DRMS measure was 0.885 m. The same is true for the EGNOS system. The value
of the R95 was 0.854 m and the value calculated using the reliability model was 0.856 m,
whereas the value of the 2DRMS was 0.901 m. Please note that many authors [29] have
already noted the overestimation of the actual values by the 2DRMS measure, which is
confirmed by the results presented in Figures 10 and 11. Therefore, it may be concluded
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that the proposed reliability model calculates the R95 value much more accurately than the
classical model.

5. Conclusions

This paper proposes a new method, an alternative to the classical solution based on
the 2DRMS measure, for determining navigation system positioning accuracy, which, in its
essence, is based on the reliability model. The random variables are life and failure times
in the positioning process, and not, as was the case in the classical model, the position
errors. This method can be successfully used in assessing the suitability of a positioning
system for a specific navigation application. It allows for the calculation of the system’s
position error with a probability of 95% more accurately than using the classical approach.
The method was applied to determine the positioning accuracy of modern navigation
systems: GPS (168'286 fixes), DGPS (900’000 fixes) and EGNOS (900’000 fixes). Although
empirical distributions of life and failure times differ from the theoretical exponential
distribution (for distribution functions with a probability below 0.9), the method provides
high accuracy of the final results. An additional advantage of this method lies in the rather
simple calculation algorithm.

What was a surprising result of this research was that the lognormal distribution
presented a very good fit to the empirical data on life and failure times of all three systems
(GPS, DGPS and EGNOS). This requires additional analysis in future research.

Tests conducted on very large measurement samples have proven that the proposed
method provides a much more precise determination of positioning accuracy in navigation
systems compared to the 2DRMS measure. Thanks to its application, it is possible to
determine the position error distribution of the navigation system more precisely, as well
as to indicate applications that can be used by this system, ensuring the safety of the
navigation process.

It should be noted that the proposed method is not limited only to navigation position-
ing systems. With minor modifications, it can be successfully applied to the applications
listed in Figure 1, which all differ in positioning accuracy and availability. The R95 mea-
sure, which was used to compare two models (classical or reliability), is a narrow scope
of application. It is intended to determine the position error value for a strictly defined
confidence level of 95%.

Funding: This research was funded from the statutory activities of Gdynia Maritime University,
grant number WN /2021 /PZ/05.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Brodin, G.; Cooper, J.; Walsh, D.; Stevens, J. The Effect of Helicopter Rotors on GPS Signal Reception. ]. Navig. 2005, 58, 433-450.
[CrossRef]

2. Krasuski, K.; Ciecko, A.; Bakuta, M.; Wierzbicki, D. New Strategy for Improving the Accuracy of Aircraft Positioning Based on
GPS SPP Solution. Sensors 2020, 20, 4921. [CrossRef]

3. Krasuski, K.; Savchuk, S. Accuracy Assessment of Aircraft Positioning Using the Dual-frequency GPS Code Observations in
Aviation. Commun. Sci. Lett. Univ. Zilina 2020, 22, 23-30. [CrossRef]

4. Lachapelle, G.; Cannon, M.E.; Qiu, W.; Varner, C. Precise Aircraft Single-point Positioning Using GPS Post-mission Orbits and
Satellite Clock Corrections. J. Geod. 1996, 70, 562-571. [CrossRef]

5. Ochieng, W.Y.; Sauer, K.; Walsh, D.; Brodin, G.; Griffin, S.; Denney, M. GPS Integrity and Potential Impact on Aviation Safety. J.
Navig. 2003, 56, 51-65. [CrossRef]

6.  Elhajj, M.; Ochieng, W. Impact of New GPS Signals on Positioning Accuracy for Urban Bus Operations. |. Navig. 2020, 73,
1284-1305. [CrossRef]

7. MacLean, G. Weak GPS Signal Detection in Animal Tracking. J. Navig. 2009, 62, 1-21. [CrossRef]

198



Remote Sens. 2021, 13, 4424

10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20.
21.
22.
23.
24.

25.
26.

27.
28.

29.
30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.
42.

43.

44.
45.

Naranjo, J.E.; Jiménez, F.; Aparicio, F.; Zato, J. GPS and Inertial Systems for High Precision Positioning on Motorways. J. Navig.
2009, 62, 351-363. [CrossRef]

Ojeda, L.; Borenstein, J. Non-GPS Navigation for Security Personnel and First Responders. ]. Navig. 2007, 60, 391-407. [CrossRef]
Sun, Q.C.; Odolinski, R.; Xia, J.C.; Foster, J.; Falkmer, T.; Lee, H. Validating the Efficacy of GPS Tracking Vehicle Movement for
Driving Behaviour Assessment. Travel Beh. Soc. 2017, 6, 32—43. [CrossRef]

Bhatti, J., Humphreys, T.E. Hostile Control of Ships via False GPS Signals: Demonstration and Detection. Navig. ]. Inst. Navig.
2017, 64, 51-66. [CrossRef]

Glomsvoll, O.; Bonenberg, L.K. GNSS Jamming Resilience for Close to Shore Navigation in the Northern Sea. J. Navig. 2017, 70,
33-48. [CrossRef]

Han, J.; Park, J.; Kim, J.; Son, N.-S. GPS-less Coastal Navigation Using Marine Radar for USV Operation. IFAC-Papers OnLine
2016, 49, 598-603. [CrossRef]

Ramesh, R.; Jyothi, V.B.N.; Vedachalam, N.; Ramadass, G.A.; Atmanand, M.A. Development and Performance Validation of a
Navigation System for an Underwater Vehicle. ]. Navig. 2016, 69, 1097-1113. [CrossRef]

Specht, C. Radio Navigation Systems: Definitions and Classifications. |. Navig. 2021, 74, 945-954. [CrossRef]

EC. European Radio Navigation Plan; Version 1.1; EC: Luxembourg, 2018.

GLA. GLA Radio Navigation Plan; GLA: London, UK, 2007.

SMA. Swedish Radio Navigation Plan, Policy and Plans; SMA: Norrkoping, Sweden, 2009.

U. S. DoD. 2019 Federal Radionavigation Plan; U.S. DoD: Springfield, VA, USA, 2019.

GSA. Report on Rail User Needs and Requirements; Version 1.0; GSA: Prague, Czech Republic, 2018.

IALA. NAVGUIDE 2018 Marine Aids to Navigation Manual, 8th ed.; IALA: Saint-Germain-en-Laye, France, 2018.

ICAO. Convention on International Civil Aviation of 7th December 1944; ICAO: Montreal, QC, Canada, 1944.

IHO. IHO Standards for Hydrographic Surveys; Special Publication No. 44, 6th ed.; IHO: Monaco, Monaco, 2020.

Reid, T.G.R;; Houts, S.E.; Cammarata, R.; Mills, G.; Agarwal, S.; Vora, A.; Pandey, G. Localization Requirements for Autonomous
Vehicles. In Proceedings of the WCX SAE World Congress Experience 2019, Detroit, MI, USA, 9-11 April 2019.

Specht, C. System GPS; Bernardinum Publishing House: Pelplin, Poland, 2007. (In Polish)

Specht, M. Method of Evaluating the Positioning System Capability for Complying with the Minimum Accuracy Requirements
for the International Hydrographic Organization Orders. Sensors 2019, 19, 3860. [CrossRef]

Bowditch, N. American Practical Navigator, 2019 ed.; Paradise Cay Publications: Blue Lake, CA, USA, 2019; Volumes 1-2.

U.S. DoD. Global Positioning System Standard Positioning Service Signal Specification, 1st ed.; U.S. DoD: Arlington County, VA,
USA, 1993.

Van Diggelen, F. GPS Accuracy: Lies, Damn Lies, and Statistics. GPS World 1998, 9, 1-6.

Specht, C.; Pawelski, J.; Smolarek, L.; Specht, M.; Dabrowski, P. Assessment of the Positioning Accuracy of DGPS and EGNOS
Systems in the Bay of Gdansk Using Maritime Dynamic Measurements. ]. Navig. 2019, 72, 575-587. [CrossRef]

Li, X.; Zhang, X.; Ren, X,; Fritsche, M.; Wickert, J.; Schuh, H. Precise Positioning with Current Multi-constellation Global
Navigation Satellite Systems: GPS, GLONASS, Galileo and BeiDou. Sci. Rep. 2021, 5, 8328. [CrossRef]

Specht, C.; Dabrowski, P.S.; Pawelski, J.; Specht, M.; Szot, T. Comparative Analysis of Positioning Accuracy of GNSS Receivers of
Samsung Galaxy Smartphones in Marine Dynamic Measurements. Adv. Space Res. 2019, 63, 3018-3028. [CrossRef]

Szot, T.; Specht, C.; Specht, M.; Dabrowski, P.S. Comparative Analysis of Positioning Accuracy of Samsung Galaxy Smartphones
in Stationary Measurements. PLoS ONE 2019, 14, €0215562. [CrossRef]

NovAtel Positioning Leadership. GPS Position Accuracy Measures. Available online: https://www.novatel.com/assets/
Documents/Bulletins /apn029.pdf (accessed on 2 November 2021).

Specht, M. Consistency Analysis of Global Positioning System Position Errors with Typical Statistical Distributions. . Navig.
2021, 1-18. [CrossRef]

Specht, M. Consistency of the Empirical Distributions of Navigation Positioning System Errors with Theoretical Distributions—
Comparative Analysis of the DGPS and EGNOS Systems in the Years 2006 and 2014. Sensors 2021, 21, 31. [CrossRef]

Specht, M. Statistical Distribution Analysis of Navigation Positioning System Errors—Issue of the Empirical Sample Size. Sensors
2020, 20, 7144. [CrossRef]

Cardano, G. The Book on Games of Chance; Princeton University Press: Princeton, NJ, USA, 1953.

Bellhouse, D. Decoding Cardano’s Liber de Ludo Aleae. Hist. Math. 2005, 32, 180-202. [CrossRef]

Huygens, C. De Ratiociniis in Ludo Aleae. In Francisci a Schooten Exercitationum Mathematicarum libri Quinque; van Schooten, F.,
Ed.; Elsevier: Leiden, Netherlands, 1657; pp. 517-524.

Laplace, P.S. Théorie Analytique des Probabilités; Courcier: Paris, France, 1812. (In French)

Kolmogorov, A. Sulla Determinazione Empirica di una Legge di Distribuzione. Giornale dell’Istituto Italiano degli Attuari 1933, 4,
83-91. (In Italian)

Montgomery, D.C.; Runger, G.C. Applied Statistics and Probability for Engineers, 5th ed.; John Wiley & Sons, Inc: Hoboken, NJ,
USA, 2010.

Hong, Y. Probability and Statistics for Economists; World Scientific: Singapore, 2017.

Baron, M. Probability and Statistics for Computer Scientists, 3rd ed.; CRC Press: Boca Raton, FL, USA, 2019.

199



Remote Sens. 2021, 13, 4424

46.

47.
48.

49.

50.

51.
52.

53.

54.

55.
56.

57.

Mertikas, S.P. Error Distributions and Accuracy Measures in Navigation: An Overview. Available online: https:/ /unbscholar.lib.
unb.ca/islandora/object/unbscholar%3A8708 (accessed on 2 November 2021).

Kendall, M.G.; Buckland, W.R. A Dictionary of Statistical Terms, 4th ed.; Longman: Harlow, UK, 1982.

Feller, W. An Introduction to Probability Theory and its Applications, 3rd ed.; John Wiley & Sons Inc: Hoboken, NJ, USA, 1968;
Volume 1.

Specht, C.; Rudnicki, J. A Method for the Assessing of Reliability Characteristics Relevant to an Assumed Position-fixing Accuracy
in Navigational Positioning Systems. Pol. Marit. Res. 2016, 23, 20-27. [CrossRef]

Barlow, R.E.; Proschan, F. Statistical Theory of Reliability and Life Testing: Probability Models; Holt, Rinehart and Winston: New York,
NY, USA, 1974.

Specht, C. Availability, Reliability and Continuity Model of Differential GPS Transmission. Annu. Navig. 2003, 5, 1-85.

U.S. DoD. Global Positioning System Standard Positioning Service Performance Standard, 5th ed.; U.S. DoD: Arlington County, VA,
USA, 2020.

IALA. Performance and Monitoring of DGNSS Services in the Frequency Band 283.5-325kHz; IALA: Saint-Germain-en-Laye,
France, 2015.

Ketchum, R.L.; Lemmon, ].J.; Hoffman, J.R. Site Selection Plan and Installation Guidelines for a Nationwide Differential GPS Service;
ITS: Boulder, CO, USA, 1997.

GSA. EGNOS Open Service (OS) Service Definition Document; Version 2.3; GSA: Prague, Czech Republic, 2017.

Keefe, R.F.; Wempe, A.M.; Becker, R M.; Zimbelman, E.G.; Nagler, E.S.; Gilbert, S.L.; Caudill, C.C. Positioning Methods and the
Use of Location and Activity Data in Forests. Forests 2019, 10, 458. [CrossRef]

EC-DG Enterprise and Industry. EGNOS Safety of Life (SoL) Service Definition Document; Version 3.3; EC-DG Enterprise and
Industry: Brussels, Belgium; Luxembourg, 2019.

200



"Jﬁ remote sensing

Article

GNSS-IR Snow Depth Retrieval from Multi-GNSS and
Multi-Frequency Data

Jinsheng Tu 1 Haohan Wei 2*, Rui Zhang 34 Lei Yang 5, Jichao Lv 3, Xiaoming Li 6, Shihai Nie 1, Peng Li 1

Yanxia Wang ! and Nan Li !

Citation: Tu, J.; Wei, H.; Zhang, R.;
Yang, L.; Lv, J.; Li, X.; Nie, S.; Li, P;
Wang, Y.; Li, N. GNSS-IR Snow Depth
Retrieval from Multi-GNSS and
Multi-Frequency Data. Remote Sens.
2021, 13,4311. https://doi.org/
10.3390/1s13214311

Academic Editors: Serdjo Kos,

José Fernandez and Juan F. Prieto

Received: 3 October 2021
Accepted: 25 October 2021
Published: 26 October 2021

Publisher’s Note: MDPI stays neutral
with regard to jurisdictional claims in
published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

College of Geographic Information and Tourism, Chuzhou University, Chuzhou 239000, China;
tujinsheng@chzu.edu.cn (J.T.); nsh1017@chzu.edu.cn (S.N.); lipeng@chzu.edu.cn (P.L.);
lidarcenter@chzu.edu.cn (Y.W.); linan@chzu.edu.cn (N.L.)

College of Civil Engineering, Nanjing Forestry University, Nanjing 210037, China

Faculty of Geosciences and Environmental Engineering, Southwest Jiaotong University,

Chengdu 611756, China; zhangrui@swijtu.edu.cn (R.Z.); lvjichao@my.swjtu.edu.cn (J.L.)

State-Province Joint Engineering Laboratory of Spatial Information Technology for High-Speed Railway
Safety, Southwest Jiaotong University, Chengdu 611756, China

College of Information Science and Engineering, Shandong Agricultural University, Tai’an 271018, China;
yanglei@sdau.edu.cn

College of Surveying and Geoinformatics, Tongji University, Shanghai 200092, China; Ixmch@tongji.edu.cn
*  Correspondence: weihaohan@njfu.edu.cn; Tel.: +86-139-5185-6853

Abstract: Global navigation satellite system interferometric reflectometry (GNSS-IR) represents
an extra method to detect snow depth for climate research and water cycle managing. However,
using a single frequency of GNSS-IR for snow depth retrieval is often found to be challenging when
attempting to achieve a high spatial and temporal sensitivity. To evaluate both the capability of
the GNSS-IR snow depth retrieved by the multi-GNSS system and multi-frequency from signal-to-
noise ratio (SNR) data, the accuracy of snow depth retrieval by different frequency signals from
the multi-GNSS system is analyzed, and a joint retrieval is carried out by combining the multi-
GNSS system retrieval results. The SNR data of the global positioning system (GPS), global orbit
navigation satellite system (GLONASS), Galileo satellite navigation system (Galileo), and BeiDou
navigation satellite system (BDS) from the P387 station of the U.S. Plate Boundary Observatory
(PBO) are analyzed. A Lomb-Scargle periodogram (LSP) spectrum analysis is used to compare
the difference in reflector height between the snow-free and snow surfaces in order to retrieve the
snow depth, which is compared with the PBO snow depth. First, the different frequency retrieval
results of the multi-GNSS system are analyzed. Then, the retrieval accuracy of the different GNSS
systems is analyzed through multi-frequency mean fusion. Finally, the joint retrieval accuracy of the
multi-GNSS system is analyzed through mean fusion. The experimental shows that the retrieval
results of different frequencies of the multi-GNSS system have a strong correlation with the PBO
snow depth, and that the accuracy is better than 10 cm. The multi-frequency mean fusion of different
GNSS systems can effectively improve the retrieval accuracy, which is better than 7 cm. The joint
retrieval accuracy of the multi-GNSS system is further improved, with a correlation coefficient (R)
between the retrieval snow depth and the PBO snow depth of 0.99, and the accuracy is better than
3 cm. Therefore, using multi-GNSS and multi-frequency data to retrieve the snow depth has a good
accuracy and feasibility.

Keywords: GNSS-IR; snow depth; signal-to-noise ratio; multi-GNSS; multi-frequency; mean fusion

1. Introduction

Snow is an important part of the land hydrological cycle and global climate system.
Accurate real-time snow depth data are an important reference indicator for water resource
management and climate disaster warning [1,2]. Among the existing snow depth detection
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methods, in situ snow sensor measurement lacks time resolution, and global navigation
satellite system interferometric reflectometry (GNSS-IR), as a new microwave sensing
technology, has proven to be able to realize snow depth detection [3]. GNSS-IR is a kind of
satellite remote sensing technology that uses GNSS signals as the transmitting source to
realize the retrieval of the physical parameters of surface targets by receiving and processing
the interference effect of GNSS signals formed by direct and surface reflection [4-6]. At
present, this technology is mainly employed to retrieve the soil moisture content (SMC),
snow depth, and vegetation parameters [7-12].

In recent years, researchers have made remarkable achievements in GNSS-IR snow
depth detection. Larson et al. first proposed to extend the application of signal-to-noise
ratio (SNR) data observed by the traditional geodetic global positioning system (GPS)
receiver in order to detect snow depth [3]. Larson et al. conducted snow depth retrieval
using SNR data of a GPS L2C signal at multiple stations of the Plate Boundary Observatory
(PBO) and further verified the feasibility of this technology [13]. Later, Larson et al.
developed a snow depth retrieval algorithm based on GPS L1 SNR data, compared it
with the snow depth results of L2C signal retrieval, and found that the accuracy was
improved [14]. Tabibi et al. evaluated the value of GPS L5 SNR data in snow depth
detection, compared the results with the L2C signal, and found that there was no detectable
deviation in the L5 retrieval results [15]. Tabibi et al. proposed the global orbit navigation
satellite system multipath reflectometry (GLONASS-MR) SNR retrieval model, which
extended GPS-MR to multiple GNSS, and showed a strong correlation by comparing the
retrieval results of GPS L2C and GLONASS R2-coarse acquisition (C/A) signals [16]. Later,
Tabibi et al. used simulation and field measurements to evaluate the accuracy of GPS
and GLONASS combined multi-GNSS-MR snow depth retrieval. At the same time, the
variance factor was used to form the optimal multi-GNSS combined snow depth daily
sequence retrieval. Compared with the single signal snow depth retrieval results, the
accuracy was significantly improved [17]. Jin et al. used GPS L2P SNR data to retrieve
the snow depth, and compared it with GPS L1 C/A code results, which showed a high
correlation, indicating that using L2P SNR data can better estimate the snow depth [18].
Zhou et al. used GLONASS L1 SNR data for snow depth detection, and the accuracy
reached centimeter-level and showed a strong correlation with the measured data [19].
Zhou et al. also studied the retrieval of different signal combinations and proposed using
GPS L1, L2, and L5 signal multipath reflection and SNR combination for the retrieval of
snow depth. The results showed that this method can be effectively used for snow depth
detection [20].

The above scholars’ research on snow depth retrieval is based on GPS and GLONASS
observation data and has not been extended to other GNSS systems. To further analyze the
potential of other GNSS systems in snow depth detection, Wang et al. used the SNR data
of GPS L1 and BeiDou navigation satellite system (BDS) B11I signals to retrieve the snow
depth, finally reaching an accuracy of 5 cm in a day [21]. Wang et al. used multi-GNSS
system data to retrieve the snow depth and found that the trend of single signal retrieval
results of multi-GNSS system constellations was in good agreement, except for the GPS
precise code (P-code) signal. Then, the multi-GNSS system combination method based on
robust regression was used to combine the signal retrieval between constellations. The
results showed that the accuracy, availability, and time sampling of multi-GNSS system
combination retrieval were improved [22].

From the current research status, snow depth retrieval is mainly concentrated in
single or dual GNSS systems and single frequency SNR data, which is often found to be
challenging when attempting to meet the accuracy and time resolution requirements of
snow depth detection. Therefore, based on previous studies, this article conducts snow
depth retrieval using multi-GNSS and multi-frequency SNR data. For the case that the
antenna height of the GNSS receiver is unknown, the mean value of the multi-day Lomb-
Scargle periodogram (LSP) spectrum analysis results in the snow-free surface is used as
the initial reference reflector height of the multi-GNSS and multi-frequency GNSS-IR in the
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article. Then, the snow depth retrieval capability of the Galileo satellite navigation system
(Galileo) and BDS multi-frequency signal, which are rarely used to retrieve the snow depth,
except the GPS and GLONASS signal, are evaluated. A mean fusion of multi-frequency
retrieval results of different GNSS systems is proposed to improve the accuracy compared
with different frequencies of multi-GNSS system retrieval results. Finally, the multi-GNSS
system retrieval results are fused to further evaluate the accuracy of the GNSS combination
retrieval of snow depth. In this article, through the above process, the feasibility and
accuracy of multi-GNSS and multi-frequency GNSS-IR snow depth retrieval are evaluated.

2. Materials and Methods
2.1. GNSS-IR Snow Depth Retrieval Principle

The snow depth retrieval method used in the article is based on SNR data processing
of traditional geodetic GNSS receivers. The SNR is an indicator used to measure the signal
strength of global navigation satellites, which is mainly affected by antenna gain, satellite
transmission power, and multipath [23-25]. The multipath effect of the SNR decreases
with increasing satellite elevation angle. The direct and surface reflected signals will have
obvious interference effects at the receiver antenna when the satellite is at low elevation
angle. At the same time, the frequency of the reflected signal will also change with the
change in antenna height. The snow depth parameter can be obtained by comparing the
vertical distance difference between the reflection surface and the receiver antenna phase
center under snow-free and snow conditions.

Figure 1 shows that direct signal and reflected signal generate corresponding in-
terference effects at the receiver to form a composite interference signal, which can be
expressed as [24]:

SNR = A% 4 A2 +2A4A.cos ¢, (1)

where A4 and A, are the amplitudes of the direct signal and the reflected signal, and ¢ is
the difference between the phases of the direct signal and the phases of the reflected signal
(the unit is rad), which can be expressed as [26]:

Amth
Q= Tsm 0, 2)
where A is the wavelength of the signal; 0 is the elevation angle of the satellite; /1 is
the vertical distance from the reflector to the antenna phase center; and the full text is
uniformly called the reflector height.

Because the change in snow depth parameters is only related to the reflected signal
in the composite SNR data, it is necessary to eliminate the direct signal in the composite
SNR to obtain the reflected signal part. In the article, the composite SNR data are fitted by
a cubic low-order polynomial, and the composite SNR is linearized before fitting [27]:

SNR(dB—Hz)
20

SNR(volts/volts) = 10 , 3

After the trend of the direct signal sequence is fitted, the SNR sequence of the re-
flected signal that removes the influence of the direct signal can be obtained, which can be
expressed as SNR; [28]:

SNR; = A, cos(?sin 0+ ¢9), (4)

f is the signal frequency of the multipath effect part in the SNR. After simplification, the
relationship reflector height and the satellite signal wavelength can be obtained as follows:

2, M

f= 1 > ()
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RHCP
antenna

snow surface

snow-free surface

Figure 1. Schematic diagram of GNSS-IR snow depth retrieval. After the satellite sends the signal, the
right-handed circular polarized (RHCP) antenna receives the direct signal and the surface reflected
signal, and produces interference effect at the receiver. The snow surface reflector height (Hs) and
snow-free surface reflector height (Hyy) are calculated, respectively, by analyzing the oscillation effect,
and the snow depth (/y;) is calculated by comparing the differences between them. 6 is the elevation
angle of the satellite.

In the article, the LSP method is used to analyze SNR;, obtain f, and extract / [3,29,30].
As shown in Figure 1, the snow depth parameter is calculated by using the above method
by comparing reflector height in the case of snow-free and snow surfaces:

hsg = Hsf — Hs, (6)

where H;r and H; are the snow-free and snow surface reflector height, and h is the
snow depth.

Snow depth retrieval is mainly determined by snow and snow-free surface reflector
height. Wang et al. mentioned that non-planar reflecting surface and atmospheric refraction
in GNSS-IR techniques can lead to errors in reflector height. These two errors are mainly
considered in the sea level height retrieval, but rarely in the snow depth, as the snow
depth changes slowly, and the reflector height to snow depth is usually smaller than that
to the sea level [22]. The purpose of the article is to evaluate the ability of multi-GNSS
and multi-frequency GNSS-IR snow depth retrieval, without focusing on the actual error
impact caused by these two factors.

2.2. Data Source
2.2.1. Station Location and Surrounding Environment

This article selects GNSS observation data and snow depth data collected at the P387
station (Figure 2) of the PBO, which is located in Sisters, Oregon, the U.S., with an altitude
of 963.041 m. The specific location of the station is 44.29675°N and 121.57446°W. The data of
the P387 station is collected by SEPTENTRIO (SEPT) POLARXS receivers and TRM59800.80
antennas pointing toward the zenith with a sampling frequency of 15 s. The terrain around
this station is flat without trees, and the signal acquisition conditions are good.

Figure 2 shows that, regarding the P387 site location and surrounding environment,
the terrain around P387 is flat. The ability of multi-GNSS and multi-frequency GNSS-IR
snow depth retrieval is key to the article. In order to reduce the influence of terrain on the
reflector height, the experimental region with small surface fluctuation is selected.
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(©)

(d) (e) ()

Figure 2. P387 station conditions: (a) station location in the world; (b) site vision; (c) site north; (d) site south; (e) site east;

(f) site west.

At the same time, it can be seen that the vegetation around the P387 site is rare, and
that the vegetation type is lawn. The surface can be defined as bare soil in winter snow
stage. Therefore, with the melting of snow, the surface is gradually exposed, and the signal
reflected by the surface is less affected by vegetation attenuation. The surface should be
selected to be close to the bare soil in the subsequent analysis of snow-free reflection, so as
to reduce the influence of vegetation error caused by the reflector height of snow-free and
snow surface.

The roughness of snow surface will also lead to a retrieval error. In the article, the
snow surface is regarded as a plane when extracting the reflector height, and it is not
corrected temporarily.

For the above description, the calculation results of the reflector height in the snow-
free and snow surfaces will not cause significant errors due to the change in the position of
the mirror point. Therefore, the rise and fall stages of the satellite can be used as a signal
source when selecting the experimental data. Nevertheless, it is necessary to determine
whether it is a continuous observation period in advance in order to select the available
arc segment.

2.2.2. Selection and Analysis of Experimental Data

Figure 3 shows the PBO snow depth data between days of year (DOYs) 024 and 065
of 2017. The article also selects GNSS observation data at this time, and the observation
period selected in the article is when the snow has reached the deepest state, followed
by the process of ablation. The feasibility and accuracy of snow depth retrieval using
multi-GNSS and multi-frequency SNR data are verified by the change in the snow depth.

During the experiment period, when the GNSS signal is transmitted to the surface
receiver, the signal will pass through the atmosphere, and a signal refraction effect will
occur when passing through the troposphere. Williams et al. considered that tropospheric
delay will cause height error in the obtained vertical reflection distance [31]. Aiming at this
problem, this article gives the tropospheric delay information during the experiment, as
shown in Figure 4.
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Figure 3. Snow depth of P387 in the experimental period.
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Figure 4. Atmospheric delay information of P387 station during the experiment.

As can be seen from Figure 4, the troposphere delay slowly changes during the 42 days
of experiment, and is basically the same. He et al. corrected the tropospheric delay error in
the process of retrieving coastal typhoon storm surge by using GNSS-IR signal, and the final
accuracy was only improved by approximately 0.5 cm, which can ignore its influence [32].
Therefore, the error caused by tropospheric delay is not especially corrected in the process
of snow depth retrieval.

2.2.3. Reflection Region Analysis

The effective reflection region of GNSS signal to the surface can be described by the
first Fresnel reflection region, which is a group of ellipses related to the receiver antenna
height, satellite azimuth, and satellite elevation angle.

Figure 5a shows the Fresnel reflection region of GPS G10 satellite with DOY of 024 in
2017 at P387 station. Assuming that receiver antenna height is 2 m, different color lines
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represent the reflection regions with different satellite elevation angles. With the increase
in the elevation angle, the Fresnel reflection region will be smaller. The figure shows the
Fresnel reflection region map of the satellite elevation angle of 5-25 degrees.
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Figure 5. Reflection region and reflection point track: (a) Fresnel reflection region around P387 station; (b) ground motion

trajectory of reflection points around P387 station.

It can be seen that the effective reflection region is related to the satellite elevation angle.
When the satellite elevation angle gradually increases, the effective reflection region will
be decrease in size, and will gradually approach the receiver antenna. Large interference
will occur when the satellite is at a low elevation angle. The larger the satellite elevation
angle, the less affected the satellite is by the multipath of surrounding signals. Therefore,
the signal data with low satellite elevation angle should be selected in the process of snow
depth retrieval.

Figure 5b shows that the trajectory of reflection points changes with the change in the
relative position between GNSS satellite and receiver, showing both different directions and
distributions at different arcs and the ground reflection point trajectory formed by some
satellites of the four GNSS systems. The combined signal sensing range of the four GNSS
systems is significantly expanded, which can provide more data sources and wider sensing
region, which is conducive to improving the time resolution of snow depth retrieval.

2.2.4. SNR Types

PBO provides multi-GNSS and multi-frequency SNR data in the observation data
of receiver independent exchange format (RINEX) version 3.03. The SNR types of P387
station mainly include S1C, S1IW, S2L, S2W, and S5Q for GPS; S1C and S2C for GLONASS;
S1C, S5Q, S6C, S7Q, and S8Q for Galileo; S2I, SéI, and S71 for BDS; S1C, S2L, and S5Q for
quasi-zenith satellite system (QZSS); and S1C and S5I for satellite-based augmentation
system (SBAS). The data sampling interval is 15 s, and the specific information is shown in
Table 1.

Table 1 shows that the P387 station provides SNR data of different signal types of six
satellite systems. After reading the data, it is found that the QZSS and SBAS have fewer
satellites and no available arc segments. Therefore, this article does not consider using
QZSS and SBAS data for snow depth retrieval; instead, the SNR data of GPS, GLONASS,
Galileo, and BDS are used. In the article, multi-GNSS and multi-frequency SNR data are
used to retrieve the snow depth. In addition to GPS, the observation satellites will be
extended to other systems, which is of great help in improving the retrieval accuracy of
snow depth and expanding the observation range and time resolution.
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Table 1. Multi-GNSS and multi-frequency SNR types and description information provided by the P387 station.

Satellite

Frequency

System Band/Frequency (MHz) Channel or Code Carrier Phase SNR Types Yes/No Use

C/A L1C S1C
L1/1575.42 Z-tracking and similar (AS on) L1W S1IW

GPS L2C(L) L2L S2L YES
L2/1227.60 Z-tracking and similar (AS on) L2W S2W
L5/1176.45 L5Q S5Q

G1/(1602 + k*9/16)

GLONASS K=-7...+12 C/A Lic sic YES
G2/(1246 + k*7/16) C/A L2C S2C
E1/1575.42 C L1C S1C
E5a/1176.45 Q L5Q S5Q

Galileo E6/1278.75 C L6C S6C YES
E5b/1207.14 Q L7Q S7Q
E5(E5a + E5b)/1191.795 Q L8Q S8Q
B1/1561.098 I L1I S21

BDS B3/1268.52 I Lel Se6l YES
B2/1207.140 I L71 S71
L1/1575.42 C/A L1C S1C

QZSSs 12/1227.60 L2C(L) L2L S2L NO
L5/1176.45 Q L5Q S5Q
L1/1575.42 C/A L1C S1C

SBAS 15/1176.45 I L5l S51 NO

Note: When reading RINEX 3.03, BDS 11/Q/X and 2I/Q/X can be regarded as the same as 2I/Q/X in the current RINEX standard, and the
AS in Table 1 is anti-spoofing.

3. Experiment and Results
3.1. Experimental Technical Scheme

Figure 6 shows the experimental technical scheme of multi-GNSS and multi-frequency
GNSS-IR snow depth retrieval. It can be seen that the technical route of the article can
be divided into three parts: (1) GNSS-IR data preprocessing is carried out, where the
SNR, pseudo-random noise (PRN), satellite elevation angle, azimuth angle, and other
data parameters are extracted from the observation (OBS) file and navigation (NAV) file
collected by GNSS receivers; (2) the LSP method is used to analyze both the reflector
height of snow-free and snow surfaces and the difference between them in order to retrieve
the snow depth; (3) the multi-GNSS and multi-frequency GNSS-IR snow depth retrieval
results and PBO snow depth data are compared, and then the mean fusion analysis of the
multi-GNSS and multi-frequency GNSS-IR snow depth retrieval results is carried out.

Figure 6 shows that RTKLIB software is used for data processing in the article. By
reading the OBS file and NAV file in RINEX 3.03 format, the corresponding elevation angle,
azimuth angle, SNR, and other data can be extracted. In order to select the satellites in the
four GNSS systems that have available observation arc data in 42 days of the experimental
stage, this article finally sets the G10 satellite of GPS, R17 satellite of GLONASS, E12
satellite of Galileo, and C14 satellite of BDS as the experimental data source satellites. In
the article, the SNR data in the rising stage are mainly selected for processing. When
the retrieval results show abnormal values, the SNR data in the falling stage can be
selected as a supplement for retrieval. At the same time, the minimum elevation angle
threshold of 5 degrees can also be increased accordingly in order to achieve a more practical
retrieval value.
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