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Preface

From July 2014 to July 2023, the International Research Training Group (IRTG) 2057
“Physical Modeling for Virtual Manufacturing Systems and Processes” was carried out
by the three partner universities TU Kaiserslautern, University of California Davis, and
University of California. It received funding by theGermanResearch Foundation (DFG).

The IRTG focused on a topic that has received a lot of attention in recent years: the
implementation of physical properties in computermodels for the planning of production
processes.Within the IRTG, physical interactions on and between the three logical levels
of a manufacturing system, factory, machine, and process were investigated. Toward this
goal, the research agenda was driven by fundamental problems in both engineering and
computer science and by the tight integration of both. As an international program, the
IRTG 2057 brought together professors, senior researchers, and doctoral students from
the three partner universities.

This volume contains the proceedings of the 3rd International Conference of the
IRTG 2057, conducted on June 19–23, 2023, at the Asilomar Conference Grounds,
Pacific Grove, California. The topics presented at the conference follow the program’s
research focus. The 16 contributions contained within this book underwent a two-
stage, rigorous review by the international program committee. Submitted papers were
accepted for presentation at the conference and subsequently reviewed again before final
acceptance for publication.

We would like to express our immense gratitude to all authors that submitted a
paper and the members of the program committee for their diligent work. Finally, we
are indebted to the German Research Foundation (DFG) for the continued funding and
support under contract number 252408385.
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Discrete Filter and Non-Gaussian Noise for Fast
Roughness Simulations with Gaussian Processes

A. Jawaid(B) and J. Seewig

Institute for Measurement and Sensor Technology, University of Kaiserslautern-Landau,
Kaiserslautern, Germany

arsalan.jawaid@mv.rptu.de

Abstract. Rough surface simulations result in tight feedback loops in research
procedures, such that they speed up studies for example about roughness’ impact
on tribology or fluid dynamics. To model and simulate a broad spectrum of rough
surfaces, Gaussian processes (GP) have been suggested recently. However, these
models are limited on surfaces with small sizes since computational time-costs
and memory-costs of simulations with standard procedures scale cubically and
quadratically, respectively. In this paper, we apply the discrete filter approach
which is a special case of GPs. We use the discrete filter with the fast Fourier
transform (FFT) algorithm to efficiently sample from a high-dimensional Gaus-
sian distribution and we compare its computational costs with the contour integral
quadrature algorithm. Our experiments show that GPs benefit from FFT and allow
stationary rough surfaces with sizes as large as 30, 000 × 30, 000 to be efficiently
sampled. Since this approach is complementary to the GP and noise model app-
roach, we also show simulations of rough surfaces with underlying non-Gaussian
noise models that can reduce computational complexity.

1 Introduction

Surface texture, hereinafter referred to as roughness or rough surface, is the scale-limited
surface where small-scale components were removed (S-filter) followed by a form (F-
operation) and low-scale components (L-filter) removal [1]. Historically, roughness has
been used to control manufacturing processes [2, 3]. For example, if the roughness
deviates from a reference, unwanted changes may have occurred on the machining
tool. Another advantage of roughness, which is growing rapidly nowadays, is its direct
contributions to various physical properties, e.g., fatigue [4] or heat transfer [5]. To
study these functional contributions of roughness, a model-based approach for rough
surfaces can be used. These roughnessmodels should also provide an efficient simulation
procedure so that they can be used to accelerate functional studies.

Commonly, stochastic process modeling is considered the golden standard in rough-
nessmodeling.Recently, there had a novel stochastic process approach emerged tomodel
a broad spectrum of rough surfaces [6]. This approach utilized Gaussian processes (GPs)
to model rough surfaces. Even though it can model and simulate more varieties of rough
surfaces automatically or with predefined information than traditional approaches, its

© The Author(s) 2023
J. C. Aurich et al. (Eds.): IRTG 2023, Proceedings of the 3rd Conference on Physical Modeling
for Virtual Manufacturing Systems and Processes, pp. 1–15, 2023.
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2 A. Jawaid and J. Seewig

computational bottleneck is its simulation procedure. Whereas other approaches have
efficient implementations for rough surface simulations due to their nature, which allows
the application of FFT [7, 8].

A simulation of a rough surface with the GP approach corresponds to a sample
drawn from amultivariate Gaussian distribution. Using traditional methods for sampling
multivariate Gaussian distributions is computationally expensive [6]. Particularly using
Cholesky decomposition, sampling N data points have a computational cost of O(

N 3
)

and amemory cost ofO(
N 2

)
. On the one hand, several recent works in machine learning

literature attends to fill this gap [9, 10] since efficient sampling is for example also
beneficial in Bayesian optimization [11, 12]. On the other hand, we find that other
approaches of traditional roughness modeling are complementary to the GP approach
due to its linear process view.

In this paper, we address the computational expensive roughness simulation with a
discrete filter approach with FFT for efficient GP sampling. We show that this approach
approximates a stationary GP. And we compare the approach with two matrix factoriza-
tion methods, the Cholesky decomposition and contour quadrature integrals (CIQ) [10].
Moreover, we show that a suitable non-Gaussian noise model can be used to reduce the
number of GP samples for a honed surface, further reducing the computational cost.
These additions are related to GP and noise model approach in [6]. Our contributions
will result in a model which applies traditional methods to model rough surfaces and
aims to get a more applicable GP approach.

2 Background

2.1 Roughness Model with Gaussian Processes

We follow the treatment given by [6, 13] and summarize their suggested roughness
model. Their model-based approach follows [14] and characterizes a surface with two
quantities, the autocovariance function (ACVF) and the probability density function
(PDF). An ACVF describes the covariance or similarity between two locations of the
surface (1) and, therefore, expresses a space-dependent influence in the model.

r
(
xi, xj

) = E
[
(Z(xi) − E[Z(xi)]) · (Z(xj) − E[Z(xj)])

]
, (1)

where E[·] is the expectation operator and Z(x) ∈ Z ⊆ R is the surface height with
position x ∈ X ⊆ R

D. For rough surfaces, the traditional assumption is that the mean is
zero which modifies the ACVF by E[Z(x)] = 0 [14]. In contrast, a PDF does not take
the locations of the surface into account and considers rather the surface height directly.

In the proposed model [6], these two quantities are assigned to two components of
the roughness model. The first component is a GP, which is described by a zero-mean
ACVF. The second component is a noise model specified by a PDF. The diagram in
Fig. 1 illustrates this roughness model regarding a roughness simulation.

A specified model with given ACVF and PDF can simulate a rough surface by
sampling from the GP and processing it with noise. The noise is sampled from the noise
model given a sampled GP. The model and both sampling procedures are described as
follows

G(x) ∼ GP(
0, r

(
xi, xj

))
, Z(xn)|g(xn) ∼ p(z(xn)|g(xn)), (2)
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Fig. 1. Simulation procedure for a roughness simulation with model [6].

where G(x) denotes the latent output and Z(x) denotes the roughness.
If the noise model is Gaussian white noise, e.g., [6], the critical part regarding

computational resources is the sampling from theGP.Thus, computational improvements
in the GP sampling will lead to efficient simulations of rough surfaces with this model.

2.2 Simulation of Rough Surfaces

A GP is an infinite set of random variables {G(x)|x ∈ X } any finite set of which is
multivariate Gaussian distributed [13]. Hence, a GP on a finite set XN = {xn}Nn=1 is a
multivariate Gaussian distribution, e.g., (3). Usually, this Gaussian distribution is high-
dimensional and has a non-diagonal covariance matrix. In the roughness model, the
latent output is sampled from the following Gaussian distribution

G ∼ N (G; 0,R), (3)

[R]ij = r
(
xi, xj

)
,

(
xi, xj ∈ XN

)
, (4)

where G = {G(x)|x ∈ XN } is the finite set of a GP and R is the covariance matrix.

Fig. 2. Sampling procedure for latent outputs with a given ACVF by a matrix factorization or a
linear filter.
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Matrix Decomposition. The sampling from a high-dimensional Gaussian distribution
traditionally includes the reparameterization trick [15]

G = A · ε, ε ∼ N (ε; 0, I), (5)

where the covariance matrix is decomposed R = AAT . . We assumed a Gaussian distri-
bution with zero-mean in (5). So, sampling a GP equals a matrix-vector multiplication
with the matrix A and a sampled Gaussian white noise vector (5) (see Fig. 2). Since the
covariancematrixR is positive-semidefinite, Cholesky decomposition is often applied to
obtain the matrixA [13]. This matrix decomposition requiresO(N 3) computational time
andO(N 2) memory for a matrix Rwith size of N ×N [16]. The finite setXN is often an
evenly spaced grid in roughness simulations, hence, the covariancematrix of a stationary
ACVF is a Toeplitz matrix for which the decomposition requires a computational cost
of O(

N 2
)
[17].

Linear Filter. Models, that do not consider GPs directly, compute samples from a given
stationary ACVF with a linear filter. This linear filter is designed with the ACVF and
takes a white noise series as input and outputs the samples (see Fig. 2), e.g., [7]. In
roughness literature, mostly a finite impulse response (FIR) filter is used and has the
discretized form as follows

Gp,q =
V−1∑

k=0

U−1∑

l=0

hk,lεp−k,q−l, p ∈ IV−1, q ∈ IU−1, (6)

rvu =
K−v−1∑

k=0

L−w−1∑

l=0

hk,lhv−k,u−l, v ∈ IK−1, u ∈ IL−1. (7)

where we denote Ic ⊂ N as an index set enumerated from 0 to c and where

G
(
x(0)
p , x(1)

q

)
= Gp,q is the latent output series, r

(
τ

(0)
v , τ

(1)
u

)
= rv,u are the ACVF

coefficients, hk,l are the filter coefficients and εp,k is a white noise series with unit vari-
ance. This filter shall mimic the ACVF (7) so that filtering a white noise series will result
in an output series that has the imitated ACVF. To compute the filter coefficients with
the ACVF, the nonlinear equations can be solved with the Newton method, or with the
Fourier transform. More precisely, applying discrete Fourier transform (DFT) with the
FFT algorithm supports efficiently computing the filter coefficients and the linear filter
[8].

We found that a roughness simulation with this discrete filter can be applied within
the GP roughness model. Thereby, the FFT algorithm is numerically fast and there are
in-place implementations of the algorithm. This speed-up is significantly compared to
traditional methods.

2.3 Related Work

One example to compute kernel-based methods and draw samples efficiently is the ran-
dom Fourier features approach [18], e.g., in Bayesian optimization literature. It approxi-
mates a stationary ACVF r

(
xi, xj

) ≈ ζ (xi)�ζ (xj) with a low-dimensional map with
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Fourier features such that a simulation is efficiently computed by a scalar product
between the low-dimensional feature map and a white noise vector. To reduce errors
due to approximations other methods emerged recently in machine learning literature.
For example, matrix root decomposition has been efficiently computed with Lanczos
variance estimates [9] or CIQ [10], which are Krylov approaches. These methods are
exact if the number of iterations is N , nevertheless, fewer iterations deal with small
errors.

FFT has already been applied to simulate stationaryGPs in literature. One commonly
known method is circular embedding [19]. This approach extends the covariance matrix
to a 2M × 2M circulant matrix M ≥ N , on which a FFT can be applied and lead to
efficientmatrix root decomposition. Thismethod is exact and help to simulate efficiently.
However, the positive-semidefiniteness of the circular matrix is not guaranteed for a
minimal embedding which is a requirement. Similar to our method, [7, 20, 21] suggested
simulating GPs with a filter by a Fourier transform approach. However, they simulated
roughness only with GPs whereas we consider also a noise model. Furthermore, only
[20] stated that their approach simulates a stationary GP.

3 Gaussian Process Filter

The zero-mean GP G(x) ∈ R has the following linear process view [6]

G(x) =
∫

RD
h(s)ε(x − s)ds, (8)

r
(
xi, xj

) =
∫

RD
h(xi − s)h(xj − s)ds, (9)

where {ε(x), x ∈ X } is a continuous Gaussian white noise process, and h : RD 	→ R

is a map that characterizes the ACVF. The Gaussian white noise process has a GP
representation [22] denoted as

ε(x) ∼ GP
(
0, δ

(
xi − xj

))
, (10)

with the Delta function δ(·) as its ACVF.
Considering a stationary GP, the ACVF is shift-invariant, and (9) has the following

form

r(τ ) =
∫

RD
h(s)h(s + τ )ds, (11)

where τ = xi−xj is the distance between two positions. Applying the Fourier transform
on the above equation transforms the ACVF to the PSD r̃(f ) [23, 24] and transforms the
integral into a multiplication

r̃(f ) = h̃(f ) · h̃(f ) =
∣
∣∣h̃(f )

∣
∣∣
2
, (12)
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where
−
(·) denotes the complex conjugate and h̃(f ) is the Fourier transform of h(s). Thus,

an approximate filter map h
∧

(s) ≈ h(s) can be derived by the inverse Fourier transform

h
∧

(s) =
∫

RD
(r̃(f ))

1
2 · ei2π f�sdf . (13)

If |h̃(f )| = h̃(f ) holds, then the approximated filter map is the true filter map. So,
a stationary GP with zero-mean can theoretically be simulated by the continuous linear
process

G
∧

(x) =
∫

RD
h
∧

(s)ε(x − s)ds. (14)

To obtain the PSD S(f ) directly or the approximated filter map with given PSD
requires solves of Fourier transforms or inverse transforms, respectively. Furthermore,
the linear filtering process in (14) is only possible if the approximated filter map is
square-integrable. Even if the feature map is exactly known, the above presentation is
not practical due to the continuous white noise process. To avoid this presentation of the
white noise process, the next section discusses the (discretized) linear process. With this
discretization, a discrete white noise process is considered, and discrete-time Fourier
transform (DTFT) can be used to compute the filter map.

3.1 Discrete Filter

We initially assume one-dimensionality (D = 1) for simplicity and extend this method
to multidimensionality later. Sampling G(x) on discrete points G(n�) = Gn with step
size � ∈ R≺0, the series {Gn, n ∈ Z} has the ACVF

r(v�) = E
[
GnGn+v

]
, v ∈ Z, (15)

which is sampled from the ACVF r(τ ). The DTFT of the ACVF series is a 1
�
periodic

continuation of r̃(f )

r̃�(f ) =
∞∑

k=−∞
r̃(f + k

�
) (16)

If the sampling theorem is fulfilled, then the Fourier transform r̃(f ) can be
reconstructed. Otherwise, the DTFT is affected by errors due to aliasing.

Analogous to the continuous linear process (8), a discrete linear process presentation
can be formulated with the ACVF series {rv, v ∈ Z}, which we refer to as a discrete filter

Gn =
∞∑

k=−∞
hk · εn−k , (17)

rv =
∞∑

k=−∞
hkhk+v, (18)
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where {εk , k ∈ Z} is a white noise series with the Kronecker delta as ACVF and the filter
coefficients {hk , k ∈ Z} that shall mimic the ACVF series. This discrete filter makes the
linear process more applicable by avoiding the cumbersome continuous white noise
process. If the filter coefficients are given so that (18) holds, a Gn can be computed by
a convolution (17). To compute the filter coefficients the DTFT r̃�(f ) can be utilized.
The inverse DTFT can be used to estimate these filter coefficients [7]

h
∧

k =
∫ l

0
(r̃�(f ))

1
2 · ei2π f k

l dk, (19)

with l = 1
�
.

The filter coefficients {hk , k ∈ Z} are approximated by (19) since we assume that the
DTFT of the filter coefficients h̃�(f ) equals (r̃�(f ))1/2. Furthermore, due to the periodic
feature of r̃�(f ) aliasing errors are propagated to the filter coefficients. Nevertheless,
the filter coefficients and the simulation of a latent surface can be computed efficiently
with FFT in this approach.

3.2 Discrete Filter with FFT

It is not possible to compute the DTFT because a finite set {rv, v ∈ IV−1} instead of an
infinite set is given. Therefore, DFT is applied to estimate the DTFT on a discrete set.
The DFT of a finite sampled ACVF is

r̃�,k = 1

N

N−1∑

v=0

rv · e−i 2πN kv, k ∈ IN−1, (20)

and by inverse DFT the filter coefficients can be estimated by

h
∧

k = 1

N

N−1∑

v=0

(
r̃�,v

) 1
2 · ei2π kv

N , k ∈ IN−1. (21)

With the estimated filter coefficients, a rough surface is simulated by

Gn =
N−1∑

k=0

h
∧

kεn+k , n ∈ IN−1, (22)

where h
∧

k is assumed to be a N periodic series due to the inverse DFT.
This will result in the following relation between the finite sampled ACVF and the

estimated filter coefficients

rv =
N−1∑

k=0

h
∧

kh
∧

k+v, v ∈ IN−1, (23)

with h
∧

k+N = h
∧

k .
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The extension to two-dimensionality is straightforward

r̃�,k,l = 1

VU

V−1∑

v=0

U−1∑

u=0

rv,ue
−i2π( kvV + lu

U ), k ∈ IV−1, l ∈ IU−1 (24)

h
∧

k,l = 1

VU

V−1∑

v=0

U−1∑

u=0

(
r̃�,v,u

) 1
2 ei2π( kvV + lu

U ), k ∈ IV−1, l ∈ IU−1 (25)

Gp,q =
V−1∑

k=0

U−1∑

l=0

h
∧

k,lεp+k,q+l, p ∈ IV−1, q ∈ IU−1 (26)

where Gp,q is the latent series and has size V × U .
The DFTs and inverse DTFs can be efficiently computed with the FFT algorithm.

The Eq. (26) is a convolution operation and, thus, can also be computed by the FFT
algorithm1. Therefore, this simulation procedure samples a latent GP in a computational
time of O((3N − 2)log(3N − 2)) with N = V · U .

4 Experiments

In this section, we conduct benchmarks to compare the discrete filter’s efficiency. Initial
experiments are performed to study the timings of the proposed method with different
FFT implementations. Afterward, the discrete filter is compared against matrix factor-
ization methods Cholesky and CIQ. In all cases, we focus on ground surfaces with their
inherent ACVF

r(τ ;φ) = σ 2
k exp

(

−
(
τ

′�
�−2τ ′)

1
2

)

, τ
′ = Tφτ�, (27)

where � ∈ R
2×2

0 is a diagonal matrix and has diagonal elements λa and λb, φ is the

angle of the grinding grooves, Tφ is the inverse rotation matrix and σk is a scaling
hyperparameter. Furthermore, we conducted the experiments on an equidistant mesh

XN = {(v�, u�),� ∈ R
0, v, u ∈ IB−1}, (28)

where � is the sample step size in x-direction and y-direction, and the surfaces are
quadratic N = B2. All timings have been performed either on the CPU hardware Intel
Xeon Gold 6126 Processor or the NVIDIA Tesla V100 GPU.

1 The explicit computing of the filter coefficients is therefore redundant and not necessary.
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4.1 Timings of the Discrete Filter with SciPy and CuFFT

Fig. 3. Timings for computing discrete filter and surface with SciPy and cuFFT.

The parameters were chosen with σk = 1 µm, λa = 500 µm, λb = 5 µm, φ = 0,
� = 0.5 µm. We utilized the implemented FFT in the SciPy library (version 1.9.3) for
CPU and the CUDA FFT library cuFFT (version 11.8) for GPU. For the comparison,
we measured the performance of computing the filter coefficients and the simulation
process for different surface sizes. This procedure has been conducted 10, 000 times
for each surface size. We use this comparison, given the aforementioned hardware, to
discuss the SciPy and cuFFT implementations for the discrete filter.

Figure 3 shows the timings of the discrete filter of both FFT implementations. To note
is that no uncertainties are assigned to the data because the uncertainties are relatively
small. These experiments show that cuFFT and SciPy’s FFT scale equally since both are
based on the FFT algorithm. However, cuFFT leads to a significant acceleration against
SciPy’s FFT implementation for large surfaces. It should also be noted that because of
the memory advantage over GPUs, surfaces with 9 · 108 points could be generated with
the CPU, while the GPU reached its limits.

4.2 Benchmarking Discrete Filter

Since the discrete filter approach is more efficient through the GPU, we benchmark it
with the cuFFT implementation. And the Krylov approach CIQ is also performant on
GPUs due to its inherent matrix-vector multiplications [10].

Except for the grinding groove angle φ = π
6 , we have chosen the hyperparameters

of the ACVF identical to Sect. 4.1. Then we computed the speed-up of the discrete
filter over Cholesky factorization (see Fig. 4). Since the Cholesky decomposition is
memory inefficient, we performed Cholesky on the CPU, and the surface size was at
most 70×70. The Cholesky method has been compared with the cuFFT implementation
in Fig. 4, although both were run on different hardware the cuFFt was slower than the
SciPy implementation on a CPU for small surfaces (see Fig. 3). The visualization shows
that sampling from the high-dimensional Gaussian distribution is much faster with the
discrete filter method (more than 900 times faster than Cholesky).
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Fig. 4. Speed-up of discrete filter overCholesky factorization. The achieved speed-up is computed
by sampling 10, 000 times.

For the CIQ approach, we chose its experimental setting according to its publication
[10]. For the Krylovmethod, we selected the number of iterations with J = 100.We also
selected the number of quadrature points withQ = 8. To reduce thememory complexity,
they leveraged symbolic tensors [25] for computing [10]. Figure 5 shows the timings
and the error of the discrete filter and the CIQmethod. The error is computed by drawing
1000 surfaces and computing the mean squared error between the sample covariance
matrix and the true covariance matrix element-wise.

Fig. 5. Computing and sampling timings and error by discrete filter and CIQ.

Similar to [10], CIQ produces accurate samples of the latent surface. The error of the
discrete filter is greater than that of the CIQ approach because the discrete filter method
implies approximations of the GP. Firstly, the filter-map is approximated by assuming
its Fourier transform equals the squared root of the PSD (19). Secondly, aliasing might
occur due to the discrete Gaussian stochastic process. Even though the error can be
reduced by upsampling, resulting in a tradeoff in computational speed, the discrete filter
with FFT is much faster than CIQ. We noted that a larger latent surface simulation
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with constant sampling step size reduces the errors, which is because the given ACVF
converges to 0 for large τ .

5 Applications

We apply the discrete filters to simulate rough surfaces with the standard additive Gaus-
sian noise model p(z(xn)|g(xn)) = N (

z(xn); g(xn), σ 2
)
and we show an application for

a non-Gaussian noise model.
The usual approach to simulate honed surfaces is by simulating multiple ground

surfaces and superposing them [6, 21, 26]. Alternatively, we use a non-Gaussian noise
model with a generalized ACVF to simulate a honed surface in only one simulation
procedure. This approach can reduce the computational time since a one-step honed
surface needs only one rather than two simulations. The generalized ACVF is

r(τ ) = σ 2
k

2

(
exp

(
−

(
τ ′��−2τ ′)

1
2
)

+ exp

(
−

(
τ∗�

�−2τ∗)
1
2
))

, (29)

with τ
′ = Tφτ�, τ∗ = T−φτ�.

In the following, we simulated a one-step honed surface with the proposed approach
with an additive non-Gaussian noise model defined as follows

Z(x) = g(x) + ε, x ∈ XN (30)

where ε is an i.i.d. Pearson type III distributed random variable. We use the Pearson type
III distribution that defines a skewness parameter because a honed surface often comes
with skewed distributions.

Fig. 6. Simulated honed surfaces with Gaussian and non-Gaussian noise models but the same
underlying latent surface.

To observe only the influence of the noise models, the honed surfaces have the same
latent surface once simulated with the generalized ACVF (29). So, the same sampled
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latent surface g = {g(x), x ∈ XN } was passed into the standard Gaussian white noise
model and the non-Gaussian noise model to generate a roughness sample z = {z(x), x ∈
XN } in each case. The Fig. 6 clearly shows that both surfaces have the same latent surface
whereas only different additive noise models have been applied. However, the surfaces
do not have continuous grooves which is a characteristic of honed surfaces. This error
is due to the structure of the generalized ACVF that has a distinct peak in the center.

Fig. 7. Estimated distributions of a real honed surface and simulated two-step honed surface with
an additive Gaussian and an additive non-Gaussian noise model.

To emphasize the differences in both simulations, we compare the sampled distri-
butions of the simulated honed surfaces with a real honed surface in Fig. 7. The real
surface data were measured with a confocal measurement tool and processed with a
form operator after a noise filter. We obtained the sampling distributions in each case by
considering the surface heights of the individual surface. The visualization shows that
the non-Gaussian noise model leads to a better match with the real surface than a Gaus-
sian noise model, especially at the tails. This is because the Pearson type III noise leads
also to a skewed distribution of roughness. In fact, skewness estimations of the measured
surface and the roughness with the non-Gaussian noise model have a comparable mag-
nitude, whereas the Gaussian noise model has a.s. no skewness. Explaining skewness
by additive noise models alone, however, will most likely lead to incorrect surfaces.
Nevertheless, this approach is helpful for an adjustment in case of small skewness.

6 Conclusion

A model of rough surfaces with a GP and a noise model has been suggested by
[6] that generalizes current approaches. However, simulations are limited due to the
computational complexity associated with sampling from the latent GP.

We addressed this problem for stationary rough surfaces in this paper. Similar to [7,
20, 21], we applied the discrete filter togetherwith the FFT algorithm since it can bemoti-
vated from the GP linear process view. Compared to Cholesky and CIQ, this approach
leads to a significant speed-up. However, the discrete filter comes with approximation
errors and is only limited to stationary surfaces. The errors can be reduced by sampling a
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larger latent surface. Additionally, we applied an additive non-Gaussian noise model for
honed surfaces that have distributions with small skewness. This approach can further
reduce computational complexity.

Even though we benchmarked the discrete filter with Cholesky and CIQ in this
paper, an extensive comparisonwith other state-of-the-art methods is required for further
classification of this approach. For example, a comparison should bemadewith circulant
embedding [19], random Fourier features [18], Lanczos variance estimates [9], and also
CIQ [10] with inducing point methods [27]. Moreover, future research should study the
approximation errors of this approach if the PSD is known or even the continuous filter
map is known from the ACVF. Another focus could be the application of non-additive
noisemodels for roughness simulations becausewe discussed only additive noisemodels
in this work.

Acknowledgments. Thisworkwas funded byDeutsche Forschungsgemeinschaft (DFG,German
Research Foundation) – 252408385 – IRTG 2057.
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Abstract. Fatigue failure is one of the most crucial issues in manufacturing and
engineering processes. Stress cycles can cause cracks to form and grow over time,
eventually leading to structural failure. To avoid these failures, it is important
to predict fatigue crack evolution behavior in advance. In the past decade, the
phase field method for crack evoluation analysis has drawn a lot of attention for
its application in fracture mechanics. The biggest advantage of the phase field
model is its uniform description of all crack evolution behaviors by one evolution
equation. The phase field method simultaneously models crack nucleation and
crack propagation which will be particularly useful manufacturing problems. In
this work, we show that the phase field method is capable to reproduce the most
important fatigue features, e.g., Paris’ law, mean stress effect, and load sequence
effects. For efficient computing, a “cycle”- “time” transformation is introduced
to convert individual cycle numbers into a continuous time domain. In order to
exploit the symmetry property of the demonstrated examples, a phase field model
in cylindrical coordinates is presented. Finally, the fatigue modeling approach
presented is applied to study a cold forging process in manufacturing.

1 Introduction

The phase field model was initially used to solve the interfacial problem, like ferromag-
netism, ferroelectrics, and solidification dynamics [1]. Moreover, the phase field model
can also be applied in fracture mechanics [2–6]. The method has the advantage that
it takes a monolithic approach to simulate crack initiation, branching, bifurcation, and
unification. It also overcomes stress singularity, displacement jumps, or interface track-
ing during the fracture simulation. Differing from other methods, neither remeshing nor
finite elements with special shape functions are needed in the phase field model; the
simulation is performed on a fixed mesh. The core idea of a phase field fracture model
is to introduce an additional field variable to represent cracks. This scalar field variable
interpolates smoothly between the values of 0 and 1, representing cracked and undam-
aged material, respectively. The relevant equations are derived from the total energy of
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the system by a variational principle (one equation models the equilibrium of the stress
field, and a second models the evolution of the crack field). Consequently, contour plots
of a scalar field variable used allow for the visualization of the progression of fracture
and reproduce the crack situation. A phase field model has been successfully applied
for quasi-static [7–9] and dynamic cases [6, 10–14]. Further recent model extensions
also allow the consideration of ductile fracture [15–18], anisotropic fracture properties
[19–21], and the evolution of fracture in various multi-physics scenarios [22–25].

In manufacturing processes like cutting, the dynamic loads typically do not cause
an immediate failure of a tool; instead, tool failure can occur due to fatigue fracture
development over numerous loading cycles. Thus, a phase field model which can handle
the fatigue scenarios is required. In this paper the application of the model presented is
focused on the fatigue failure of manufacturing tools. Since the driving mechanisms of
fatigue failure significantly differ from those of classical linear elastic fracture mechan-
ics, it was necessary to make appropriate adjustments to the evolution equation of the
fracture field tomodel fatigue crack growth inmanufacturing. Time-resolved simulations
are impractical since fatigue failure only happens after a significant number of cycles;
hence the evolution equation must be written in the context of cycles. The numerical
implementationmust be able to consolidate multiple cycles into a pseudo time to achieve
the efficiency needed for the use of the model in actual production processes. In this
work, we present a phase field model for cyclic fatigue. Since fatigue cracks won’t
appear until several loading cycles have been completed, fatigue simulations generally
consume high computing time. We introduce an adaptive cycle increment algorithm,
which provides a moderate computing time without losing accuracy compared to the
classical computing strategies.

This paper proceeds as follows: in Sect. 2, a phase field model for cyclic fatigue is
presented. In addition, a “cycle”- “time” transfer is proposed to bundle several cycles to
a pseudo time domain for efficient computing. An adaptive cycle increment algorithm
is then developed to reduce the computational cost without losing accuracy. In Sect. 3,
an example of a manufacturing problem is modeled by the phase field fatigue model. In
Sect. 4, the conclusions are stated.

2 A Phase Field Model for Cyclic Fatigue

The phase field fracture model introduces an additional field variable to represent cracks
[7, 26]. The crack field s is 1 if the material is undamaged and if it is 0 where cracks
occur. Furthermore, it is postulated that the displacement field u and crack field s locally
minimize the total energy of a loaded body �. This yields the equilibrium of the stress
field and the evolution of the crack field for fatigue fracturing. The extended total energy
E with t as the external traction and f as the volume forces on the body is given by

E =
∫

�

ψdV −
∫

∂�

tdA −
∫

�

fdV (1)

where ψ denotes the total energy density of the body

ψ = (g(s) + η)ψe(ε) + ψ s(s,∇s) + h(s)ψad(D), (2)
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which consists of three parts: elastic part, fracture surface part and additional fatigue
part.

The strain energy density

ψe(ε) = 1

2
ε : C(ε) (3)

is the elastic energy stored inside of a body with g(s) as a degradation function, which
models the loss of stiffness of the brokenmaterial. The tensor ε is the infinitesimal strain,
defined by

ε =
⎡
⎣ εxx εxy εxz

εyx εyy εyz

εzx εzy εzz

⎤
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⎢⎢⎢⎣
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2
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⎤
⎥⎥⎥⎦ (4)

The crack surface density

ψ s(s,∇s) = Gc
(

(1 − s)2

4ε
+ ε|∇s|2

)
(5)

is the energy required to separate the material to generate a crack, which is assumed to
be proportional to the crack surface. The parameter Gc denotes fracture resistance and
can be related to fracture toughness. The numerical parameter ε – not to be confused
with strain tensor - models the width of the smooth transition zone between the broken
and unbroken material.

The fatigue energy density

ψad(D) = q < D − Dc>
b with D = D0 + dD (6)

is introduced to account for the accumulated fatigue driving forces, which is associated
with a fatigue damage parameter D. This parameter D models the damage related to
fatigue, inspired by Miner rule [28], which is accumulated during the simulation. The
parameter D0 is the previous damage and

dD = dN

nD

(
σ
∧

AD

)k

(7)

is the damage increment, which is associated with the cycle increment dN , where the
parameters nD, AD and k are extracted from the Wöhler curve of experiments [29]. This
formulation allows the phase field fatigue model to incorporate all the influences from
the environment into the fatigue propagation behavior [30]. In the phase field model, the
first principal stress σ

∧

1 from the undegraded stress field

σ
∧

1 = [Cε]1 (8)

is used as the fatigue driving force for high cycle fatigue. It is noted that it is not claimed
that this choice of the driving force is suitable for all materials. Other effective stress
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quantities, e.g. the von-Mises stress, might be more suitable for ductile material and
low cycle fatigue [31, 32]. Moreover, a mean stress corrector can be applied to include
the mean stress effect on the fatigue crack propagation [27, 33]. The parameter Dc

is a damage threshold, which models the crack nucleation process. With the Macauley
brackets (< • >), the additional fatigue energyψad will not contribute when the damage
D is below this threshold. After the crack nucleation stage, the parameters q and b are
parameters controlling how intense the additional fatigue energy drives the crack. A
discussion of different choices of the parameters q and b can be found in [34]. The
degradation function h(s) - similarly as g(s) - models the loss of the stiffness of broken
material due to cyclic fatigue. A discussion of different choices of the degradation
functions can be found in [34, 36].

With the variational principle of Eq. (1), four coupled equations are derived

div
∂ψ

∂∇u
+ f = 0 (9)

∂ψ

∂s
− div

∂ψ

∂∇s
= 0 (10)

∂ψ

∂∇s
· n = 0 on ∂�∇s (11)

(
∂ψ

∂∇u

)
n = t on ∂�t (12)

Equation (9) describes the equilibriumcondition of the stress field; Eq. (10) described
the evolution behavior of the crack field; Eq. (11) andEq. (12) are theNeumann boundary
conditions for the crack field and displacement field. Those equations define the fatigue
fracture problem.

The phase field fatigue model can reproduce the most important fatigue properties.
In the following evaluation, the material parameters are taken from [26] with a CT
specimen [37] as a numerical example. The crack growth rate is depicted in Fig. 1
for various maximum stress amplitude values. It is to observe that even though different
stress amplitudes for the simulation are applied, the rate of crack growth can be described
with the same Paris’ law. The result matches Paris’ law with m = 5.54 very well.
Radhakrishnan [38] shows that in some materials the constant C and the slopem depend
on the stress ratio R. The stress ratio R is defined as the ratio between the minimum
stress and the maximum stress. At high positive mean stress, a decrease in fatigue life
is associated with multiple crack initiation sites at the specimen surface. Fatigue limit
is highly affected by the tensile mean stress and stress ratio since the maximum stress
approaches near yield stress and it causes cyclic ratcheting [39]. Figure 2 displays the
effect of mean stress on the crack growth rate, which reflects the fact that higher mean
stress increases the rate of crack growth [40]. Figure 3 reports the effect of the loading
sequence on the crack growth rate. Results show that a high-low loading sequence results
in short fatigue life. This phenomenon is called the loading sequence effect [41, 42]. It
has been shown that the material with a low-high load sequxsence results in a longer
fatigue life because the low load level is mostly involved in the crack nucleation and the
high load level is contributed to the crack propagation [43]. This effect can be explained
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by the residual stresses and crack closure near the crack tip [44]. Although Miner’s rule
does not include the loading sequence effect, the damage quantity D with a low load
level increases slowly, such that it reaches the critical damage state Dc later than a high
load level.

Fig. 1. Different maximum load amplitude [35].

Fig. 2. Different mean stress [35].



Phase Field Simulations for Fatigue Failure Prediction 21

Fig. 3. Different loading sequences.

2.1 A Time-Cycle Transformation in the Phase Field Fatigue Model

As the discussion in the previous section, the phase field fatigue model is more suitable
for high cycle fatigue. Speaking of high cycle fatigue, the number of cycles to failure
is usually around tens of millions or even more. Thus, it is not feasible to simulate the
accumulated cycles one after another.

The first step of an efficient integration concept is proposed by Chaboche [45] with
a non-linear cumulative damage model, where cycles with similar loading are bundled
into blocks. The “time”- “cycle” transfer of the phase field model is similar to this idea.
It is to assume a constant block size of cycle number per time dN

dt representing a certain
evolution of fatigue damage [26]. Thus, the individual single loading cycle is not used
in the proposed phase field fatigue model; rather, the cycle is converted into continuous
pseudo “time” as illustrated in Fig. 4. The red line in Fig. 4 represents the envelope
loading, which approximates the actual discrete cyclic loading. In addition, several load
cycles are combined into one block in order to reduce the overall number of load cycles:
in one simulation step, the incremental change in pseudo “time” is connected to a specific
number of load cycles.

In addition, for irregular loading sequences, the rain flow algorithm is used to convert
a loading sequence of varying stress into an equivalent set of constant amplitude stress
[19, 46].
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Fig. 4. A “cycle” - “time” transformation

However, the cycle number increment is usually determined by a trade-off between
the computing time of simulation and the accuracy of the result. The choice of the number
of the cycle increment is critical in the phase field fatigue model, not only because it
determines the simulation time, but also because it has a strong influence on the crack
topology [34].

The damage parameter D is introduced in the phase field model to model material
damage caused by fatigue. Additionally, the “cycle”- “time” transform captures the load-
ing with similar fatigue damage influence together. To reduce the computational effect,
the adaptive cycle number adjustment algorithm (ACNAA) works by associating the
cycle number increment with the damage increment. The simulation of fatigue fracture
is divided into three stages based on the damage state (see Fig. 5):

1. D < Dc: The fatigue energy term disappears at this point, so it can be viewed as a
pure static mechanical state. The cycle increment should be as large as possible in
order to reach the critical fatigue state as quickly as possible.

2. D ≈ Dc: The material is about to break at this point, and the cycle number increment
dN should be chosen so that the damage increment dD is small enough to simulate
the transient process.

3. D > Dc: The fatigue crackbegins to propagate. Thedamage increment dD is regulated
at this stage to achieve a moderate growth rate of the fatigue energy.

Our method has been shown to reduce computing time to nearly 3%when compared
to constant cycle number increments with dN = 5 [34]. The reason is that the huge
computing time involved in the crack nucleation is dramatically reduced. Additionally,
the adaptive cycle number adjustmentmethod is also suitable for parallel computing [35].
With parallel computing (e.g.MPI), an additional significant decrease in computing time
can be obtained, which keeps a 3D simulation within a reasonable time limit [35].
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Fig. 5. A flowchart illustrates the idea of ACNAA [35]. dDα, dDβ, dDγ are suitable numerical
parameters.

3 Phase Field Model in the Context of Manufacturing Process

3.1 Application in the Cold Forging Process

In the past decades, cold forging has gained a lot of attention and has become a eco-
nomic production method for complex geometries with net-shaped or near-net-shaped
surfaces. The cold forge is characterized by the circumstance that the forming of the
workpiece begins at room temperature and without external heating. The major advan-
tages of cold forging are close dimensional tolerances, good surface finish quality, and
interchangeability as well as reproducibility due to its simple process [47, 48]. During
the cold forging process, the material of a metal billet is put into a container (called a
die). The material, compressed by a ram, flows through the container and is formed into
the desired shape. In general, the cold forging process involves 5 steps (see Fig. 6):

a. lubrication: the workpiece is lubricated to avoid sticking to the die and to maintain a
low temperature.

b. insertion: the workpiece is inserted onto a die with the shape of the final part.
c. stroke: a great force is stroked onto the workpiece to create the desired form.
d. flash: the excess metal around the dice is trimmed.
e. removing: the workpiece is removed from the die.
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Fig. 6. Cold forging process: (a: lubrication; b: insertion; c: stroke; d: flash; e: removing).

3.2 Modeling Cold Forging Process Using Phase Field Method

In this paper, the cold forging process is modeled by the phase field method, and the
fatigue life, where the crack propagation behavior are the main focus. The die geometry
is adopted from Lang et al. [49] shown in Fig. 7. To reduce the computational cost, a
2D slice from the die cross-section is extracted for the finite element simulation. The
opening angle α and the die length L can be seen as design parameters of the die. In this
paper, we evaluate two different die geometries, which are listed in Table 1.

Table 1. Die geometry

α L

45◦ 23 mm

60◦ 25 mm

This design of the die enables high stresses at the fillet radius to generate the fatigue
crack initiation and crack growth after a short number of production cycles [49]. The
material of the die is AISI 2D [50, 51]. The simulation loading settings are motivated by
the experiments of Dalbosco et al. [52]. One contribution of his work for this application
is the different assumptions regarding the interference between the workpiece and the
die.

Fig. 7. The cold forging tool geometry presented in [49] and a 2D slice for finite element
simulation.
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In our first simulation setting (see Fig. 8a) the entire inner face of the die is assumed
compressed with a constant distributed load, and the bottom of the cold forging tool is
fixed by Dirichlet boundary conditions. In a different design of the die (see Fig. 8b),
there is no interference from the point of transition radius until the bottom of the die in
the second example. This is caused by a lack of material apposition, resulting in stress
vacancy along this area of the die. For the sake of simplicity, we assume a constant load
only applying it to the inner face of the die. Moreover, as an alternative design, it is
also considered that the inner wall can shrunk less due to the lower shrink-fit of the die
material on this part as shown in Fig. 8c. As shown in this last Figure, only the fillet of
the die is under the tension loading.

Fig. 8. a: both fillet and inner wall are loaded; b: only inner wall is loaded; c: only fillet is loaded.

3.3 Phase Field Fatigue Model in Cylindrical Coordinate System

In the cartesian coordinate system, the positions of points are determined with respect to
three mutually perpendicular planes, giving the length-, width- and height coordinates.
For a suitable computational cost, a 2D slice from the cross-section of the die is chosen
for the finite element calculation Fig. 9a. This simplification in a sense of a cartesian
coordinate system is to assume that the width of the body is infinite and all the derivatives
regarding z-direction are zero. However, the cold forging die does not have an endless
width, rather say, it is symmetric around its axis. Thus, a proper way to simulate the
cold forging process with less computational resources is to bring this 2D slice cross-
section of the die into a cylindrical coordinate system to exploit its rotational symmetry.
A cylindrical coordinate system is specified by a radial position, an angular position,
and a height position as shown in Fig. 9b.

The total energy of the body reads

E =
∫ [

(g(s) + η)ψe
(
εcyl

)
+ ψ s

(
s,∇cyls

)
+ h

(
s,∇cyls

)
ψad(D)]dV cyl, (13)

where εcyl is the strain tensor in the cylindrical coordinates and dV cyl is the infinite
cylinder volume element.

Let r be the radius, θ be the circumferential angle and z be the height, the transfor-
mation between the cartesian coordinates (x, y, z) and cylindrical coordinates (r, θ, z)
can be given as

x = r cos θ y = r sin θ z = z, (14)
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Fig. 9. a: cartesian coordinate system; b: cylindrical coordinate system.

and the Jacobianmatrix transforming the infinitesimal vectors fromcartesian coordinates
to cylindrical coordinates is given as

J =
⎡
⎢⎣

∂x
∂r

∂y
∂r

∂z
∂r

∂x
∂θ

∂y
∂θ

∂z
∂θ

∂x
∂z

∂y
∂z

∂z
∂z

⎤
⎥⎦ =

⎡
⎣ cosθ sinθ 0

−rsinθ rcosθ 0
0 0 1

⎤
⎦. (15)

The displacement vector in the cylindrical coordinate system with rotational
symmetry properties is given as

ucyl = [ur, uθ , uz]
T �⇒

rot. sym.
[ur, 0, uz]T , (16)

where ur and uz are the width and height components of the displacement vector.
For rotational sysmmetry, the derivative in angular direction vanishes, thus, the strain

tensor is given by.

εcyl =

⎡
⎢⎢⎣

∂ur
∂r 0 1

2

(
∂ur
∂z + ∂uz

∂r

)
0 ur

r 0
1
2

(
∂uz
∂r + ∂ur

∂z

)
0 ∂uz

∂z

⎤
⎥⎥⎦. (17)

It is noted that the entry in the middle ur
r provides an additional contribution into the

energy density, which is omitted in the cartesian coordinates system for 2D. The fatigue
driving force σ

∧cyl can be given with the constitutive law and taking as the first principal
stress

σ
∧cyl =

[
Cεcyl

]
1

(18)

where the stiffness tensor C remains the same as it is in the cartesian coordinate system
because of its isotropic character. The crack field s itself does not need to be modified
into a cylindrical coordinate system since it is a scalar variable to indicate the broken
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state of the material. The gradient of the crack field ∇cyls in the cylindrical coordinate
system is given as

∇cyls = [ ∂s
∂r

0
∂s

∂z
]
T

.

3.4 Phase Field Simulation of Cold Forging Process

In the our first analysis, it is assumed that the fillet and the inner wall of the die are
completely loaded, two different geometries of the die are investigated. The angle of
crack propagation is nearly 30◦ in Fig. 10a and nearly 40◦ in Fig. 10b. Those angles of
the crack propagation directions can be explained by the mixed energy fracture criterion
[53], since the tools are under a mixed mode I/II load situation. The bigger angle of
fracture initiation in Fig. 10b can be explained by the dominant influence of shear stress
from mode II in comparison to the tension stress from mode I. Furthermore, the first
initialized crack can be found after around 3,000 production cycles at the forging tool
with an opening angle of 45◦ and the fatigue life of the second tool (α = 60◦) is only
around 500 cycles of production. This analysis reveals the fact that the dominated shear
stress on the inner wall of the die shortens the fatigue life of the tool.

Fig. 10. The simulation of the cold forging process at first crackN1 and final stageN2 (a: opening
angle α = 45◦; b: opening angle α = 60◦).

For further investigations, the cold forging tools are simulated with different loading
assumptions (Fig. 8) as shown in Fig. 11. Results show that loading acts merely on the
innerwall of the die and candramatically increase the fatigue life of the die. In the analysis
that was performed itt yielded the highest fatigue life at around 55,000 production cycles
for the opening angle of 45◦ (Fig. 11b). Different loading assumptions lead to different
patterns of crack propagation. In Fig. 11a and Fig. 11b, the crack propagates first sloping
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downward, which is influenced by a mixed mode loading situation. After these stages,
the crack curves moves in a nearly horizontal direction because of the mainly vertical
tensile stress. In contrast, loads acting only on the inner wall yield almost the same crack
propagation patterns, where the angle of crack propagation is around 70◦. This can be
explained by a pure shear mode II loading situation. These crack propagation behaviors
from the phase field simulations have been found similarly in reported experiments [52].

Fig. 11. The simulation of the cold forging process by different loading conditions.

4 Conclusion

In this paper, we presented a phase field model for cyclic fatigue, which is used to
analyze manufacturing process namely the cold forging process. The phase field model
introduces an additional phase field variable to model the broken material. The entire
crack evolution behavior can be derived by considering the total energy of the body.
The total energy consists of three parts: an elastic energy part, which represents the
energy stored inside of the body; a fracture surface energy part, which represents the
energy to generate cracks; and an additional fatigue energy part, which represents the
additional driving forces associated with fatigue evolution. Inspired by Miner rule, a
damage parameter is introduced to model the accumulative fatigue damage. The phase
field fatigue model can reproduce the most important fatigue properties, e.g., the Paris’
law, the mean stress effect, and the loading sequence effect. Moreover, a “cycle”- “time”
transfer is presented which would transform the cycle domain into the pseudo time
domain for an efficient fatigue simulation. For irregular loading sequences, the rain
flow counting algorithm is used to convert the load cycles into several blocks of regular
uniform loading. The existing fatigue simulation methods usually suffers from its huge
computational demand. In order to further reduce the computational time without losing
accuracy, different numerical strategies are proposed. The core idea of the ACNAA is to
associate the damage increment with the cycle increment. Additional computing time
reduction can be obtained by applying parallel computing.

The main contribution of this work is that we apply the phase field model to the
manufacturingproblem topredict fatigue life and crackpatterns.Weused the cold forging
process as the demonstrated example since it is an important manufacturing methods for
producing parts with complex geometries. To exploit the rotational symmetry property
of the problem, a phase field fatigue model for cylindrical coordinates is introduced.
Different cold forging die geometries and load conditions in the processing are presented
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to analyze the fatigue life and crack patterns. Results show that the phase field model can
be effectively applied to cold forging process. This enables a physics-based prediction of
the lifetime of manufacturing tools and the identification of process parameters relevant
to detect the onset of damage.
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Abstract. Data-driven machine learning (ML) models are attracting increasing
interest in chemical engineering and already partly outperform traditional physical
simulations. Previous work in this field has mainly focused on improving themod-
els’ statistical performance while the thereby imparted knowledge has been taken
for granted. However, also the structures learned by the model during the train-
ing are fascinating yet non-trivial to assess as they are usually high-dimensional.
As such, the interpretable communication of the relationship between the learned
model and domain knowledge is vital for its evaluation by applying engineers.
Specifically, visual analytics enables the interactive exploration of data sets and
can thus reveal structures in otherwise too large-scale or too complex data.

This chapter focuses on the thermodynamic modeling of mixtures of sub-
stances using the so-called activity coefficients as exemplarymeasures.We present
and apply two visualization techniques that enable analyzing high-dimensional
learned substance descriptors compared to chemical domain knowledge. We
found explanations regarding chemical classes for most of the learned descriptor
structures and striking correlations with physicochemical properties.

1 Introduction

Machine learning is rapidly entering the field of engineering. The data-driven prediction
using suchmethods is already outperforming traditional engineering algorithms for mul-
tiple properties [1–3]. With the transition from a computer science gimmick to appliance
in real-world scenarios, the stakes rise significantly. Whether human lives are on the line
or the planning of an expensive production step, the confidence in the algorithm needs
to be exceptional. An emerging solution is to provide human-understandable explana-
tions for the decisions of machine learning, which can spark trust and suspicion where
necessary [4, 5].

Recent research has introduced the concept of matrix completion methods (MCM)
to predict the thermodynamic properties of mixtures, or, in other words, the mixture
behavior, from a sparse data set of experimental values [1–3, 6, 7]. Among others, these
methods allowpredicting activity coefficients,which are ameasure for the non-ideality of
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amixture. In the present work,models for the prediction of activity coefficients of solutes
at infinite dilution in solvents at a constant temperature of 298.15 K [1, 7] are taken as a
prototype to create an algorithmic pipeline that is transferable to a broader series of use
cases. To give an instance in the context of process level production planning, an accurate
and trusted machine learning algorithm empowers precise, fast and, most importantly,
cheap simulations, thereby avoiding costly and time-consuming experiments.

We order the data set in matrix form with solutes as one axis, solvents as the other
axis and mixture behavior, i.e., the activity coefficients, as cell entries. The assumption
is that the resulting matrix is of low rank, i.e., that it can be described by a few factors.
The MCM algorithm learns a predefined number of latent features (factors) per row and
column that are optimized to reproduce the existing entries through vector products of the
factors. Here, four latent features have proven to yield excellent results [1, 7]. We name
them u1 to u4, though the numbers do not induce an order. Different starting conditions
of the algorithm could result in a switch in the numbering. The latent features are called
latent, because they are intermediate features in the mixture prediction workflow and
are typically not shown in practice. However, we consider them the point of interest of
the algorithm, since they contain all information within the learning algorithm for each
individual substance. Subsequent processing is a trivial vector multiplication.

An explanation of the latent features could describe the learned compressed model
of each substance’s mixture behavior and thereby increase trust in the current model,
where justified, possibly superseding the empirical model [8, 9] that is currently used in
practice. Ideally, explanations also open up future models to be substance-data-driven
instead of mixture-data-driven. This would alleviate a current drawback of MCM in that
it, in its pure form, cannot extrapolate to substances outside the training set.

We base our explanations of the substances on a comparison with chemical knowl-
edge captured in two additional data sets. First, a chemist has annotated each substance
with its most defining chemical class. Second, we gathered a set of readily available
physicochemical descriptors, e.g. molar mass, on each substance. The questions we are
trying to answer throughout this chapter are:

– Is there structure in the learned latent space that is sensible to a human, i.e. does it
coincide with domain knowledge?

– Are there correlations with physicochemical descriptors and properties that explain
certain latent features, ideally allowing bidirectional reasoning?

Since the latent space is spanned by four dimensions, communicating its information
is hard, since a direct visualization is impossible. Therefore, we rely on two interactive
visual analytics tools [10, 11] that employ dimension reduction techniques to create
two-dimensional and thereby viewable embeddings.

Throughout this chapter, we provide the following contributions:

– We provide an analysis of the feature space learned by MCMwith two visual analyt-
ics tools regarding their relationship to two types of physicochemical knowledge in
Sects. 2.3, 3.2 and 3.3.2.

– We propose an extension of a decision boundary visualization tool towards regression
models in Sect. 3.3.1.
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2 Rangesets

We will first introduce the challenges and possibilities of interpreting high-dimensional
embeddings, present a solution with rangesets proposed in [10], and then provide
a rangeset analysis of latent features in matrix completion with regard to domain
knowledge.

2.1 Motivation

Reading attribute information out of high-dimensional embeddings is difficult as the
reduction of dimensions aggregates the original data on typically just two viewing axes.
The interpretation of these axes depends on the type of projection. Linear projections like
principal component analysis (PCA) [12] as presented in Sect. 3 can still bemeaningfully
annotated with axes. However, the linearity in projection can also be a constraint when
the original dimensionality is too high impeding cluster analysis and outlier detection. In
these cases, non-linear techniques, which try to untangle the complex coherence of data
points, often work better to uncover structures in high-dimensional space. Even though
correspondingmethods likemultidimensional scaling (MDS) [13], t-distributed stochas-
tic neighbor embedding (t-SNE) [14] and uniformmanifold approximation (UMAP) [15]
are commonly used in computer science and engineering fields, these techniques share
that they inhibit the direct annotation of original dimension axes in projection space.

(a) Colorcoded points             (b) Contours           (c) Colored Triangulation         (d) Rangesets 

Fig. 1. [10]Comparison of different augmentation strategies of an original attribute in a non-linear
embedding on an exemplary dataset [16, 17]. (a) Colorcoded points require mental grouping for
outlier detection. (b + c) Field-based approaches fail to capture regions with diverse values. (d)
Rangesets alleviate both problems.

However, the visual retrieval of original data attributes is vital for the interpretation
of these otherwise abstract plots. An augmentation of the embedding with color can
provide this information. Nonato and Aupetit [18] classify augmentation strategies of
non-linear dimension reductions into three main categories: Direct enrichment, spatially
structured enrichment and cluster-based enrichment. In direct enrichment the layout
is enriched per point [19–22]. The most common technique, color-coding each point
can be seen in Fig. 1 (a). While simple to implement and understand, these techniques
suffer from occlusion and overplotting, making it hard to identify clusters and respective
outliers [23]. Spatially structured enrichments encode the embedding space based on a
geometrical abstraction. These provide an immediate sense of attribute value distribution,
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but resort to averaging, as in the iso-contours of Fig. 1 (b), or fine-grained tessellation
as in the triangulation of Fig. 1 (c). Cluster- or set-based approaches group points based
on their visual or data-space proximity and plot abstractions of these groups [24–26].
The technique used in this chapter belongs to this third option, while integrating parts
of the previous two to increase readability.

2.2 Rangeset Construction

Rangesets [10], shown in Fig. 1 (d), first bin data points with similar attribute values and
then draw geometric contours based on visual proximity for a set-based visualization that
captures both visual and data-space proximity. Clusters of points with similar attribute
values are conveyed through non-convex α-hulls, while outliers are kept as points. Users
are enabled to quickly observe structure and detect outliers.

As this approach first groups in data attribute space and then in embedding space,
we outline the algorithm illustrated in Fig. 2 in the following. It is designed to show the
distribution of a specific data attribute in an arbitrary (non-linear) embedding. This data
attribute does not necessarily need to be considered for the creation of the embedding
beforehand.

Fig. 2. [10] Key steps of the rangeset algorithm to compute contours and outliers.

As a set-based visualization, the attribute values to be displayed need to be in cat-
egories. Categorical data can be used directly, numerical data needs to be binned. For
each bin, the corresponding data points are extracted and a Delauney triangulation of
the filtered points is computed. From this Delauney triangulation all triangles that con-
tain an edge longer than a defined threshold ε are removed. The remaining connected
triangles form α-hulls that describe connected regions, while the unconnected points are
highlighted as dots of increased size.

Both α-hulls and outliers are colored based on their respective bin. Visualizing non-
linear attribute distribution as rangesets instead of as a continuous field (ref. Figure 1 (b)
(c)) polygons can overlap, which is accounted for by semi-transparent rendering.

The choice of parameter ε strongly influences the visual appearance of rangesets.
The effects of various ε values are shown in Fig. 3. For ε = 0 all points are outliers and
drawn as dots, Fig. 3 (b). For small values of ε, tight contours are created with many
points considered outliers, Fig. 3 (c). Larger values of ε lead to larger polygons up to the
convex hull of the considered set of points. A default value is proposed in [7] based on
Wilkinson [27]:

ε = q75 + 1.5 · (q75 − q25)
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With q25 and q75 being the 25th and 75th percentile of the edge lengths in theminimal
spanning tree.

While the mathematical formulation of rangesets is well defined, the best parameter
choice for interpretation varies based on the individual use case. The shape of rangesets
depends both on the choice of ε and the choice of bins for numerical data. While default
values have been stated in the previous paragraphs, users can refine bin ranges and shown
attributes in an interactive browser tool called NoLiES [10]. NoLiES further provides
comparison of attribute distributions via small multiples [28] and colored histograms.
The tool is built in Jupyter Notebook with common plotting libraries [29–31]. A demo
is available at bndr.it/96wza and the code at github.com/Jan-To/nolies.

2.3 Application to Process-Level

With the technique introduced above, we are able to collate the latent feature space of
solutes learned by MCM with available chemical knowledge. We first check whether
the learned structure is sensible at all through a comparison with chemical classes, then
we analyze the structure of the learned latent space itself and lastly look for correlations
with physicochemical substance descriptors.

2.3.1 Chemical Class as Descriptor of Learned Solute Features

The chemical sensibleness of the learned latent space spanned by u1-u4 can be initially
reviewed by the distribution of chemical classes. We know from empirically designed
models that structural groups are often well-suited for characterizing the mixture behav-
ior [8, 9]. Hence, chemical classes that are defined by these structural groups should be
a good high-level descriptor to check whether the learned latent distribution correlates
with expectations.

The MDS projection on latent features u1-u4 in Fig. 3 is optimized to preserve high-
dimensional distances between points in the 2D environment. Substances with similar
latent feature values are generally projected closer to each other than substances with
dissimilar values. Consequently, substances with the same chemical class should be
close to each other as well and form visible groups. To encode this visually, chemical
classes are chosen as the attribute for rangesets.

Chemical class is already a categorical variable and needs no further discretization
to define the rangesets, but the filtration parameter ε is still indeterminate. Varying the
values of ε confirms that first, coloring per point, Fig. 3 (a), is inferior at communicating
distribution, clustering and outliers. Second, too high values of ε, Fig. 3 (c), integrate
outliers into clusters, leading to inexpressive polygons. Lastly, the default ε value 0.54,
Fig. 3 (b), and values slightly above it, Fig. 3 (d), give a good balance between con-
nected components and outliers in this dataset. Further analysis is performed in this
configuration.

Figure 3 (d) shows a striking coherence of chemical classes and the similarity in latent
features, which constitute the positioning in the embedding. The sparsely overlapping
rangeset polygons for most colors (blues, oranges, browns, light green, light purple)
indicate that chemical class can be a distinct descriptor of the solute’s learned latent
features. The polygons for aromatics, alkanes and alkenes span a wider space and have
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Fig. 3. Visual effect of various values for contour parameter ε. MDS-embedding of 240 solutes
based on latent features u1-u4 with rangesets colored by chemical class.

minor overlap with other classes. These classes have a common, but not unique latent
feature profile. Each of the rangesets for nitriles, alcohols and aldehydes is clustered yet
separated from the rest, hence indicating that for these solutes a distinct characteristic
latent feature combination is learned. The polygons for ester and ketones are overlapping,
indicating similar learned solute properties. All three observations fit with chemical
knowledge.

Analyzing the coherence within each chemical class, we look at the outliers, high-
lighted by bigger dots, with respect to the same colored polygon(s). We observe that
alcohols, nitriles, amides and alkanes have one or less outliers, indicating uniform latent
features and hence learned solute behavior. On the other hand, aromatics generally share
latent features, but aromatics like chrysene or phenol differ significantly, in line with
their unique chemical structure. Water and heavy water are isolated as well, again due
to their unique chemical structure.

From the analysis above, we can conclude that chemical classes generally coincide
with the learned distribution on latent features. The cases where position and therefore
latent feature values are ambiguous with chemical classes can mostly be explained with
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the chemical knowledge of an expert. For the considered set of solutes, chemical class
therefore is a suitable descriptor of MCM features, even though the features were purely
derived from the respective mixture behavior.

2.3.2 Latent Feature Distribution

The MDS projection used as the base for the analysis in this section is a non-linear
projection technique. The tradeoff of such projections is that the high-dimensional axes
are not readable anymore as there is no direct mapping.We lose the ability to quickly find
high/low values, the direction along which the values are increasing and the occurring
value combinations. While the point-based non-linear definition of the MDS projection
forbids a perfect reconstruction of the axis, rangesets provide insight into these lost
attributes.

Since theMDS projection is conducted to reduce latent features u1-u4 to two dimen-
sions, the distributionof individualu’s could explain the spatial structure of the dimension
reduction. In Fig. 4 (a)–(d) the rangeset attributes are set the individual latent features
discretized into five equidistant bins from very low to very high.

For u2 and u3 there are clear directions of increasing values, hinted by black arrows,
which give these directions a simplemeaning. For u1 and u4 the trends are non-linear and
not monotonically increasing. For u1 the values in the orange high bin form a connected
patch but are enclosed by and overlapping with the yellow medium bin. The deduction
of u1 value from the embedding position is therefore ambiguous for this area. The same
phenomenon occurs for u4 with the blue very low bin. We further observe a plethora
of rangeset outliers in u1 and u4 that are not following the overall trend, which further
hampers the ability to guess u values from the MDS projection.

Comparing the rangesets of the original dimensions in a small multiples setting in
Fig. 4 also reveals common occurring feature combinations. The matching trends of
increasing values from top left to bottom right in the rangesets of u3 and u4 implies a
positive correlation between the dimensions. On the flipside, the trends of u2 and u3
are perpendicular and therefore uncorrelated. Comparing the patches of u1 and u3, we
recognize that substances with both very high and very low u1 values have high or very
high values in u3.

In essence, the analysis of the projection dimensions with rangesets unveil the lost
‘axes’ of the projection and their interaction, even though both can be too complex to
grasp.

2.3.3 Physicochemical Descriptors of Learned Solute Features

Theanalysis inSect. 2.3.1 showed thatwhile chemical classeswork as general descriptors
of learned solute features, they are too coarse-grained to describe the feature combina-
tions precisely. However, any precise correlation between readily available information
and MCM features would be essential to enhance the MCM to a data-driven virtual
approach. As physicochemical descriptors are available for most substances, we apply
rangesets to analyze possible correlations.

Figure 4 (e) and (f) show two simple descriptors, molar mass and polarity, where
correlations can be seen. As before, the properties are discretized in five equidistant bins
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Fig. 4. 240 solutes in an MDS-embedding based on latent features u1-u4. Rangesets are chosen
to interpret the distribution of individual latent features (a)–(d) or physicochemical descriptors of
each solute (e)–(f) in the dimension reduction. Black arrows are added manually to indicate major
value trends where applicable.

and ε = 1. Considering molar mass, the red and blue distribution of outlier points at
the opposite sides with overlapping regions in the center, hints that extreme molar mass
values are characteristic for solute features, but medium values are not. The findings
for polarity are even more clear. The big blue polygon in Fig. 4 (f) indicates that non-
polar substances share common solute features. From this region, polarity is gradually
increasing with the change in similarity, analogous to u3, suggesting that polarity is
rather continuously captured in solute features.

Some of the descriptors may be good for describing individual MCM features or at
least be captured in combinations thereof. However, rangesets capture only the trends
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of the continuous relationship between changes in features and attributes, chemical
classes or physicochemical descriptors. Rangesets are grouping data points based on
their neighborhood in one specific projection. Visually filling the space between points
suggests that we have knowledge of this space. Due to projection ambiguity, these
neighborhood relationships are not necessarily monotonous or continuous, as seen in
the overlap in Fig. 4. To get further insight which parameters need to change exactly to
achieve a certain value, a more detailed analysis requires a different tool, which we will
present in the next section.

3 Decision Boundary Visualization

The relationship between a high-dimensional space and a related variable can bemodeled
as amultivariate function. In this sectionwepresent an interactive tool to explore decision
functions with regard to their high-dimensional input spaces and apply it to deepen
our analysis on the relationship between latent MCM features and chemical classes.
Afterwards, we propose an extension of the tool for regression analysis, which we can
then expand on the physicochemical descriptors’ link with MCM features.

3.1 CoFFi

Machine learning approaches span a high-dimensional space in their input or, in the
application in this chapter, MCM, in the latent features. As such, MCM is considered
a black box algorithm, since the relationship between input data and generated latent
features is inaccessible. Explaining this relationship can improve trust in properly per-
forming systems [6] and can point out flaws in ill-formed systems [7]. We abstract the
black box model to a decision function y = f(x), that can be probed for any input x to
generate output y.

Visual explanations of black-box decision functions are a pressing research field
that leads in various directions. Common approaches can be classified in two categories.
Sample-based approaches find fitting projections of labeled datasets and explain the
changes based on the contrastive juxtaposition of discrete data points. Rangesets fall
into this category, but more specialized approaches exist that focus on individual regions
[32–34]. The other direction is to compute visual maps by probing the input space
densely in a fixed two-dimensional embedding [35]. Literature can be united under the
conclusion that the interesting parts of the decision function lie where the output value
changes significantly [32, 35]. Since humans internally reason by comparisons [36],
counterfactual reasoning, reasoning over what would need to change to achieve a dif-
ferent result, is another preferable approach for explaining decision functions [37]. The
visual analytics tool Counterfactual Finder (CoFFi) [11] unites sample-based analysis
with visual maps and counterfactual reasoning and we therefore use it to further analyze
the data at hand. While CoFFi was previously only intended for classification problems,
we introduce modifications for regression analysis after a tool overview.

The interface features five components marked in Fig. 5 that are linked and inter-
actively explorable. A data table (A) displays the data set in an accustomed fashion.
The topology view (B) provides multiple algorithms for non-linear dimension reduction
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to assess overall class distribution and data set separability. This view is identical to
rangesets with ε = 0 or plain glyphs colored by class affiliation. The partial dependence
view (C) shows the expected outcome for changes to individual input parameters of a
currently selected reference point, while holding the other parameters fixed. This uni-
variate behavior analysis, which is typically called partial dependence analysis [38], is
displayed as horizon charts [39], where the vertical baseline is the decision boundary. A
higher prediction per class is indicated by vertical areas, each indicating 25% increase in
prediction. Areas are colored according to the most probable class with more confident
predictions in richer colors.

The embedding view (D) advances the partial dependence analysis to multivariate
space. A PCA projection based on a local neighborhood of data points is regularly sam-
pled to produce a visualmap of a slice of the output space. Due to the unique properties of
PCA, the original high-dimensional axis can be overlaid as a gray biplot [40] capturing
feature variance and correlation. Positively correlated axes point in similar directions,
negatively correlated axes in opposite directions. The necessary feature changes to reach
the white decision boundaries can be read with regard to the axes. Since PCA is linear,
feature values increase linearly in the direction of each axis, but do not change orthogo-
nal to the axis. Decision boundaries orthogonal to axes are relying on the respective axis
feature value to cross a threshold, which is shown onmouse-over. Finally, axes with little
importance or of little interest can be fixed and thereby excluded from the multivariate
analysis in the feature selection (E). For more details on functionality and theoretical
background, we refer the reader to the original publication [8]. A demo is available at
bndr.it/cqk5w and the open source code on Github at github.com/Jan-To/COFFI.

3.2 Chemical Classes in Latent Feature Space

An analysis of the class distribution in CoFFi may provide more hints on how each class
is encoded in the MCM’s latent feature values. The latent features u1-u4 are the input
dimensions that define the feature space and the chemical class is the output dimension
that defines the color. We hope to read out which changes are necessary to flip between
classes.

However, two preprocessing steps are necessary. We filter the data set to the eight
most occurring classes, since saturation was previously used to expand the colormap
and saturation is overloaded here as a probability indicator already. Further, MCM is
by design only defined on the training samples and can therefore not be probed at
intermediate samples. As this is a disadvantage of MCM we would like to overcome in
the future, we train a surrogate model instead to predict the chemical class from latent
features. While a surrogate model creates a continuous decision function, the exact
values are only interpolated from the model and need to be taken carefully. Nonetheless,
surrogate models are an established explanation approach [41] and the general decision
areas are expressive enough to deduce explanations. Our experiments showed that a
three-layer fully-connected neural network is able to capture all decision boundaries
while keeping them simple.

We first gain an overview by centering the PCA at the data set mean in Fig. 5.
Comparing the MDS embedding in (B) with the one in Fig. 3 (d) reveals that the classes
alcohols (pink), alkanes (cyan), alkene (purple) and aromatics (orange) are even more
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Fig. 5. CoFFi interface with chemical classes for solutes relative to latent feature space of MCM.
(A) Data table (B) Non-linear projection (C) Partial dependence (D) Sampled linear projection
(E) Importance distribution (F) Manually added linear projection of decision boundaries in the
neighborhood of Cyclohexene. Alkanes (cyan) differ from alkenes (blue) in u4 = 0.

distinct than without the filtration to eight classes. The model importance (E) is highest
for u3 and u4 and lowest for u1, which therefore seems to be less discriminative, but
still relevant regarding chemical class. In Fig. 5 we find that u2 > 1 is characteristic for
alcohols. We deduce that alcoholic mixture behavior is encoded in high u2 values by
MCM. In both the linear (D) and non-linear projection (B), alkanes and alkenes are still
neighboring as expected from their similar molecular structure. The deciding feature
between the two seems to be a threshold of u4, since it is orthogonal to the axis. We
confirm this assumption by updating the embedding view to a representative of alkenes,
cyclohexene, and its neighbors in Fig. 5 (F) finding a threshold of u4 ≈ 0.

We pick an outlier in the MDS plot to check whether the exceptional latent feature
values align with the chemical expectations. 2,2,2-Trifluoroethanol is a halogen that
is highly reactive and has an isolated position in MDS. In the focused plot of Fig. 6
(A) the neighboring classes are aromatics (orange) and alcohols (pink). The closeness
with alcohols is sensible, since 2,2,2-Trifluoroethanol, as the name suggests, contains
a hydroxyl group and therefore can be considered an alcohol as well. By probing the
decision boundary with alcohols (gray cross), we learn that alcohols differ by slightly
higher values in all features, which is something that was not visible in the univariate
and non-linear analysis. Another interesting finding is that u1 and u3 as well as u2 and
u4 are highly correlated when restricting to this local neighborhood, which is contrary
to without the exclusion of alkanes and alkenes in Fig. 5 (D).
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Fig. 6. Chemical classes in latent feature space focused on 2,2,2-Trifluoroethanol surrounded
by similar substances. A gray cross marks the counterfactual probe on the decision boundary to
alcohols. In the usual univariate analysis with partial dependence the same change, marked by
dark gray lines, is not visible as a counterfactual.

3.3 Latent Features in Physicochemical Descriptor Space

A reproducible link between latent MCM features and physicochemical descriptors
would significantly improve our capability to build machine learning algorithms – pos-
sibly up to the point of extrapolation. The previous rangeset analysis fell short in uncov-
ering usable relationships. As a next step, we relate individual latent features in CoFFi
to a set of readily available physicochemical descriptors of the solutes. The descrip-
tors – dipole moment, polarizability, anisotropy, normed anisotropy, H-bond acceptance,
H-bond donation, HOMO-LUMO gap, ionization energy, electron affinity and molar
mass – are described in Table 1.

We again learn a surrogate model to predict the latent features from the set of physic-
ochemical descriptors. We specifically decided against direct u-to-property scatterplots,
which would avoid the surrogate model, but possibly miss higher-dimensional effects.
We use the same model as in the previous section, as it proved to provide a good balance
between simplicity and accuracy. CoFFi has previously only been used for classifica-
tion problems, but predicting a continuous latent feature value is a regression problem.
In the following section, we propose an adaptation to the existing workflow to handle
regression problems in CoFFi.
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Table 1. Overview over considered physicochemical descriptors.

Name Description Unit

Dipole moment Strength of permanent dipoles Debye

Polarizability Tendency to acquire an induced dipole moment a03

Anisotropy Anisotropy of electric polarizability tensor

Normed anisotropy Anisotropy / Polarizability

H-bond acceptance Number of H-bond acceptor sides / molar weight for molecules
that can accept h-bonds

H-bond donation Number of H-bond donor sides / molar weight for molecules
that can donate h-bonds

HomoLumoGap The energy difference between the molecule’s frontier orbitals eV

Ionization energy The energy difference between a molecule and its isostructural
cation

kJ/mol

Electron affinity Energy released when an electron attaches kJ/mol

Molar mass The mass of 1 mol of molecules g/mol

3.3.1 CoFFi Adaptation for Regression

The fundamental basis of counterfactual reasoning is the definition of the decision bound-
ary.With categorical outcome variables, this boundary is trivial as the change in the most
probable class. For continuous outcome variables this is no longer given. As such, we
segment the continuous space into ranges that can be described together. Thereby, the
regression can be handled like a classification with decision boundaries at the segment
crossings.

In practice, the transformation requires some precautions. Contrary to the five
equidistant bins in rangesets, the segment edges should always be designed accord-
ing to the modality of the distribution. Since the edges are even more pronounced here,
they need to be chosen and communicated explicitly. A histogram in the bottom left
of Fig. 7 displays both the distribution and the currently chosen segment edges. In this
case, we chose to set the segment to low, median and high, since there is an unimodal
distribution. The physicochemical descriptors then serve as the input for the surrogate
model to predict whether one specific u is within a certain segment.

3.3.2 Latent Feature Analysis

In this section, we analyze the individual latent features u1-u3 by associating the physical
properties in the regression variant of CoFFi and draw conclusions on the relevance for
model explanation. The analysis for u4 is omitted due to space constraints.

u1. Figure 7 shows the CoFFi interface for u1 containing all solutes. The distribution
of u1 values is unimodal with the peak at 0. Therefore, u1 has little to no influence on
the mixture computation in MCM for most solutes. We deduce that u1 is not encoding a
commonmixture behavior, but is rather specialized to encode a few rather exotic solutes.



Embedding-Space Explanations of Learned Mixture Behavior 45

In the MDS and PCA projections we observe that the solutes with low u1 values (blue)
are spread on the outside of the plots, hence holding unusual physicochemical descriptor
combinations. Selecting the blue dots in the MDS updates the data table to reveal that
these are aromatics and esters with high organic solubility. Selection of high u1 values
(red) reveals that these characteristics are not united in physicochemical descriptors,
but are rather taken by phenol, chloroform and their variants. The model importances
are rather evenly distributed within 5% and 14%, which is why we cannot deduce any
dominant relationship between a particular physicochemical descriptor and the u1 value.
We conclude that the u1 value is encoding mixture behavior which is not captured in the
current set of physicochemical descriptors.

Fig. 7. Default CoFFi interface for physicochemical descriptors’ influence on u1. u1 is unimodal
distributed with most values close to zero. Solutes with low u1 values (blue) hold uncommon
physicochemical descriptor values (peripheral distribution in embeddings), while phenols and
chloroform hold high values (red) and blend in with the average points (yellow).

u2. The distribution of u2 is bimodal as shown in the bottom left of Fig. 8. We
therefore segment into negative (blue), close-to-zero (green), medium (orange) and high
(red) values. The UMAP projection shows clusters of distinct physicochemical descrip-
tor combinations in line with the segmentation. High u2 values are reached by alcohols
while medium values encode ketones. We select an evenly class-distributed subgroup
of substances with the lasso tool in UMAP to contrast the high and medium solutes
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Fig. 8. CoFFi interface with physical properties related to u2. After selection of a balanced group
of green, yellow and red data points, the other components update accordingly. Further filtration
to influential property axes updates the embedding to cover only the variance in these properties
centered at the selection mean.

to the close-to-zero solutes. Partial dependence view and model importance show that
H-bond characteristics are most important, with H-bond acceptance above 0.018 chang-
ing from high u2 to medium u2 and H-Bond donation of below 0.005 changing to
the main close-to-zero group (horizontal arrows). We filter the embedding view to the
influential physicochemical descriptors only to extend our uni-dimensional analysis to
two-dimensional dependencies. The decision boundaries orthogonal to the respective
axis reveal that H-bond characteristics dominate over changes of similar magnitude in
dipole moment. As we wonder about the curved boundary in the bottom right, we hover
over the embedding to realize that it starts when the H-bond donation is already zero,
but HomoLumoGap is still decreasing. We conclude that HomoLumoGap is therefore
only influential on u2 for solutes that are not H-bond donors, e.g. Ketones.

u3. The distribution of u3 shown in Fig. 9 A is different from the previous ones in
that all values are negative. Most values lie between −1.5 and 0 (red), with a segment of
medium (yellow) and significantly negative (blue) values. The MDS and the data table
in Fig. 9 B + C reveal a string cluster of medium-size alkanes (yellow) transitioning
into long-chained alkanes (blue). We concentrate our analysis via selection on just this
cluster to retrieve the responsible physicochemical descriptor. Polarizability (39%) and
molar mass (21%) are the most influential descriptors in our surrogate model (Fig. 9
D). This explanation aligns with chemical knowledge, since polarizability and molar
mass increase with chain-size in alkanes. We notice the strong but sensible correlation
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Fig. 9. CoFFi interface relating physical attributes and bins of u3 (A). Selection of a string cluster
(B) reveals that solutes with small u3 are different length alkanes (C). The model importance
analysis (D) shows polarizability and/or molar mass to be the explaining descriptors. Their axes
(E) coincide signaling high positive correlation, to which probing (gray cross in E)) reveals the
split point between bins (gray lines in F).

in the embedding – the polarizability and molar mass axes point in exactly the same
direction in Fig. 9 E – and probe the embedding (gray cross) to read in Fig. 9 F that
above 135 a03 polarizability and 154 g/mol molar mass (arrows) the solutes have u3
< -2.6 (blue). However, we need to note that this is merely an explanation and not a
physical dependency. Other hidden properties may be the actual influential factor, but
the surrogate model identified polarizability and molar mass as specific descriptors to
distinguish alkanes from each other and the other substances, which is sensible and can
be used for the development of data-driven MCM algorithms.

4 Conclusion and Future Work

Matrix completionmethods have proven to bemore accurate than current state-of-the-art
solutions for prediction of thermodynamic properties of mixtures. In this chapter, we
analyzed the latent feature space of such amatrix completionmodel with regard to chem-
ical knowledge. Within two interactive visual analytics tools, we were able to provide
explanations for the learned solute features.We found that chemical classes coincidewith
the structure of the learned feature space wherever the chemical class is defining for a
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substance’s solute behavior and that chemical similarity is captured by the neighborhood
relation in latent space. Alcohols and other substances with hydroxyl groups were par-
ticularly exceptional in their learned characteristics. Finally, some latent features were
clearly explained by physicochemical descriptors, while others only revealed trends.
The insight gained in this chapter serves a first step towards a fully data-driven mixture
prediction, potentially reducing costs while increasing accuracy in process planning.

The current work is limited in analyzing one attribute or latent feature at a time.
The simultaneous correlation of physicochemical descriptors to multiple latent features
could provide a global understanding into which descriptors are reflected in which part
of learned space. Additionally, parts of the current analysis rely on a simple surrogate
model. An analysis on the predictability of solute descriptors from physicochemical
descriptors in a sophisticated model is up to future work.
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Abstract. Molecular dynamics simulations provide insight into the processes
underlying material plasticity and hard-ness. We demonstrate its uses here for
the special case of a metal-matrix nanocomposite, viz. Ni-graphene. A series of
increasingly more complex simulation scenarios is established, starting from a
single-crystalline matrix over bi-crystal samples to fully polycrystalline arrange-
ments. We find that the nanocomposite is weaker than the single-crystalline metal,
since the graphene flakes are opaque to dislocation transmission and thus constrain
the size of the dislocation network produced by the indenter. However, the flakes
increase the hardness of a polycrystalline metal matrix. This is caused by disloca-
tion pile-up in front of the flakes as well as dislocation absorption (annihilation)
by the graphene flakes.

1 Introduction

The topic of physical modeling in the framework of the graduate school Physical Model-
ing for Virtual Manufacturing Systems and Processes spans many spatial and temporal
scales. On the finest scale, atomistic modeling techniques can be used, of which the
method of molecular dynamics simulation is an important example. Atomistic modeling
allows one to obtain insights into the basic processes underlying manufacturing. In this
chapter, we present an example of the potential of atomistic simulation to identify basic
processes underlying machining of materials.

In materials-science simulation studies, surface machining processes are often sub-
divided into the classes of indentation, scratching and cutting. Of these, indentation is
the most basic process, as it only requires penetration of a tool in normal direction into
the workpiece, but not any lateral movement. We therefore focus in this chapter on the
indentation of a tool into the workpiece. In order to allow comparison with the majority
of other studies, the tool will be assumed to be spherical; or, in other words, the part
of the tool that actually penetrates the surface is considered to be curved with a fixed
radius of curvature. Also, the tool will be considered to be rigid; this is a model of a
hard diamond indenter and simplifies the discussion, since all aspects of tool wear are
excluded.
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Indentation processes have been simulated for many materials using molecular
dynamics, including metals [1–11] and ceramics [12–18]. Such studies provided infor-
mation on the mechanisms underlying material plasticity during indentation, see Refs.
[19, 20] for a review. However, the plasticity in composite materials differs from that in
homogeneous materials and still poses open questions, such as to the pile-up, trans-
mission and absorption of dislocations at interfaces. We therefore investigate here
graphene-reinforced metal-matrix materials, focusing on Ni-graphene nanocomposites.
Such graphene-metal composites have excellent mechanical properties [21–28] as they
combine the superior mechanical properties of graphene [29, 30] with the ductility of
the matrix metal.

The plasticity in these nanocomposites is based on dislocation nucleation and migra-
tion in the matrix metal and on how these dislocation-based processes are influenced by
the graphene flakes [31–33]. These issues are well suited to investigation by molecular
dynamics simulation [25, 34–41]. Previous studies focused on the improvement of the
composite hardness in the metal matrix [34, 36, 39, 42, 43]. In recent work [37, 38, 44],
we studied the effects of the graphene interfaces in absorbing dislocations and hindering
their propagation; the present chapter reviews these studies.

2 Method

The Ni blocks used for the simulations have typical sizes of 40 nm × 40 nm in lateral
directions and a depth of 30 nm, containing around 5 × 106 atoms. They are filled with
graphene flakes of various sizes and morphologies; the exact configurations vary with
each simulation and are described in the following sections. The indenter is modeled
as a rigid, hard and frictionless sphere of radius R = 5 nm which penetrates in normal
direction into the sample with a velocity of 20 m/s.

Ni atoms interact with each other by a many-body interaction potential developed by
Mishin et al. [45]. The interaction among C atoms is modeled by the so-called adaptive
intermolecular reactive empirical bond order (AIREBO) potential of Stuart et al. [46].
The interaction between C and Ni is described by a pairwise Lennard-Jones potential,

V (r) = 4ε
[
(σ/r)12 − (σ/r)6

]
, (1)

with length parameter σ and energy parameter ε. These parameters are provided by
Huang et al. [47] as ε = 23.049 meV and σ = 2.852 Å. Finally, the interaction of the
indenter with the sample (Ni or C) atoms is modeled by a repulsive potential as proposed
by Kelchner et al. [48],

V (r) = k(R− r)3, (2)

for all atoms with distance r to the indenter center smaller than the indenter radius R.
The indenter stiffness has been set to k = 10 eV Å−3, following Refs. [5, 48].
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The simulations are performed with the open-source code LAMMPS [49] using a
constant time step of 1 fs. The indentation is performed in the so-called displacement-
controlled mode; i.e., the indenter position is advanced each time step according to
its velocity; then the resulting forces on the sample atoms are calculated and the
atom positions are updated. Further details on the molecular dynamics method used
in nanoindentation are found in Refs. [19, 37, 38, 44].

Common-neighbor analysis [50] is used to identify the crystalline structure and the
dislocation detection algorithm DXA [50–52] to determine the length of dislocations.
The software OVITO [53] is used to visualize the simulation results.

3 Ni Single Crystal

In a first step of our molecular dynamics simulations, a Ni single crystal with a (111) sur-
face is indented with an indenter of radius R= 5 nm. Figure 1a shows the corresponding
force-depth curve. It is characterized by an elastic part extending up to around 0.7 nm
indentation following the Hertzian F ~ d3/2 behavior; the ensuing load drop is caused
by the formation of dislocations which relieves the stress exerted on the substrate. With
continuing indentation, the force increases; the fluctuations are caused by the stochastic
nature of dislocation generation and emission. The defects generated in the Ni material
after an indentation to 4.1 nm are displayed in Fig. 1b. The stacking faults visible in
the environment of the indentation pit are the traces left over after the movement of
dislocations away from the high-stress environment of the indenter.

We contrast these findings with the indentation of a Ni (111) single crystal into
which a graphene flake is embedded at a depth of 3 nm. The flake extends on all sides
17 nm from the indentation point, such that its extension can be considered ‘infinite’ in
lateral direction in the sense that dislocations created by the indentation process cannot
interact with the flake boundaries. The force-depth curve, Fig. 1a, shows that almost at
all indentation depths, less force is required to indent the graphene-loaded Ni matrix
than the pure Ni crystal; in other words, the Ni-graphene nanocomposite is weaker than
the pure Ni crystal. Figure 1b shows that the graphene layer prevents dislocations to be
created in the sub-graphene region and even prevents the migration of dislocations into
that region. We conclude that the blocking of dislocation transmission reduces the force
necessary for indentation.

The role of the edges of the graphene flakes is investigated in a further series of
simulations. As Fig. 2 shows, here 9 different systems are studied. All of them are based
on a Ni single-crystalline matrix with a (100) surface. The depth below the surface at
which the flake is situated is varied from 3 nm (‘top’) to 5 nm (‘middle’) and 10 nm
(‘bottom’). Also the lateral position of the flake is varied; if it ends below the center of
the indenter, it is denoted as system ‘1’; if it extends beyond the center by 5.3 nm or
10.7 nm, as system ‘2’ or ‘3’.
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Fig. 1. Comparison of the indentation into single-crystalline (SC) Ni with Ni containing a
graphene flake (g) at a depth of 3 nm. (a) Dependence of the indentation force on depth. (b)
Microstructure formed at an indentation depth of d = 4.1 nm, immediately before dislocation
nucleation in the lower Ni block. Atoms are colored according to common-neighbor analysis.
Purple: fcc; red: stacking faults; cyan: other defects; brown: graphene. Data taken from Ref. [38]
under CC BY 4.0.

Figure 3 exemplifies the evolution of the dislocation network for the systems ‘2’, in
which the flake extends roughly by the size of the indenter radius beyond the indenter
and compares it with that for a pure Ni matrix. The reference case, pure Ni, follows that
of previous studies of indentation into face-centered cubic (fcc) metals [5, 54–56]. The
generated dislocation network is characterized by the ejection of loops in the <110>
glide directions of the fcc matrix; in addition, a dense network adherent to the indent pit
forms.
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Fig. 2. Side view (left) and top view (right) of the setup of the simulation system. x and y are
the cartesian directions parallel to the surface, and z normal to the surface. 9 different positions
of the graphene flake (brown) are simulated, which differ in their depth below the surface (‘top’,
‘middle’, and ‘bottom’) as well as in their lateral extension in x direction, designated by ‘1’, ‘2’,
and ‘3’. Taken with permission from Ref. [37].

Fig. 3. Side views onto the y–z plane of the indented pure Ni sample, as well as the bot2, mid2,
and top2Ni-graphene systems for indentation depths of d = 1.5, 3, 4, and 5 nm; the view direction
is along the− x axis, see Fig. 2. The volume is cut immediately under the indenter such that only
half of the plastic zone is visible for clarity. The light blue color highlights the graphene flake as
well as the indentation pit. Dislocations are colored according to their Burgers vector. Green: 1/2
<112>; dark blue: 1/2 <110>; pink: 1/6 <110>; yellow: 1/3 <001>; red: other. Taken with
permission from Ref. [37].
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Fig. 4. Evolution of the (a) total dislocation length, (b) indentation force, and (c) contact pressure
with indentation depth. The first load drops are indicated in (b) and (c) by arrows. Taken with
permission from Ref. [37].

The insertion of a graphene flake stops the emission of dislocation loops and also
constrains the evolution of the network adherent to the indent pit. A novel situation
arises for the ‘top’ conformation of the flake, where it is situated only 3 nm below the
surface. After the indenter is pushed deeper into the material – d = 4 and 5 nm in Fig. 3
– dislocations are generated also in the lower part of the Ni matrix. Note that the flake
does not rupture; the indenter does never touch the Ni material below the flake, but the
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stresses it generates are sufficient to lead to dislocation formation and even loop emission
into the lower Ni matrix. These simulations thus show that the main role of the graphene
flake consists in constraining the dislocation networks building up in the Ni matrix. The
dislocation network, i.e., the plastic zone generated by the indenter, adapts its geometry
to the non-transmitting flake.

Figure 4a demonstrates that not only the geometry, but also the total length of dis-
locations in the plastic zone is affected by the presence of the flake. In all cases, the
total length of the dislocations is reduced with respect to that in the pure Ni matrix; the
amount of reduction is determined by the distance of the flake from the surface. For the
‘bottom’ geometry, the influence of the flake is only noticeable for indentation depths
beyond 3 nm, while for the’top’ geometry, already at d = 1 nm, a reduction in dislocation
length is visible. These data quantify the qualitative information provided in Fig. 3 of
the influence of the flake position on the generated dislocation network.

Figures 4b and c show how the normal force and the build-up of contact pressure
during indentation are affected by the presence of the graphene flake. The contact pres-
sure is determined as the ratio of the normal force to the contact area of the tip. The
normal forces show a clear ordering with the position of the flake, at least for indentation
depths up to 3 nm: the farther the flake is buried inside the matrix, the higher the load
that the system can carry. These data thus confirm and extend the conclusions made
with the discussion of Fig. 1b. Since we use the same indenter in all these studies, this
result also carries through to the contact pressure, Fig. 4c, and as the average contact
pressure can be identified with the hardness of the sample, we find that the hardness of
the nanocomposite material is decreased if the flake is positioned closer to the surface.

4 Ni Bi-crystal

In real composites, graphene flakes will usually not be incorporated within a single-
crystalline matrix, but favor sites at grain boundaries. We investigated such a scenario
by studying Ni bi-crystals and inserting a graphene flake in the grain boundary. To be
specific, we stayed with a Ni(111) crystal; a twist grain boundary is inserted at a depth
of 3 nm, such that the Ni crystal in the bottom grain also has a (111) surface, which is,
however, twisted with respect to the top grain by an angle θ. We investigated the cases of
θ = 30z and 60z and also compared to the reference case of θ = 0z (no grain boundary).
The θ = 60z tilt boundary was selected as it is the lowest-energy grain boundary in fcc
Ni [57]; it constitutes actually a coherent �3 twin boundary and has a specific energy of
only 0.06 Jm−2. On the other hand, the θ = 30z twist boundary has the highest energy
among all (111) twist boundaries; its specific energy amounts to 0.49 Jm−2 [57]. In the
following, we will also denote the θ = 30z grain boundary as the high-energy grain
boundary, since its defect energy is high, and the θ = 60z grain boundary as the low-
energy grain boundary since its defect energy is low and the material hence more closely
resembles an ideal Ni crystal.
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Fig. 5. Comparison of the force-depth curves for indentation into bi-crystals containing a 30z or
a 60z twist grain boundary (hm) with that of a single crystal (SC). Data taken from Ref. [38] under
CC BY 4.0.

Let us first focus on the effect of a graphene-free grain boundary on indentation
into pure Ni; these pure Ni bi-crystals will be denoted as hm (homointerface) systems.
Figure 5. Shows the force-depth curve for the three systems and Fig. 6 visualizes the
dislocations generated. Clearly, the high-energy θ = 30z grain boundary prevents dislo-
cations from crossing, while dislocation transmission is possible for the low-energy θ =
60z grain boundary. These findings are in agreement with earlier simulation work on fcc
metals [58–61]. Interestingly, the system with the low-energy grain boundary, θ = 60z,
requires the highest load for indentation. This observed ‘hardening’ may be attributed to
the fact that dislocation transmission through the twin boundary requires external strain
[58, 59, 61, 62].

In contrast, the high-energy θ = 30z grain boundary requires less force for indenta-
tion, as observed in Fig. 5, at least until the indenter touches the grain boundary at d =
3 nm. Here, dislocation absorption at the grain boundary decreases the hardness of the
Ni matrix. This behavior is in agreement with previous simulations [63, 64].
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Fig. 6. Dislocation network building up after indentation to a depth of 2.1 nm into a Ni bi-crystal
containing (a) a 60z and (b) a 30z twist grain boundary at 3 nm depth. Atoms are colored according
to common-neighbor analysis. Red: stacking faults; yellow (cyan): defective atoms in the upper
(lower) Ni grain. Fcc atoms have been removed for clarity. Green lines show Shockley partials.
Data taken from Ref. [38] under CC BY 4.0.

The effect of filling the low-energy θ = 60z grain boundary with a graphene flake
is shown in Fig. 7. Figure 7a demonstrates that the effect of graphene is to consider-
ably decrease the force necessary for indentation; the material is thus weakened. As
the graphene flake blocks the transmission of dislocations through the grain boundary,
Fig. 7b, this effect is even stronger than what was observed for the Ni single-crystal,
Fig. 1. The blocking of dislocation transmission by the graphene sheet is responsible for
the reduced force necessary for indentation of the graphene-Ni composite.



60 V. H. Vardanyan and H. M. Urbassek

 

 

Fig. 7. Comparison of the indentation into a Ni bi-crystal with a 60z twist boundary without
(hm) and with (g) graphene. (a) Evolution of force with indentation depth. (b) Snapshots showing
themicrostructure at an indentation depth of d= 4.2 nm.Atoms are colored according to common-
neighbor analysis. Purple: fcc (lower Ni block); gold: fcc (upper Ni block); red: stacking faults;
cyan: other defects; brown: graphene. Data taken from Ref. [38] under CC BY 4.0.

For the high-energy θ = 30z grain boundary, the effect of graphene coating the grain
boundaries is negligible, see Fig. 8a. The reason hereto is that dislocations cannot cross
this grain boundary even if graphene is absent, cf. Figure 8b; hence the effect of graphene
on dislocation transmission is absent and consequently also the effect on the force-depth
curve and the material hardness.
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Fig. 8. Comparison of the indentation into a Ni bi-crystal with a 30z twist boundary without
(hm) and with (g) graphene. (a) Evolution of force with indentation depth. (b) Snapshots showing
the microstructure immediately before dislocation nucleation in the lower Ni block: at d = 3.4 nm
(hm) and at d = 4.0 nm (g). Atoms are colored as in Fig. 7. Data taken from Ref. [38] under CC
BY 4.0.

5 Ni Polycrystal

Finally, molecular dynamics simulation was used to study the effects of coating grain
boundaries with graphene in a Ni polycrystal. The polycrystal was created using the
method of rapid quenching from the melt [65, 66]; by choosing the quench rate of
1 K/ps, we obtain a Ni polycrystal with an average grain size of 4.1 nm. Figure 9 shows
the final structure of the polycrystalline Ni matrix after quenching.

In order to create a Ni-graphene polycrystalline nanocomposite, 64 square graphene
flakes with a side length 2.6 nm were added to the melt before quenching. We observed
that the morphology of these flakes in the melt changed considerably during the 14 ns
equilibration time at 2300 K. During this time, the flakes are rather mobile and change
their curvature and their positions in the Ni melt. They tend to roll up and assume
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a wrinkled or folded structure as shown in Fig. 10 right; the C-C attraction of flake
atoms stabilizes the tubular structures similar as in nanotubes. We denote this structure
as the wrinkled morphology; it survives the quench process and is also seen in the
nanocomposite.

Fig. 9. Polycrystalline structure of Ni after quenching from the melt. Colors represent different
grains. Taken with permission from Ref. [44].

We created another type of nanocomposite denoted as flat morphology, see Fig. 10
left. This was possible by increasing the C-Ni attraction of the flake edge atoms by a
factor of around 10; more precisely, we chose ε = 200 meV and σ = 1.514 Å in Eq. (1).
This is justified by the fact that the twofold coordinated C atoms at the flake edges are
free to form covalent bonds with surrounding Ni atoms; the Lennard-Jones parameters
used here were provided by Tavazza et al. [67] in a density-functional-theory (DFT)
study of the Ni-C interaction. As Fig. 10 left shows, this modification lets the flakes
keep a more planar structure in the melt and the creation of tubular structures is avoided.

We determine the hardness in these nanocomposites using nanoindentation with anR
= 4 nm indenter. In order to take the spatial inhomogeneity of the systems into account,
5 replicas of the nanocomposite systems were created containing free surfaces; these
free surfaces were indented at a total of 50 points. These 50 indentations thus varied
in the local stoichiometry of the C content, in the local grain size and orientation and
in the vicinity and structure of the grain boundaries. For reference, we note that our
polycrystalline Ni exhibits a hardness of 9.95 ± 0.13 GPa.
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Fig. 10. Crystallographic structure of Ni-graphene composites with (left) flat morphology and
(right) wrinkled morphology. Atoms are colored according to common-neighbor analysis. Green:
fcc nickel; dark blue: stacking faults in nickel; yellow: grain boundaries; light blue: graphene; red:
edge atoms of graphene flakes. Taken with permission from Ref. [44].

Fig. 11. Dependence of composite hardness on the number of carbon atoms in the plastic zone.
Lines are to guide the eye. The gray line gives the average hardness of polycrystalline Ni. Taken
with permission from Ref. [44].

Figure 11 shows the result of these hardness measurements. The main observation
is that nanocomposite systems with flat graphene are systematically stronger than those
with wrinkled graphene flakes; the difference is sizable and amounts to 10%. In other
words, wrinkled graphene offers less resistance against deformation than flat graphene.
This is plausible, since out-of-plane deformations, i.e., curving, folding and crumpling,
can be effected with small forces while in-plane deformation of graphene is considerably
harder. Note that the hardness of all flat nanocomposites (average of 10.86 GPa) lies
above that of pure polycrystalline Ni with a comparable grain size, while the hardness
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Fig. 12. Dislocation interaction with a graphene flake during indentation of the wrinkled com-
posite. Light blue atoms represent folded graphene flakes. Atoms of Ni are removed for clarity.
The gray shades represent grain boundaries. Dislocations are colored according to their Burgers
vector. Green: 1/2 <112>; dark blue: 1/2 <110>; red: other. The black loop highlights a set of
dislocations that are eventually absorbed at the graphene flake. Taken with permission from Ref.
[44].

of wrinkled graphene (average of 10.04 GPa) exhibits considerably more spread and
shows data points both above and below the value of polycrystalline pure Ni.

Figure 11 provides more information as it correlates the measured hardness with the
amount of C found in the plastic zone generated by the indentation. The latter zone is
identified as a hemisphere containing all dislocations nucleated inside the grains and
shear activation in grain boundaries induced by the indentation. Its radius amounts to
roughly 10–15 nm for the indenter radius used in the simulation and the composites
studied here. For both morphologies, we find that the hardness decreases with the local
graphene content. This effect is caused by the absorption of dislocations at the flakes
discussed above.

Such an absorption event is shown in detail in Fig. 12. A set of dislocations moves
under the inhomogeneous stress field of the indenter towards a graphene flake and is
eventually absorbed there. Due to the small grain sizes, the change of the dislocation
network – nucleation, migration and eventual absorption – is quite fast such that the
dislocations highlighted in Fig. 12 vanish within a time scale faster than 0.5 ps.

6 Summary

In this chapter, we gave an example of how themethod ofmolecular dynamics simulation
allows to obtain detailed insights into the plastic processes underlying nanoindentation.
Even for a complex material – in this example a Ni-graphene nanocomposite – the
generation of dislocations in the metal matrix and their propagation could be studied in
detail and the effects on the material hardness could be quantified.

For this example, a series of increasingly more complex simulation scenarios was
established, starting from a single-crystalline matrix over bi-crystal samples to fully
polycrystalline arrangements. This series of simulations allowed us to draw the following
conclusions.

1. Single-crystalline Ni is harder than a Ni-graphene nanocomposite. The nanocompos-
ite hardness decreases as the graphene flake is situated closer to the surface.
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2. The graphene flake is opaque to dislocation transmission and thus constrains the
size of the dislocation network produced by the indenter. This is the cause for the
decreased hardness of the nanocomposite.

3. Grain boundaries in the metal matrix generally hinder dislocation transmission and
therefore reduce the material hardness. An exception is given by low-energy grain
boundaries – such as twin boundaries –which are partially transparent to dislocations.

4. If graphene coats a single grain boundary – such as in a bi-crystal matrix – the
dislocation transmission is further reduced resulting in a decrease in hardness.

5. In a polycrystalline metal matrix, coating of the grain boundaries leads to an increase
of the material hardness. This is caused by dislocation pile-up in front of the flakes
[31, 32, 68]. For high C concentrations in the plastic zone, also dislocation absorption
(annihilation) by the graphene flakes is observed.

6. The morphology of the graphene flakes has a strong effect on the nanocomposite
hardness. While flat flakes generally increase the hardness, wrinkled flakes have less
effect or even reduce the composite hardness.

Further studies are required in particular in order to relate the nanocomposite hard-
ness to the graphene concentration. Experiments find that there is an optimum graphene
concentration for improving the composite hardness [69, 70], while in simulations the
hardness generally decreases with graphene content, cf. Figure 11. The verification and
explanation of the optimum graphene concentration thus poses an interesting problem
for atomistic simulation.

Acknowledgments. We acknowledge support by the Deutsche Forschungsgemeinschaft (DFG,
German Research Foundation) – project number 252408385 – IRTG 2057. Simulations were
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Abstract. In order to address the increasing demands on precision inmanufactur-
ing, the prediction of various processes by model-based methods is increasingly
becoming a key technology. With respect to this, the grinding process still reveals
a lot of potential in terms of reliable predictions. In order to exploit this potential
and to improve the understanding of the process itself, a physical force model is
developed. Here, process-typical influencing factors, as well as commonly used
cooling lubricants, are considered. In addition to the simulative effort for the actual
model, basic experimental investigations have to be carried out. In single scratch
tests, it has been found that process and deformation mechanisms such as rubbing,
ploughing, and cutting of the material and also the pile-up of this material on both
sides of the cutting grain are significantly involved in the development of forces.
It also turned out that the resulting forces are greater when cooling lubricants are
used and that the topographic characteristics of a scratch are also affected by them.
For a realistic mapping of these effects within the force model, the deformation
model, according to Johnson andCook, and a discretization, according toArbitrary
Lagrangian-Eulerian, proved most suitable. For integrating the cooling lubricants,
the Reynolds equation using a subroutine proves to be a suitable instrument. The
challenge to complete the force model is combining the scratch and the Reynolds
equation simulation.

1 Introduction

For the development of new technologies or the optimization of existing systems, an
essential guarantor for this is high-precision manufactured components and tools. A
key element for a precision-manufactured component is choosing the right manufac-
turing process and how well it is understood. The grinding process is one of the most
important surface-finishing processes in the industry [1]. This is also due to the fact that
grinding is indispensable for precision-manufactured high-performance components for
major industries such as aerospace, the automotive industry, and the energy sector [2].
Grinding itself is amaterial-removing process inwhich geometrically undefined abrasive
grains are used as tools [3]. Due to these irregularly shaped abrasive grains and the very
high process speeds, grinding is a complex manufacturing technology [4]. While this
technology has been used by humankind since ancient times, its complexity leads to the
fact that the grinding process is still not adequately understood and researched to this day
[5, 6]. Due to the complex abrasion mechanisms between abrasive grain and material,
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experimental investigations are extremely costly or hardly possible when considering an
entire grinding wheel [7, 8]. Existing approaches to determining characteristics of the
grinding process by experimental investigations are usually associated with very high
costs and therefore are not economically lucrative [9, 10].

In order to avoid these expensive investigations, there exist already several
approaches. For example, there are considerations to reduce the required experiments
to individual aspects and to measure only the total forces during grinding [11, 12]. In
addition to examining the entire grinding wheel, some considerations relate to a single
abrasive grain. For instance, Nie et al. [13] have mathematically mapped an abrasive
grain statistically and used it to describe the influence of cutting speed and cutting depth
on the process forces. In addition, several further considerations attempt to describe the
process using numerical or analytical approaches [11, 15]. Notably, the cooling lubri-
cants commonly used in manufacturing are not included or play a minor part in most
considerations [13, 14]. The latter influence the process itself and are essential to produce
the required fine surface finish [15].

The simulation of a manufacturing process in a computer model has proven to be a
suitable method to optimize such processes [16, 17]. Therefore, experiments are mainly
needed to validate the model and do not have to be carried out for each constellation of
test parameters. An additional advantage of such a model is the possibility of observ-
ing processes that are taking place inside the material, such as the stresses that occur.
Depending on the complexity of the manufacturing process, it is easier or more difficult
to represent these effects within a model. The grinding process reveals a high potential
with respect to modeling approaches. This is also due to the fact that special removal
mechanisms such as rubbing, ploughing and cutting are not yet sufficiently considered
in models for grinding. The model developed here for the grinding process is intended to
close the gap by considering and modeling deformation processes and process-required
additives such as cooling lubricants. In this context, it is important to map the influence
of the cooling lubricants and themechanical removal mechanisms in detail. In particular,
processes in the very small gaps between the tool and the material are of special com-
plexity. For this purpose, the behavior in these areas is to be approached by employing
the Reynolds equation.

2 Experimental Investigation

This section discusses the procedure and results of the experiments performed. The
experiments carried out here are single scratch tests. In these tests, a diamond tip, which
represents a grit of the grinding tool, is driven through the surface of a sample, which
represents the material of the workpiece. The scratches created in this way are used for
further investigations. Real experiments are important for developing a physical force
model for several reasons.

On the one hand, they serve to compare the data from the grinding model with
reality. The focus here is on the forces that occur, which in this case, are divided into
normal and tangential forces. On the other hand, the material behavior of the samples
used is investigated. Special attention is paid to process-typical effects such as rubbing,
ploughing, and cutting. But also the effects, such as chip formation and the pile-up of
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the material. For the development of the physical force model, it is necessary to take all
these effects into account and reproduce them since they also contribute significantly to
force development.

2.1 Requirements for Performing Experiments

In order to simulate the pile-up effect, an appropriately suitable test rig is required.
Therefore, this project uses a scratch test rig with longitudinally guided grains. This
makes it possible to generate individual scratches in a reproducible manner. Conse-
quently, the pile-up effect can also be reproduced and investigated. By using an entire
grinding wheel, on the other hand, it is not possible to examine the pile-up effect for
each scratch individually. In addition, it is possible to determine the force distributions
individually for each abrasive grain using the single scratch test rig.

2.1.1 Test Rig for Scratch Tests

In order to generate reproducible and utilizable scratches on a sample surface, the test
rig displayed in Fig. 1 shows its most important components. It is important to underline
that the abrasive grain in the test rig used here is moved through the sample exclusively
in a translational movement. This is also the major difference to test rigs with a rotating
grinding wheel. To realize this translational movement, an elementary component of this
test rig is the linear unit. The sample is clamped on this unit via a corresponding device
and moves translationally through the indenter tip during the scratch test. The linear unit
can also be used to set and perform the different scratch speeds (0 mm/s to 800 mm/s)
for the tests. Here, too, stepless adjustment is possible, with the restriction that the drive

force sensor 

dispensing unit

laser unit

three-jaw chuck

sample 

indenter

linear device

Fig. 1. Test rig with the main modules and functional elements to perform scratch tests in dry
and lubricated conditions
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used only works reliably up to a speed of 800 mm/s and is no longer precisely controlled
beyond this threshold.

In order to ensure ideal fixation, it is necessary that the indenter does not twist
during clamping (important when using pyramidal indenters) or does not move up or
down (occurs while using a screw to press the indenter against a wall). A three-jaw chuck
has proven to be a reliable clamping with low susceptibility to mistakes.

A confocal distance laser (CL-3000 series from Keyence) is used to set the required
penetration depth of the indenter into the corresponding sample. The test rig is equipped
with a dynamometer (type 9109AA from Kistler) to record the forces during a scratch
test. This dynamometer records the tangential and normal forces.

In order to be capable of carrying out the scratch tests either dry, i.e., unlubricated,
or lubricated with cooling lubricants, a dispensing unit (2000 series from Vieweg) for
various liquids is integrated into the test rig. With the aid of this dispensing unit, the
reference oil, here FVA2 and FVA3, is applied onto the sample directly in front of the
indenter. As a sample material, aluminum alloy A2024-T351 (see Table 1) is used to
represent ductile material.

Table 1. Material parameters of aluminum alloy A2024-T351 used as samples

Density ρ

in kg/m3
Young’s Modulus E in
GPa

Poisson’s ratio ν [–] Specific heat Cp in
J/kgK−1

Tmelt in °C

2700 73 0.33 875 1793

2.1.2 Indenter

In order to get reproducible scratches, it is advisable to use indenters instead of real
abrasive grains. The problemof low reproducibility results primarily from the complexity
of placing the abrasive grains always in the same position or classifying their adjusted
position. Indenters used for the experiments can be seen schematically in Fig. 2. The
first two indenters (from left to right) are geometrically standardized, whereas the last
indenter has an undefined geometry and therefore comes closest to the real abrasive
grain, but again with the previously described problems in the usage.

Both the conical and the pyramidal indenters are available in different versions with
regard to the angle of their tip. For the experiments carried out here, mainly conical
indenters of 90° to 150° are used. The advantage of using conical indenters is their
simple and rotationally symmetrical geometry, which makes the alignment of the inden-
ter considerably easier than with the pyramidal indenter. When aligning the pyramidal
indenter, paying attention to the orientation of the pyramid faces is always necessary. In
Fig. 3, three different examples of conical indenters are shown. The first picture shows a
microscope image of an indenter in a three-dimensional perspective, and the two follow-
ing pictures show two indenters with different factory-specified angles of their tip. The
angles were measured manually to check the production precision. The diamond tip and
the carrier material of the indenter are also clearly visible based on the three-dimensional



74 F. Kästner and K. M. de Payrebrune

Fig. 2. Conical indenter (left); pyramidical indenter (center); indenter with real grit (right) used
in single grit scratch experiments to measure grinding forces

image. The three-dimensional scan is required for the development of the force model.
This scan enables the remodeling of the indenter in the finite element software used. The
examination of the angle of the indenter tips, on the one hand, is necessary for quality
control. On the other hand, they are required for the later documentation and simulation
of the wear of the indenter tips.

Fig. 3. 3D magnification of a conical Indenter (left); conical indenter with a factory-specified
angle of 105° (center); conical indenter with a factory-specified angle of 120° (right)

2.2 Preparations for the Scratch Tests

Since the samples are manufactured in a metal processing facility, it is important to
ensure they are free of production residues, such as lubricating oils and greases, before
they are used in the test rig. Hence, they are cleansed of possible impurities with acetone
in an ultrasonic bath. The procedure is the same for the respective indenter to be used.
The cleaned samples are then fixed in the clamping device of the test rig, and the indenter
is inserted into the jaw chuck. Due to the weight of the indenter (approximately 5 g), the
tip of the indenter now lightly contacts the surface of the sample, and the chuck is then
firmly tightened. The position of the sample to the indenter tip is set as scratch depth
“zero” in the used LabView program. After the sample has been moved away from the
indenter tip, the confocal distance laser is used to set the specified scratch depth for a
specific test run. Moving the linear unit to the start position completes the setup for a
scratch test.
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2.3 Performing Scratch Tests in Dry Conditions

In order to exclusively investigate the effect of different scratching speeds, scratching
depths, and indenter angles on the samples in relation to the normal and tangential force
and the sample topography, scratching tests are first carried out in a dry environment.
This approach ensures that only the pure interaction between the diamond tip of the
indenter and the aluminum surface of the sample is investigated. The distribution of the
forces and their changes under different test parameters allow essential conclusions to be
drawn about the material parameters. These parameters are important for the grinding
model to predict forces with this model in its final state. For this reason, a range of
parameter constellations is tested for these scratch tests. Scratch depths from 50 μm to
250 μm, scratch speeds from 50 mm/s to 1000 mm/s, and indenter angles from 90° to
120° have turned out to be practicable constellations.

Regarding the selection of the scratch depth, it is important to consider that the
deeper the scratch depth, the more reliable the results are and the less they scatter. This
is because the indenter tip is slightly rounded. However, it is important not to scratch too
deep since from a scratch depth of approximately 300 μm, the substrate material of the
indenter can be partially involved in the formation of the scratch. The selected scratch
depths are also subject to the production-related properties of the indenters used. Due to
the rounded tip, a certain penetration depth is required to obtain error-free data for the
simulation and its validation. Although smaller scratch depths are common in grinding,
characterizing processes are scalable in most cases. After overhauling the test rig, it was
decided not to use the maximum speed of the device due to technical control reasons
and to use it only up to 800 mm/s.

Following the setting of the corresponding test parameters, the test is started via
the implemented software of the test rig. After a pre-defined acceleration phase of the
sample, which is mounted on the linear unit, the sample moves with a constant speed
under the indenter in the scratching area and is scratched. Figure 4 shows a sample used
for the scratch tests. On this sample three sets each with nine scratches can be seen.
The same test parameters apply within each set. Therefore, all scratches within one
area are repetition tests. The three sets differ in their scratch speed. The upper set with
nine scratches generated at 50 mm/s feed rate, the middle set with nine scratches were
generated at 400 mm/s feed rate and the lower set with nine scratches were generated at
750 mm/s feed rate.

50 mm/s

400 mm/s

750 mm/s

Fig. 4. Three sets of scratches with nine repetitions each on an aluminum sample, the sets differ
in scratch speed. Test parameters: scratch speed 50, 400 and 750 mm/s; scratch depth 0.08 mm;
conical indenter of 105°; lubricated with FVA2
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The topographic properties of the scratched samples are then examined and evaluated
with suitable optical equipment. For this purpose, 3D-capable microscopes such as the
confocal microscope μSurf-explorer from NanoFocus or the digital microscope VHX
of the 7000 series from Keyence are generally used. Based on the topography obtained
in this way, conclusions can be drawn about the deformation behavior of the sample
material. These are important to realistically simulate effects such as the pile-up of the
displaced material.

The dynamometer integrated with the test rig directly records the force signals and
saves them corresponding to the test parameters. Figure 5 shows a typical normal and
tangential force distribution during a scratch test.

Normal force
Tangential force

Section used to calculate
mean values

Fig. 5. Typical distribution of normal and tangential force during a scratch test. For the evaluation,
only the forces without the edge areas are used to calculate the mean values. Here illustrated
exemplary by the area within the dashed lines.

To avoid interfering edge effects where the indenter enters and leaves the material,
10% of the force signal after entering and before leaving are each ignored in the evalu-
ation. Figure 5 illustrates which section of the force signal is used to calculate the mean
values for further evaluation. Figure 5 also clearly shows that the normal forces in a
scratch test are higher than the corresponding tangential forces. This property is also
unaffected by the selected indenter angle and the set scratch speed, as shown in Fig. 6.

Furthermore, it can be seen in Fig. 6 that with increasing scratching speed, both the
normal and tangential forces decrease. This trend has already been observed in previous
publications [18, 19]. One reason for this behavior could be a temporary temperature
increase in the cutting area, which reduces the flow stress in the area.

2.4 Performing Scratch Tests in Wet Conditions

In industrial production, grinding processes are almost exclusively done in combination
with cooling lubricants, and it is also necessary to perform scratch tests with cooling
lubricants. This is also important to determine whether, for example, the pile-up effect is
increased or decreased by the influence of cooling lubricants. Another important point



Physical Modeling of Grinding Forces 77

Cone angle 105°

Cone angle 120°

Tangential force Normal force 

F
o

rc
e 

in
 N

ew
to

n
F

o
rc

e 
in

 N
ew

to
n

Scratch speed in mm/s

Fig. 6. Mean values of normal and tangential forces for different scratch speeds and two indenter
angles with a scratch depth of 50 μm: cone angle of 105° (top); cone angle of 120° (bottom)

is to investigate the influence of cooling lubricants on the tangential and normal forces.
This also raises the question of whether these forces increase or decrease.

The attached dispensing unit on the test rig enables the application of selected cooling
lubricants under which the scratch test will be carried out. Since industrially used cooling
lubricants generally contain various additives to adjust their properties, they are not
suitable for basic research with regard to the scratch test. One of the reasons for this is
that the added substances cannot always be determined qualitatively and quantitatively
due to confidentiality. In addition, evaluating the tests is difficult when such additives
are present since many processes occur in part at the molecular level. For this reason,
reference oils (FVA2 and FVA3 from Weber Reference Oils) are used instead of real
cooling lubricants for the tests carried out here. The two reference oils essentially differ
in their viscosity. Here the reference oil FVA2 with 85 mm2/s at 20 °C has a significantly
lower viscosity than the reference oil FVA3 with 300 mm2/s at 20 °C. The tests with
reference oils are carried out the same way as those in a dry environment.

Based on the results obtained from dry and wet tests, it is then possible to detect and
evaluate both analogies and differences. The first effect that attracts attention is that it can
be confirmed that the normal forces are still larger than the tangential forces when using
cooling lubricants. This can be seen in Fig. 7. Figure 7 also displays another important
influence of the cooling lubricants. It can be seen that the normal and tangential forces
under dry test conditions are smaller than those under wet test conditions. One possible
reason for this may be the additional liquid phase that must be displaced by the indenter,
which increases the force.
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Fig. 7. Normal and tangential force for scratch tests under dry andwet conditions. Test parameters:
scratch speed 50 mm/s; scratch depth 0.08 mm; conical indenter of 105°

Another remarkable aspect is that the deviation in the forces caused by the reference
oil FVA2 (low viscosity) is slightly wider than that of the reference oil FVA3 (high
viscosity). The different viscosities of the two reference oils can be used as an important
clue to explain this phenomenon. The reference oil FVA3, with a higher viscosity than
the reference oil FVA2, might absorb possible vibrations of the indenter due to its higher
viscosity; as a result, a small deviation in the forces is recorded.

Another essential part of the realization of a physical force model is the understand-
ing of the surface characteristics of the workpiece after a scratch test. Here, however,
the focus of the investigation is less on the quality of the surface itself but more on the
topography and characteristics of a single scratch. In exclusively dry tests, the topograph-
ical characteristics of a scratch are mainly influenced by the use of different indenter
angles. Since a further component is contributed when cooling lubricants are used, it is
important to find out how this additional component affects the scratch characteristics.

To examine the respective scratches, all scratches of a sample are measured optical.
With the help of the digital microscope VHX 7000 fromKeyence, the surface is recorded
and converted into a three-dimensional image. These surface profiles are then exported as
scatter plots and further processed inMatlab. During further processing, the data volume
of the scatter plot is reduced from the data export. This is necessary for performance
reasons only. Thus, a surface profile can be generated, as shown in Fig. 8.

Fig. 8. Topography of a scratch magnified by using a digital microscope (left); recreated relief of
such a scratch by using the exported csv data (right)
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In a subsequent step, various profiles are extracted from such a relief (cf. Fig. 9),
describing the scratch and its cross-section.

width d 

depth t 

Fig. 9. Extracted profile from the relief of a scratch with the key values scratch width and scratch
depth to evaluate the scratch topography. The extracted profile depicts the cross section of the
scratch from Fig. 8 at the border line between the colored and grey areas. Values are displayed in
μm.

The scratch width d and the scratch depth t have proven to be suitable values for
comparing the topography of different scratches. Instead of using the values individually,
the ratio d/t is used. The reason for this is that, for example, the scratch depth t changes
depending on the scratch depth set before the start of the test. However, since the scratch
always represents the negative image of the indenter used and the indenter always has
the same height and corresponding width ratio, this ratio must also be present in the
imprint. Detectable deviations of this ratio within a scratch profile are, therefore, due
to process- or parameter-related influences. The values d and t used are determined by
Matlab from the measured values of the digital microscope. Figure 10 shows the ratio
d/ t depending on the three environmental conditions dry, FVA3, and FVA2.

Figure 10 shows that the ratio d/t becomes smaller as soon as the tests are carried
out with the reference oils. It is also notable that the reference oil FVA2 (low viscosity)
differs from the reference oil FVA3 (high viscosity)with regard to this ratio. FVA2always
shows the larger ratio d/t. However, in wet condition the ratio is always smaller than in
dry conditions, which indicates that the scratches become smaller when performed with
cooling lubricants.Amaterial buildup in front of the indenterwithout reference oils could
cause this phenomenon. This buildup of material could cause an increase in material
removal at the sides of the indenter. However, we cannot explain this phenomenon with
absolute certainty at present. To identify the exact causes, further experimental setups
designed for this purpose must be developed. For example, it is necessary to optically
examine the cutting front during the scratch test.
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Fig. 10. Ratio of scratch width d to scratch depth t for velocities 50 mm/s and 400 mm/s and the
scratch depth of 80 μm and 250 μm, dry and wet condition generated by a conical indenter with
an angle of 105°

3 Development of the Grinding Model

For the development of the grinding model, the realistic behavior between abrasive grain
and sample material has to be considered and implemented in the model. To develop a
reliable force model, first of all, it is essential to simulate the material behavior of the
sample in a physically precise manner. To accomplish this, it is necessary to take a more
detailed consideration of simulation approaches and techniques. In the first instance, it
is advisable to consider the indenter as rigid to focus on the sample material and its
behavior. With this assumption transferred to the scratching problem, the represented
abrasive grain is treated as wear-free and fracture-resistant.

3.1 Selection of the Suitable Material Model

To simulate the behavior of thematerial realistically, a suitable approachmust be selected
and implemented. The deformation model, according to Johnson and Cook (JC), is a
candidate for this purpose. Using the JCmodel, the strain hardening of the corresponding
material can be described analytically. Furthermore, the strain rate and temperature
dependence of a material are also described. The material behavior, according to JC, is
integrated as standard in most finite element method (FEM) programs. The von Mises
stress σ can be calculated according to the JC model by using the equation

σ = [
A + B(ε)n

][
1 + Cln

(
ε̇

ε̇0

)][(
T − Troom

Tmelt − Troom

)m]
. (1)
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Here, A is the quasi-static yield stress, B is the modulus of strain hardening, n is the
work hardening exponent, C is the strain rate sensitivity, and m defines the temperature
sensitivity. Significant temperature development in the process of a single scratch is
not expected. Due to the high thermal conductivity of the aluminum selected here, it is
assumed that any process heat is immediately transported off the scratch area. Hence,
temperature-relevant effects in the JC model are of negligible importance for the current
state (Table 2).

Table 2. Johnson–Cook material parameters used for aluminum [21]

Initial yield strength A 369 MPa

Strain hardening constant B 684 MPa

Strengthening coefficient of strain rate C 0.0083 –

Strain hardening coefficient n 0.73 –

Thermal softening coefficient m 1.7 –

The Crystal Plasticity Finite Element SimulationMethod (CPFEM) has been consid-
ered an alternative method for describing material behavior. However, the comparison
between the JC model and CPFEM carried out in this context does not indicate any
significant advantage with respect to CPFEM. This is also due to the fact that the data
used here for the CPFEM by [20] is still from its initial phase.

3.2 Discretization Approaches

Various approaches exist in continuum mechanics and are implemented in many finite
element programs to simulate the motion of material points. In Abaqus, the used FE
program for this study, the mesh-based approaches according to Lagrangian (LAG) and
Arbitrary Lagrangian-Eulerian (ALE), and the mesh-free smooth particle hydrodynam-
ics (SPH) approach are to be mentioned. Each approach is particularly well suited for
certain problems, so comparing the three approaches was first carried out on a simplified
2D scratching process.

3.2.1 2D Discretization Benchmark

The computational effort differs significantly depending on the type of discretization
and how fine the mesh is set. For the estimation of basic aspects of the individual
approaches, the problem is therefore first considered on a two-dimensional level. For
the preliminary study conducted here, we started with a tool rake angle with a positive
value of γ = 20◦ in dry conditions, similar to a turning process, for which experimental
and simulated data are available to compare from the literature [21]. For the sample,
aluminum alloy A2024 T351 was used. Figure 11 shows the FE output models used to
evaluate the different discretization approaches. For the Lagrangian (LAG) andArbitrary
Lagrangian-Eulerian (ALE) approach, the sample is divided into three layers, with a
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sacrificial layer L2 separating the chip area L1 from the base material L3. When an
element in the sacrificial layer L2 reaches a critical damage value, the elements are
deleted and separated. The element size of the mesh-based approach is similar to the
particle size of the mesh-free smooth particle hydrodynamics approach. No sacrificial
layer is required here since separation can occur between any pair of particles when the
cohesive bonds are no longer sufficiently large.

SPHLAG/ALE

Fig. 11. 2D simulative output model for benchmarking of the LAG/ALE models (left) and SPH
model (right), according to [22]

Figure 12 shows the results from the simulation and the experimental values. Based
on this figure, it can be seen that, with respect to the tangential forces, all approaches
are close to the experimental values with a deviation from the experimental value by a
maximum of 1%. In contrast, if the normal force is observed, it is noticeable that all
approaches have a deviation of about 40%. A possible reason for this large deviation
could be the active element deletion in the mesh-based approaches. When the affected
elements are deleted, they can no longer cause any force to be exerted on the tool. In
practice, however, no material elements are deleted, and the remaining material builds
up in front of the tool and leads to an increase in force. In the mesh-free approaches, a
weighting function controls when a cohesive material bond is dissolved. The parameters
used here may be the reason why the composite is dissolved earlier.

In contrast to themeasured forces shown in Fig. 5 and Fig. 6, the tangential forces are
much larger than the normal forces in the 2D simulation. Besides the already discussed
effects of element deletion and weighting function on the forces, an important aspect is
the effects of material deformation when rubbing, ploughing, and cutting occurs. Since
these material deformations run in all directions, these effects can only be displayed
reasonably in a 3D simulation.

3.2.2 Single Grit Scratch Model as 3D Approach

Even if investigations in two-dimensional form can provide values for approximate
predictions, a three-dimensional approach is necessary for an overall analysis since only
in this way boundary effects such as the pile-up of the material and the general material
deformation effects like rubbing, ploughing, and cutting can be represented in a useful
way. A simplified three-dimensional model of a scratch test is used to investigate the
discretization approaches. The model height is 0.2 mm, the model depth is 0.5 mm, the
model length is 1 mm and the spacing between the elements or particles are 0.003 mm.
Figure 13 shows the stress distribution for the ALE and SPH approaches.
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Fig. 12. Comparison of the tangential forces (left) and normal forces (right) of the discretizational
approaches with the experimental results from [22] for the 2D orthogonal cutting model with tool
rake angle γ = 20°, according to ref. [22]

Fig. 13. Simulative output model for benchmarking LAG, ALE, and SPH in 3D. Already with an
example of the distribution of the von Mises stress in the ALE and SPH models. Test parameters:
model height 0.2 mm; model depth 0.5 mm; model length 1 mm; indenter geometry cone 105°;
feed rate 200mm/s; scratch depth 0.03mm; element spacing for the LAG/ALE and particle spacing
for the SPH 0.003 mm, respectively [22].

Figure 14 shows the simulated and experimentally determined values for the normal
and tangential forces of the three approaches.

As can be seen from these results, the simulated tangential forces now show the
measured tendency with smaller values than the normal forces. Additionally, the ALE
approach agrees best with the values from the experiments. Therefore, theALE approach
will be used for the more detailed development of the physical force model.

3.3 Simulative Integration of the Cooling Lubricants

As experimental investigations have already shown that cooling lubricants have a
detectable influence on the normal and tangential forces during scratching and that the
topographical nature of a scratch also changes under their influence, the cooling lubri-
cants must also be integrated into the grinding model. The inclusion of an additional
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Fig. 14. Process forces of measurement and discretization approaches for a 3D single grit scratch
(cutting speed vc = 200 mm/s, depth of cut ap = 50 μm that corresponds to ap,sim = 30 μm,
cone angle of γ= 105°), according to [22]

material turns out to be non-trivial. In addition to the reproducibility of the influence
of cooling lubricants during scratch tests, the realizability via discretization approaches
must also be discussed. A standard discretization for a liquid film in combination with
the very small gap height between the indenter tip and the material is computationally
almost impossible or even difficult to perform. Figure 15 shows the interspace that can
be rated as problematic by classical FEM discretization.

Fig. 15. Schematic illustration of the small gap height between the indenter tip and the material
in which the lubricant is located

3.3.1 Basic Principle According to Reynolds Equation

After various solution methods for this problem have been considered, the approach,
according to Reynold, is the most suitable solution. The Reynold equation describes and
calculates pressure distribution problems of thin viscous fluid films in lubrication theory.
The Reynolds equation can be described by
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Here, h is the gap height between two plates, U and W are the respective velocities of
the plates in the x and z directions, V is the velocity in the y direction, p is the pressure
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between the plates, and η is the dynamic viscosity of the fluid. In principle, the Reynolds
equation converts a three-dimensional problem into a two-dimensional one. Applied to
the problem of Fig. 15, it is no longer necessary to describe the interspace with a very
fine mesh.

3.3.2 Implementation of the Reynold Equation by a User Element

With Abaqus, a direct implementation of the Reynolds equation is not possible without
further effort. However, special subroutines can be integrated into Abaqus by scripts.
Such subroutines are called user elements (UEL) and are used to apply the Reynolds
equation to the problem under consideration. [23] has already programmed such a UEL
to investigate and simulate plain bearings in Abaqus. With the help of this UEL, it is
sufficient to discretize the liquid within the gap with only one element of thickness.
The UEL converts this three-dimensional mesh to a two-dimensional layer, solves the
Reynolds equation in it, and returns the results to the nodes of the three-dimensional
sample. Therefore, the pressure distribution of a fluid within a very small gap can be
calculated and simulated. Figure 16 shows an exemplary simulation of oil between two
plates. In the simulation, the upper gray body represents a rigid planar plate, which is
loaded initially with a pressure field in the negative y-direction. The lower element is
designed as a user-defined deformable material. In this example, the material properties
and the corresponding deformation behavior are assumed for the aluminum alloyA2024-
T351. The element height is 0.04 mm, the element depth is 0.1 mm, the model length
is 0.3 mm and the spacing between the elements are 0.0006 mm. The meshing in this
element was done manually.

A parameterizable fluid is located between the two bodies. The force from the
rigid body causes a pressure field in the fluid, which transmits a resulting force to the
deformable body. The liquid can flow in the x-direction, but cannot flow in the z-direction
due to the infinite expansion of the elements in this direction.

Fig. 16. Example of a simulation with the Reynolds equation integrated as user element (UEL) in
Abaqus. Test parameters: deformable model height 0.04 mm; model depth 0.1 mm; model length
0.3 mm; gap height 0.005 mm; applied pressure 1 MPa; element spacing in height 0.0133 mm;
element spacing in length 0.006 mm.
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Figure 17 shows the numerical solution by the UEL compared with the analytical
solution of the gap height over time, which slowly reduces due to the force applied by
the upper body. The reduction in gap height over time is considered here as a reference
point. The expression

h(t) =
√

h20B
3Lη

2ppBLh20t + B3Lη
(3)

is derived by transforming the Reynolds equation according to the gap height h(t). Here,
h is the gap height, B and L are the dimensions of the element, pp is the applied pressure,
and η is the dynamic viscosity. Based on the two solutions, it can be seen that they are
identical. This proves that the UEL in Abaqus reliably computes the Reynolds equation.

Fig. 17. Comparison of numerical and analytical solutions related to the change in gap height

A highly simplified initial model is considered first to adapt the UEL to the scratch
test problem. Figure 18 displays this initial model and the stress development due to
the pressure field of the oil film after solving the Reynolds equation. The gray body
represents an infinitely extended indenter in z-direction. The lower part represents the
aluminum sample as a deformable material. Between these two bodies is the liquid,
which can flow off in x-direction.

Even though the results of the additional pressure field due to the fluid film are
promising, the model must include some adaptations. Momentarily the sample (blue
body) and indenter (gray body) need to be infinite in z-direction. For the further course
of the project, the quasi-two-dimensional simplification will be removed step by step.
In this way, the Reynolds equation will also be rendered implantable for a complete
three-dimensional scratch test. This requires modifications to both the UEL and the
modeling of the indenter tip and sample in Abaqus. Additionally, further considerations
are required to simulate the flow of the reference oils between the indenter tip and the
sample in the most efficient way. The Reynolds equation does not provide for flow
through the gap. To solve this problem, a further UEL may be necessary.
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Fig. 18. Initial model for adapting the UEL to the scratch test problem

4 Conclusion

For the development of the grinding model presented here, two major aspects have been
addressed in this report. On the one hand, the approach to develop the actual model and,
on the other hand, the necessary basic experimental investigation. The experimental data
are important for reproducing the material behavior and mapping the forces correctly in
the simulation. Single scratch tests were considered here as the basis for the experimental
investigation. Thesewere carried out either dry, for the basic behavior, or wet, to consider
cooling lubricants. The normal forces in each test parameter constellation are shown to
be higher than the corresponding tangential forces. Moreover, it turned out that the
resulting forces in scratch tests also depend on the deformation behavior of the sample
material used. Thus, effects such as the pile-up of the material have a non-negligible
influence on the normal and tangential forces. With the addition of cooling lubricants,
the trend of higher normal force remains. However, it has been shown that both normal
and tangential forces are generally higher when cooling lubricants are used. In addition
to the influence of the forces during scratching, the topography of a scratch itself is also
affected by the cooling lubricants. Thus, with the help of the scratch width and depth
ratio, it can be seen that scratches produced under the influence of cooling lubricants are
less wide.

For the development of the grinding model, the experiments revealed that, on the
one hand, the consideration of cooling lubricants is important to obtain a realistic force
model and, on the other hand, how different test parameters influence the normal and
tangential forces. It became clear that preliminary observations in a two-dimensional
simulation are only of limited value. In particular, the pile-up effect of the material
and its influence on the forces can only be mapped realistically in a three-dimensional
simulation. The influence of the cooling lubricants and the associated narrower scratches
can only be correctly reproduced in a three-dimensional simulation. With regard to the
cooling lubricants to be simulated, the employment of the Reynolds equation using a user
element (UEL) has crystallized as a promising option. Here, problems in discretizing
the very small gap between the indenter and sample can be avoided. The challenge is
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to couple the three-dimensional scratch test, with all its deformation aspects, with the
Reynolds equation.
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Abstract. The cellular network standard 5G meets the networking requirements
for different industrial use cases due to the advantages of low latency, high band-
width, and high device density while providing a very good quality of service.
These capabilities enable the realization of wireless digital twins (DTs), a key ele-
ment of future cyber-physical production systems. DTs for prediction, monitoring,
and control of machine tools need physical modeling as well as the bidirectional
exchange of information between the digital and the physical world. 5G is a wire-
less communication technologywith the potential to disruptively change industrial
communication. 5G enables wireless, highly scalable, and flexible realization of
even safety- and latency-critical connections. In this paper, a 5G enabled DT of
a machine tool for process control, monitoring and simulation is developed and
implemented. A bidirectional communication between the physical machine tool
and the DT is realized via 5G. Moreover, process prediction is enabled based
on physics simulation. Next to the physical modeling of the machine behavior, a
5G-capable interface between the input and output signals of the machine control
system and the developed DT is implemented. Moreover, the DT is migrated in
a wireless form to an edge server. Furthermore, the capabilities of the DT are
demonstrated. Therefore, the architecture and implementation of the DT as well
as its benefits and challenges are outlined.

1 Motivation

Modern manufacturing systems that incorporate digital technologies - the so-called
cyber-physical production systems (CPPS) - seek to interconnect the digital and real
world. For better flexibility, scalability, and reconfigurability, CPPS aim to connect indi-
vidual cyber-physical systems and soften the hierarchical automation pyramid to decen-
tralized distribution of computing units [1]. Due to increased demand for customized
products, the requirements on the connectivity, functionality, flexibility, and intelligence
of machine tools are also increasing [2]. Consequently, CPPS lead to complex manu-
facturing systems that are increasingly challenging to control and understand, due to
many different decentralized, connected systems (e.g., machine tools, automated guided
vehicles, human-machine-interfaces, etc.) with different characteristics, functionalities,
and thus different heterogenous information technologies [3].

© The Author(s) 2023
J. C. Aurich et al. (Eds.): IRTG 2023, Proceedings of the 3rd Conference on Physical Modeling
for Virtual Manufacturing Systems and Processes, pp. 90–110, 2023.
https://doi.org/10.1007/978-3-031-35779-4_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-031-35779-4_6&domain=pdf
https://doi.org/10.1007/978-3-031-35779-4_6


Modeling and Implementation of a 5G-Enabled Digital Twin 91

Therefore, the concept of digital twins (DTs) enables and facilitates the operation of
CPPS and is considered a prerequisite for providing model-based decision support and
process control [4].

However, enhanced physical simulation of the manufacturing process, virtual mod-
els, and high connectivity of the involved sub-systems are required for full potential of
DTs inmanufacturing [5]. Especially for real-timemonitoring, high requirements have to
bemet regarding the communication technology. Current wired solutions cannot achieve
the required flexibility and scalability of the manufacturing systems, while wireless
technologies cannot meet the required low latency and reliability in communication.

The 5G communication standard addresses these issues of insufficient flexibility,
scalability, and low latency while maintaining high reliability [6]. 5G supports real-time
capable, reliable, and wireless connectivity within a CPPS [7], thus providing the basis
for wireless DTs with full functionality in manufacturing. However, currently no imple-
mentation of 5G-enabled DT for machine tools in manufacturing exists. Accordingly,
this paper advances the authors’ preliminary work [8] by developing an architecture for
5G-enabled DTs of machine tools based on physics simulation with different function-
alities such as process prediction, monitoring, control, and diagnosis. Furthermore, the
detailed implementation with different hardware and software components as well as
benefits and challenges of the implemented architecture are outlined.

2 State of the Art

2.1 5G Communication Standard

5G - the fifth mobile communication standard - was introduced in 2018 and is stan-
dardized by 3rd Generation Partnership Project (3GPP) [9]. The 5G standard intends
to improve the most important functions of mobile networks, with specific considera-
tion of industrial requirements. The 5G network architecture consists of a centralized
radio access network (RAN)withmultiple remote radio reads and aggregating base band
units. In addition, a 5G core network provides different management functionalities [10].
This leads to the following beneficial performance characteristics of 5G-based wireless
communication [11]:

• Ultra-reliable low latency communication (uRLLC): user plane latency down to 1ms
and reliability of 99.9999%

• Massive machine type communication (mMTC): high device density with up to 106

devices per km2

• Enhanced mobile broadband (eMBB): high bandwidth and data rates up to 20 Gbit/s

In particular, low latency combined with high reliability provide the required robust-
ness for fast and safety-critical communication within manufacturing. However, these
performance characteristics conflict with each other, implying that not all extreme val-
ues (minimum latency and reliability, maximum data rate, maximum number of devices)
can be achieved simultaneously. Therefore, the method of network slicing is applied to
implement different network layers with different characteristics in the same 5G net-
work. Network slicing enables maintaining different communication requirements for
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different use cases [12]. However, 5G networks operated by telecommunication compa-
nies usually cannot be optimized regarding the individual, use-case-dependent demands.
Therefore, so-called private networks are needed. Private networks are locally limited
and operated independently by the individual organization. This enables high flexibility
and reconfigurability of the communication network regarding the needed requirements
[13].

In the future, it is highly likely that industrial communication based on 5G will be
widely implemented and needed for modern manufacturing systems [14]. 5G shows
better performance characteristics in comparison to other communication technologies
such as WiFi 6. Due to high quality of service by using dedicated spectrum resources,
5G is especially well suited for safety-critical, low-latency use cases [15]. Because of
its high performance characteristics as well as the ongoing standardization process for
further improvements, 5Gbears potential to be the communication platform for industrial
automation, control, and holistic interconnectivity - even of safety-critical applications –
within manufacturing systems [16]. For example, different control tasks offloaded in a
wireless format [17, 18], flexible 5G-enabled human-machine interfaceswith augmented
reality [19, 20], and Industrial Internet of Things networks for monitoring and diagnosis
[21, 22] show strong application potential.

5G offers the possibility to develop a scalable and flexible framework for the imple-
mentation of DTs in manufacturing. In addition, 5G can serve as the communication
platform for advanced and challenging industrial communication. In particular, 5G com-
munication architecture is suitable for real-time capable, wireless DTs for simulation,
monitoring, and control of a machine tool.

2.2 Physics Simulation in Manufacturing

Physics simulation is a widely used tool for analyzing physical phenomena in a virtual
world. Physics simulation is based on a physics engine, which is a software platform
containing reusable resources to compute specific physical behavior of material bodies
[23]. Due to the capability to model mechanical behaviors, kinematics, collisions, and
other physics-related properties, physics simulations and engines have been widely used
in manufacturing engineering [24]. Especially for flexible CPPS, gaming engines have a
very high potential for the simulation of manufacturing on a macro scale (non-molecular
levels). Gaming engines combine physical simulation (kinematics, dynamics, collision,
etc.) with graphical elements and user interaction capabilities [25].

On the level of machine tools, physics simulations as well as gaming engines have
been used to study the system dynamics of machine tools. For example, prior to the start
of a manufacturing task, the physics simulation can be used to simulate the procedure
of human operations at a workplace [26] or the machining processes to analyze the chip
formulations [27]. During the manufacturing process, physics simulation can be used
to mirror the manufacturing activities for process monitoring, such as the component
building process of a 3D printer [28] or machine tool motion [29]. On the level of man-
ufacturing systems, physics simulation has been used for the analysis the performance
of transportation vehicles in the material flow [30], the design and optimization of a
workspace layout [31], or the validation of a manufacturing process [32].
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All these works have demonstrated the benefits and potentials of physics simulations
and engines in manufacturing engineering. In assessing these works, it is observed that
a number of different commercial or non-commercial physics engines are available for
different purposes. Moreover, in terms of the programming platform as well as the
development environment, it is found that most physics engines are either suitable for
C++, C#, Python, JavaScript, or Lua [25]. Nevertheless, in terms of the interdisciplinary
research considering 5G-enabled DTs with real-time data transmission between physics
simulation and real system, no works has been found in the literature so far.

2.3 Digital Twin in Manufacturing

To manage the complexity of CPPS, digital representations of relevant processes and
involved systems are needed [33]. Therefore, DT links simulation models to real sys-
tems. By utilizing cloud-based simulation capacities, available data (sensor or physics
simulation based), and high interconnectivity, DT enables model-based decision support
for the real system [4].

In current research, there exist many different definitions of DTs with different
delimitation criteria such as the life-cycle phase (design phase, manufacturing phase,
service phase, retire phase) of the DT or the level of integration and information flow
(digital model, digital shadow, digital twin) [34].

This paper follows the DT definition as a composition of digital models (physical
simulation or data-driven) to process information in real-time from the real system. In
this manner, the manufacturing process can be monitored and controlled in real-time
and profound decision support for the real system is possible [35]. In addition, DT need
autonomous and bidirectional data transmission in an adequate time frame regarding the
specific use case [36].

According to the initial concept of DT, which roots in aerospace, three major
functionalities can be distinguished [37]:

• Prediction for pre-process simulation of the real system
• Monitoring and control for prediction, analysis, and direct interaction of the real

system during the process
• Diagnosis for model-based analysis of unpredicted failures after the operation of the

real system

For implementation of DTs in manufacturing systems, a connection between CPPS
andDTs is needed. Therefore, digitalmodels have to be linked to the real system utilizing
physical models, real-time augmentation with data, and a reliable communication link.
A recent study emphasizes that especially the data link and thus the communication
system are very important for interoperability and scalability of DTs [38]. In addition
- depending on the use case - there exist high requirements regarding bidirectional
communication to control the real system based on the simulation-based instructions
[39]. Due to low cycle times and safety criteria of machine tool control, very fast and
reliable connectivity is mandatory for DTs of machine tools.

In a recent literature survey, a shift from conceptual and framework-oriented research
regarding DTs towards implemented applications of DTs is identified [34]. It was high-
lighted that DTs can be used to simulate, analyze, and control a variety of different
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processes on different levels of the manufacturing system. These range from the factory
planning and factory control level, to the process and machine level [34].

For simulating and planning on a factory level, Zhang et al. develop a DT-driven
smart shopfloor for dynamic resource allocation [40]. Moreover, human-based produc-
tion processes can be incorporated to the DT of the factory level for better optimization
results regarding time and cost-efficiency [41]. Glatt et al. implement a DT based on
physics simulation for optimizing material flows through the manufacturing system [4].
On the process and machine level, DT are mainly developed for monitoring, visualizing
and optimizing machining processes [42–44]. However, not many implemented DTs
with bidirectional information flow between machine tools and digital system have been
reported. A brief overview of implemented DT of machine tools, is provided in [8].

Not many DT in manufacturing have been reported utilizing the potentials of 5G
communication. For example, Groshev et al. developed and validated a 5G-enabled DT
for the control of robotics [45]. They migrated the control of a robot arm to an edge
server via 5G. In addition, 5G-enabled DT are also used for remote monitoring and
operation of different robots and machines [46]. In preliminary work of the authors,
an architecture for DT of machine tools with migrated computerized numerical control
(CNC) to an edge server is developed for wireless real-time closed-loop control [19].
However, currently, there exist no implemented DT for machine tools that utilizes the
potential of 5G communication standard. Moreover, there exists no wireless DT for
latency-criticalmachine tool control in general. Current safety-critical and time-sensitive
applications are still wired and the physical communication layer on a technological
level is not sufficiently considered [47]. In a current literature review on DTs, Zeb et al.
determined that edge-computing aswell as 5Gnetworks and future network technologies
are needed for real-time capable, wireless DTs. However, research regarding in this area
is still in its infancy [47].

In summary, existing approaches do not sufficiently address the needed data link or
communication system between the digital and real world and thus neglect the associated
benefits and opportunities for the design of DT. This connectivity is especially essential
for DT of CNC machine tools, as fast response times are required. Current solutions
cannot simultaneously allow flexibility and scalability while exploiting the full potential
and functionalities of DT. Therefore, a generic architecture, and implementation of a
DT of a machine tool based on physics simulation and utilizing 5G and edge computing
is developed. This will involve both physics simulation and the integration of disruptive
communication architectures tomeet the requirements of aDTofmachine tools inCPPS.

3 Modeling of the Architecture for 5G-Enabled Digital Twin

The DT is a link between the physical and virtual world in CPPS. Therefore, DTs are
developed and operated in the virtual world with interdependencies of systems of the
physical world. The resulting combination of the digital and real world leads to a com-
prehensive development project with a high degree of interdisciplinary within involved
research fields [4]. To manage this complexity, the requirements for functionality, the
overall architecture, and the physical model of the machine tool and its functions are
outlined prior to the elaboration of the detailed DT implementation. The methodology is
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based onmodel-based systems engineering, which is used for the description of complex
and multidisciplinary technical systems [48].

3.1 Objectives and Requirements

As a result of the analysis of the state of the art, our approach addresses several objectives
for DT in manufacturing:

• Prediction: The DT should allow pre-process prediction of the kinematic and
dynamic behavior of the machine tool. This enables the visualization and analysis
of the real system prior the actual runtime. Moreover, the verification of the correct
manufacturing program and prevention of collisions of the machine tool should be
realized.

• Monitoring/Control: Monitoring and simulation of the state of the ongoing machin-
ing process are mandatory. In addition to the monitoring process, it should also be
possible for the DT to control the machine tool in order to react immediately to mon-
itored process anomalies. Therefore, direct control of the machine tool by the DT
should be possible (e.g., emergency stop or change of feed overrides)

• Diagnosis: The analysis of the behavior of the machine tool after the operation
should also be integrated to the DT framework. Based on the monitored informa-
tion (e.g., position deviations, vibration data or downtimes), process optimizations
can be implemented. Therefore, predictive maintenance and big data analytics will
be possible.

• Flexibility: The demanded flexibility of the DT framework is manifested in two
characteristics. On the one hand, the deployment of the DT should be independent
of the used device and operating system. On the other hand, the implementation of
different DT in the manufacturing system should be possible without high additional
infrastructural efforts.

• Comprehensibility: To increase user acceptance, the DT framework should allow
easy understandability for human operators.

• Scalability: Besides flexibility, the DT framework should enable scalability of the
whole system. This allows both the addition of new DTs of different machine tools
and the expansion of existing DTs of machine tools by adding new information
(e.g., by sensors, actors, inputs/outputs (I/Os) of control units). This leads to the
possibility of the implementation of many different DTs of different machine tools
in a manufacturing system. Moreover, the possibility to expand functionalities and
interconnected devices without high implementation effort is required.

• Real-time capability and reliability: To enable the real-time adapted monitoring
and control of the machine tool by the DT, a real-time capable interface for data
transmission is needed. In addition, the communication has to be reliable, even for
safety-critical processes.

To achieve these goals, various technological requirements have to be met. These
requirements can be divided into hardware, software, and communication requirements.

On the communication side, the data transmission between physical and digital world
should be completely wireless to enable flexibility and scalability. Therefore, especially
for monitoring and control of safety-critical processes, a low latency below 50 ms for
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monitoring and remote control and below 1 ms for offloaded motion control is required
[49]. In addition, high reliability (>99.9999% or <0.5 min of downtime per year) is
required. Furthermore, the communications infrastructure should be scalable andflexible
to enable high connectivity for devices to be integrated into the system in the future.
For this purpose, a network protocol should be utilized that enables machine-to-machine
communication.

On the software side, a physical model of the machine tool is needed, integrated
into an appropriate physics engine for simulation of kinematics and dynamics of rigid
bodies (e.g., collision, movement). The pre-process simulation should be based on the
interpretation of the programmable language used in the CNC of the machine tool (G-
Code). Due to the needed flexibility, the physics engine should be platform independent
and enable the deployment of mobile applications (Android and iOS). Furthermore,
a graphical user interface (GUI) for visualization is needed to provide the required
comprehensibility and interactivity. Next to the software requirements of the physics
simulation, there is also the need for a real-time capable CNC software that has all stages
of the motion planning process (path planning, trajectory generation, and trajectory
tracking) implemented. Another requirement for the CNC to monitor and control the
machine tool by the DT is the ability to read and write I/O with open, adaptable, and
expandable interfaces for the needed flexibility.

The required hardware consists of a machine tool with closed-loop motion con-
trol. The machine tool is the physical counterpart of the DT and enables the wireless
transmission of the needed data for simulation and prediction. Therefore, 5G modules
to enable the 5G-capability of the CNC are also required. In addition, the transfer of
encoder feedback from the motors is required. Next to that, an edge server near the
production site is mandatory to achieve the required low latencies and reliability. For
future real-time control of machine processes, offloading of computing processes to out-
sourced servers is not possible. Processing on a local edge-server near the production
site is needed to ensure low latencies [47]. In addition, the edge server needs powerful
computing resources to enable machine learning based diagnosis of the DT and adequate
responsiveness for control.

3.2 System Architecture

As shown in Fig. 1, the overall system consists of three interacting sub-systems: the dig-
ital system (1), the communication system (2), and the real system (3). This architecture
represents the progression of ongoing research and is based on preliminary work by the
authors about 5G-enabled DTs for closed-loop machine tool control [8].

The real system consists of the machine tool to be operated with its physical compo-
nents needed for operation (motors with motion controller, spindle, limit switches, etc.).
In addition, the 5G-enabled CNC is a mandatory part of the real system to ensure the
wireless communication between digital and real system. The CNC needs an adaptable
interface to enable the transfer of I/O values of the machine tool via 5G to an edge
server. In addition, workpiece features and the G-Code is transferred via 5G from the
edge server to the CNC. In the real system, there are sensors integrated to provide infor-
mation for further analysis and diagnosis of the machining process. Next to the sensors,
there are different possible human-machine-interfaces (HMI) and mobile devices that
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Fig. 1. Architecture of the overall system.

can be integrated via 5G. Due to the centralized MQTT broker and the 5G connection,
visualization and further data processing can also occur decentralized on various devices.

The communication system consists of a 5G network and creates the link between
the digital and real system. In this architecture, the 5G communication as part of the
communication system is mandatory for functionality of the overall setup. 5G enables
reliable, low-latency, and data-intensive interconnectivity for the different components
of the system. The data flow via 5G is based on the MQTT protocol that enables high
flexibility and scalability as well as machine-to-machine communication between dif-
ferent machines or computing units. The different I/O values are sent to the MQTT
broker that is running on a virtual machine (VM 3) on the edge server. In addition, the
commands computed by the DT (VM 2) on the edge server are sent to the CNC via
MQTT. The detailed functionality of the interfaces is outlined in Sect. 4.

The digital system is offloaded in a wireless manner to a powerful edge server
that is directly connected to the 5G core. It consists of different VMs with different
types of functionalities. The first VM 1 contains supporting instances such as computer
aided manufacturing (CAM). The 3D model data from the CAM software is transferred
internally on the edge server to the DT on VM 2. In addition, the G-Code generated
by the CAM software is sent via 5G to the 5G-enabled CNC unit. The G-Code is also
sent to the DT to enable the pre-process prediction of the kinematics and dynamics of
the machining processes based on G-Code. On the second VM 2 the DT for prediction,
monitoring, control, and diagnosis is operated. The prediction functionality is achieved
by interpreting machine specific G-Code received from VM 1. Based on this G-Code
interpretation, the machining process is simulated. The simulation is based on a physics
engine for simulating kinematics and dynamics. Next to the predictionmode, there is also
a monitoring and control mode. The DT receives real-time data from the CNC unit via
5G. The data is transferred via the MQTT protocol that is lightweight and based on the
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publish and subscribe principle with a broker as intermediary. This MQTT broker is also
on the edge server on VM 3. VM 3 orchestrates the entire 5G traffic of different devices
connected (DT, CNC, sensors, mobile devices, HMI). The DT interprets the received I/O
data from the CNC to monitor and visualize the machine tool during process. Therefore,
a dynamic real-time image of the process and the involved components based on the real-
time data is rendered. Another mode of the DT is the diagnosis mode. Additional sensor
data, as well as data received from CNC (e.g., encoder feedback from the motors, power
consumption, etc.) can be evaluated with statistical models as well as machine learning-
based algorithms. A detailed description of the implementation and functionality of the
DT is provided in Sect. 4.3.

3.3 Interactions and Information Flow

Based on the general model described in Sect. 3.2, the interactions and information flow
between the different sub-systems - real, digital, and communication system – are out-
lined in the following. For better comprehensibility, the software and hardware utilized
for implementing the DT is specified. However, for detailed implementation, refer to
Sect. 4. All physical and digital systems of the implemented architecture are represented
in an extended UML diagram (see Fig. 2). The top column of each box in this Figure
describes the system affiliation and the needed specific soft- or hardware to implement
the architecture. The input and output variables of the systems are represented by a “+ “
and “−” respectively, followed by a descriptive nomenclature, and, if reasonable, the file
format. Furthermore, Fig. 2 illustrates the processes within the respective component to
ensure further processing of the different variables and to forward them to the appropri-
ate subsequent instance (e.g., “.publish();”). Additionally, the flow of information and
utilized communication architecture between the individual sub-systems are illustrated.

The CAM system is based on Autodesk Fusion 360 (VM 1) and the MQTT broker
is based on Eclipse Mosquitto (VM 3). For the prediction mode, the G-Code (.ngc) is
sent within the edge server from Autodesk Fusion 360 (VM 1) to the Unity application
(VM 2). In Unity, the G-Code is interpreted and visualized for predicting the kinematics
and dynamics of the machine tool behavior (.predictBehavior();).

For monitoring, there exists a loop for continuous data transmission and interpre-
tation. First, a G-Code is generated in Autodesk Fusion 360 (VM 1) that is sent via
5G to LinuxCNC. The G-Code is transferred from CAM to CNC (LinuxCNC) using
the WebSocket protocol, which is based on TCP/IP to ensure no packet loss. There the
machine is moved according to the G-Code and position feedbacks from the encoders
of the machine tool are returned to LinuxCNC. The position data and other relevant
information from the CNC unit are then sent to the MQTT Broker (VM 3: Mosquitto
broker) on the edge server via 5G using the monitoring interface. The Unity application
subscribes to the data (VM2: Python Subscribe) from the broker to monitor the actual
machining process. Therefore, the current status and spatial position of the machine tool
is visualized.

For control, the data transmission is triggered by the Unity application. When the
need for action is identified by the operator, a command is triggered (e.g., emergency
stop, change feed override, etc.) via a graphical interface of the DT. The information is
published via 5G using MQTT protocol (VM 2: Python Publish) to the broker (VM 3)
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and subscribed, processed, and forwarded to LinuxCNC utilizing the action interface.
LinuxCNC interprets and forwards the command to the machine tool, which is then
executed. For feedback of successful outcome of control tasks, the DT receives the
information of the current machine status via the continuous loop for monitoring.

Currently, the prediction and monitoring mode are two different functionalities of
the DT. They will be merged in the future for automated process preparation. Moreover,
data from the diagnosis function (e.g., sensor data) and automated process adjustments
(e.g., automated emergency stop) are not implemented yet. However, some of the needed
data is already transferred to the DT via 5G (e.g., encoder feedback).

Fig. 2. Extended UML diagram of information flow.

4 Implementation

In the following sub-sections, the implementation of the system is outlined. In particular,
the functionality of the DTwith its different modes is elaborated. It is worth mentioning,
that the implementation of 5G-enabled sensors and human-machine-interfaces - as a part
of the architecture - is an ongoing area of research. It should be referred to Sect. 5 for
further information.

4.1 Real System

The real system consists of a three-axis gantry millingmachine and the CNC control unit
based on LinuxCNC. The system has been developed to meet the needed requirements,
especially regarding 5G connectivity. LinuxCNC – as an open-source CNC for machine
tools – enables a high degree of freedom regarding its configuration, manipulation, and
connectivity. LinuxCNC allows simple definition of the hardware abstracted layer of the
machine tool, allowing high flexibility in potential I/Os. It is possible to manually add
virtual, software defined I/Os, which is needed for monitoring and controlling the real
machine tool with the DT.



100 J. Mertes et al.

Another benefit of LinuxCNC is the presence of a dedicated Python interface [50]
that allows reading, controlling, manipulating, and creating I/O signals. However, the
Python interface does not provide a way to interact with the machine tool via network
interface out of the box.

The developed interface to monitor and control the machine tool via network is
implemented in LinuxCNC and thus also part of the real system. It consists of the
aforementioned Python interface that is expanded with a MQTT publish and subscribe
function. To ensure both operating modes – monitoring and control -, two interfaces
are needed as can be seen in Fig. 2 (action interface and monitoring interface). One for
publishing the status information of the machine tool (monitoring interface) and one for
subscribing to the manual commands triggered by the DT (action interface). As a result,
each of the new interfaces consist of two parts, one to for the 5G-enabled networking
capabilities (MQTT publish/subscribe) and one to ensure the integration into LinuxCNC
(Python interface).

The monitoring interface reads the values of different I/Os directly from LinuxCNC
and sends them continuously in JavaScript Object Notation (JSON) format via 5G to
the MQTT broker (VM 3). Currently, 44 different I/Os are transferred to ensure full
monitoring of the ongoing machining process. Next to absolute and relative position of
the axes, also the status of the limit switches, the spindle rotation speed and direction,
as well as the homing status is transmitted. It is worth mentioning, that the limitation
regarding the delay of the transmission speed is determined on the network side, since
the publish function is performed in the sub ms range.

The control interface subscribes to pre-defined changes of I/O values that are pro-
vided by the DT. The change of I/O values triggers the respective functions (e.g., emer-
gency stop, manual jogging), which then are interpreted and executed by LinuxCNC to
control the physical machine tool. This enables the machine tool to be controlled via
5G by the DT on the edge server. Simultaneously, the change in machine tool status is
captured by the monitoring interface and transmitted back to the DT, providing feedback
of the control process.

4.2 Communication System

The communication system provides interconnectivity of all implemented devices and is
completely based on 5Gwireless technology. However, due to the absence of integrated,
5G-enabled systems for manufacturing, both software and hardware have to be adapted.
The hardware structure of the system is illustrated in Fig. 3.

The 5G connectivity of LinuxCNC is ensured by retrofitting 5G capability with a
5G-Gateway based on a Raspberry Pi 4B with a M2 5G-module from Quectel1. The
Raspberry Pi is operated with OpenWRT, a Linux-based operating system that was
developed specifically for network routing.

On the software side, MQTT is used as a communication protocol between DT
and LinuxCNC. Due to the MQTT broker as the central orchestration unit of the data

1 Naming of specific manufacturers is done solely for the sake of completeness and does not
necessarily imply an endorsement of the named companies nor that the products are necessarily
the best for the purpose.
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Fig. 3. Implemented communication system based on preliminary work [8].

transferred, the protocol with its publish and subscribe functions enables high flexibility
and scalability within the manufacturing system. In addition, MQTT enables triggering
of commands (e.g., machine stop) when the connection of any publishing or subscribing
client is interrupted. The MQTT broker operates with quality-of-service level of 0 for
fastest transmission speeds. It is worth mentioning that just one air interface is involved,
which reduces the overall latency. The subscription of the data by the DT is handled
edge server internal. Next to the MQTT protocol, the WebSocket protocol is utilized for
transmitting the G-Code between the CAM system and LinuxCNC.

4.3 Digital System

The digital system consists of the three virtual machines: one supporting instance based
onMicrosoft Windows with the CAM system (VM 1: Autodesk Fusion 360), theMQTT
broker running on Ubuntu (VM 3: Mosquitto Broker), and the DT with its interfaces
running on Ubuntu (VM 2: Unity application). The detailed interaction and information
flow of the instances involved is outlined in Sect. 3.3. In the following, the functionality
of VM 1 and VM 3 will not be outlined in this paper.

The main part of the digital system is the DT that is shown in Fig. 5. It should
ensure the prediction, wireless monitoring, and control, as well as the diagnosis of
the real machining process. The DT is based on Unity, a gaming engine based on the
C# programming language. Unity enables the required independency of the operating
system, physics simulation, deployment as mobile application, and visualization of the
DT. For example, due to the publish and subscribe architecture of MQTT and the 5G
communication standard, the DT can also be deployed on tablets or different computers
in the manufacturing system – even simultaneously. Therefore, the devices need a 5G
interface and the interfaces for subscription or publishing.

The diagnosis function is currently under development. Therefore, a smartphone
with 5G-capability as well as 5G-enabled IoT sensors are implemented into the process
for further data analysis. Due to its flexibility and communication based on 5G, the
developed architecture in Sect. 3.2 enables simple integration of different sensors and
actors to the DT. Moreover, the edge server enables fast processing of data analysis
algorithms and low-latency communication due to geographical proximity. However,
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as described in Sect. 3.3, the diagnosis function is not fully implemented yet. In the
following, the implementation of the prediction, monitoring, and control components is
outlined the following sections. The diagnosis function will be discussed in Sect. 5.

4.3.1 Prediction

The prediction function should simulate the behavior of the machine tool before the
manufacturing process starts. The function enables the verification of the correctness
of the G-Code and prevents collisions. Therefore, the machine specific G-Code (.ngc
format) for the machine tool is analyzed and simulated in Unity. For the simulation envi-
ronment, the spatial dimensions of the machine tool as well as the workpiece dimensions
are integrated, and physical characteristics are added to the models.

The kinematic and dynamic behavior of the machine tool based on the G-Code
interpretation is simulated by adding equations of motion (translational movement and
acceleration). In addition, the acceleration parameters of the stepper motors and mass
of the machine tool are integrated into the simulation. The process flow of the G-Code
simulation is shown in Fig. 4.

Fig. 4. Flow chart for G-Code interpretation.
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As it is depicted in this Figure, the G-Code is completely imported to the DT (Unity
application) and the loop for the G-Code simulation starts. At the beginning of each
loop, the interpretation of the current line of the G-Code is checked. If this is true, the
new line is split into three parts with different available information. If the line is not
interpretable, the simulation ends. The data required for the movement of the machine
are the target positions (X,Y,Z) of each axis, the feed rates of each axis, as well as the
rotation speed and direction of the spindle. This information is simulated, and the digital
motion occurs. However, first the target and actual position of each axis are compared
to neglect redundant calculations of the trajectories of the axes. For low computational
intensity, the feed rates and spindle control inputs are directly processed for simulation.
The resulting simulated digital motion of the machine tool is stopped when the target
position is reached. Next to the automated stop, the operator has the ability to stop the
simulation via the GUI.

4.3.2 Monitoring and Control

Fig. 5. DT during manufacturing process.

The monitoring and control function enables wireless anomaly detection of the man-
ufacturing process. Encoder feedback is transferred to the DT to simulate deviations of
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the actual and target position. The inaccuracies can then be visualized. Furthermore,
manual control such as emergency stop or jogging is enabled for direct process manip-
ulation. In Fig. 5 the GUI of the DT, the visualized machining process, and the real
process is shown. The visualization is based on the CAD model of the machine tool and
the workpiece. The DT has four different operation modes (stand by, streaming, manual,
G-Code) and five different viewpoints with different angles and distances to the work
piece that the operator can switch through. In addition, information about the current
tool can be manually added. The current position of the global coordinate system, the
position of the used relative coordinate system (relative system 1 (G-Code 54) is used in
Fig. 5), and the current spindle speed in rounds per minute is also displayed in the GUI.
Moreover, the current values of the transmitted I/Os can be monitored in the lower half
of the GUI.

For monitoring, the I/O values of the CNC unit – currently 44 different I/Os – are
transferred via 5G to the DT. Each set of I/Os generates a new digital state of themachine
tool that contains spatial dimensions, and different information about the system status.
In addition, the target positions, actual positions, and the acceleration of the axes are
transferred for further diagnosis of process accuracy. Each set of points generates the
digital motion of the DT according to the information transferred via 5G. The detailed
information flow is illustrated in Fig. 2.

To enable the monitoring function, the information from the real system which is
published to the MQTT broker has to be subscribed and interpreted by the DT. For this,
Eclipse PAHO is utilized. The data is written into a JSON format that is continuously
accessed and interpreted by the DT. To simulate material removal of the work piece,
mesh manipulation is integrated based on Clipper2 [51].

For control mode, commands are generated by human input via the GUI of the
DT. This allows direct control of the process and direct response to process anomalies.
The manual commands are published edger server internal to the MQTT broker. The
transferred commands trigger the action interface of the real system, which interprets
them and forwards the operation task to the CNC unit for execution. Feedback on the
success of the control tasks is then provided by the monitoring function of the DT.
Currently jogging and emergency stop is integrated. However, further control functions
such as spindle control or starting a homing process will be implemented.

4.4 Benefits and Challenges

The benefits of the implementation of the architecture and thus the DT can be derived
by addressing the requirements in Sect. 3.1 and are summarized in different categories
below:

• Manageability of system complexity: The architecture enables prediction, moni-
toring, control, and diagnosis of manufacturing processes. Due to this functionality,
the complexity of CPPS can be managed and the operator’s understanding of manu-
facturing processes in an interconnected manufacturing system prior to, during, and
subsequent to the process is ensured. In addition, the GUI provides an understanding
of the current status of the machine as well as of the full manufacturing process,
resulting in better comprehensibility for humans. For machine tools, processes can
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be simulated, and the G-code can be verified for correctness. Therefore, defective
parts, waste, and thus costs can be reduced. Moreover, the implemented DT can be
integrated into the framework of 5G-enabled HMIs (see another preliminary work of
the authors [19]).

• Flexibility and Scalability: Due to the wireless realization of the DT by utilizing
5G communication technology and the possibility for deployment as mobile applica-
tions, the architecture enables high flexibility of the manufacturing system. Different
machinery or process equipment can be implemented to the DT regardless of their
physical location. The resulting scalability is also facilitated by the utilization of
the MQTT protocol. This allows the DT to run simultaneously on different devices
(computers, tablets, smartphones) independent of the operating system,without issues
regarding data integrity and availability. For the machine tool of the implemented DT,
this means that it can be moved flexibly within the manufacturing system without
connectivity problems and thus functional losses. Moreover, further information can
be implemented easily for example by adding 5G-enabled sensors.

• Transferability:Due to the performance characteristics of 5G, the DT is transferable
for different processes. The DT of a CNC machine tool can be seen as a benchmark
use case for uRLLC. The required performance characteristics for the communication
technology for machine tool control are one of the highest within manufacturing
systems [49]. Thus, if 5G shows sufficient performance for the developed DT, 5G
also enables real-time monitoring and control of various manufacturing processes. In
addition, the adaptability of the communication system enables technology transfer
capability towards upcoming communication standards (5G+, 6G, etc.) due to the use
of modularized network interfaces.

• Robustness: The 5G communication standard allows reliable and fast communica-
tion. Therefore, even safety-critical processes can be offloaded to the edge server. In
addition, MQTT supports the triggering of individual commands (e.g., machine stop)
when the connection is interrupted.

• Cost savings: By offloading computational units wirelessly to the edge server, space
savings are realized, and less wiring infrastructure is needed. The implemented setup
at our institute leads to around 56.7% less wiring infrastructure. Due to less wiring,
cost savings in double-digit euro range are possible [52]. Furthermore, the centrality
of the edge server and consequently the central software deployment leads to less
maintenance effort and thus costs. Moreover, the prediction and diagnosis functions
of the DTs for machine tools leads to cost savings due to less defective parts and less
downtimes of the machine tool.

Next to the benefits of the 5G-enabled DT, there exist also challenges during imple-
mentation. Reading and manipulating I/Os requires an open CNC unit with appropri-
ate interfaces for external control by third party programs. Currently, no manufacturer
of common industrial grade CNC units delivers this capability. Reading and over-
writing - especially of safety critical and motion control related I/Os - is not possi-
ble. Therefore, LinuxCNC is utilized, which is a very comprehensive CNC software.
However, LinuxCNC requires a lot of machine-specific configuration and expertise for
implementation.
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Another issue could be the centralizedMQTTbroker connected to the 5G core.When
scaling up the publish and subscribe operation (adding more DTs in the manufacturing
system), the broker could be overloaded with traffic orchestration.

Another challenge is the complexity of the operation of a private 5G network. As
shown in [19], the communication performance depends on different configurable char-
acteristics of the 5G network. If set up correctly, 5G is a good basis for wireless DT but
currently the operator needs high expertise for the integration of 5G networks into the
CPPS. Furthermore, there are also high costs in the five – to low six-figure range for
building, setting up and operating a private 5G network.

5 Summary and Outlook

In this paper an architecture for 5G-enabled DT for prediction, monitoring, and diagno-
sis is developed. The framework is implemented by developing a 5G-enabled DT of a
machine tool. The DT is completely wirelessly migrated to a central high-performance
edge server, which is facilitated by 5G campus networks. To simulate and control the
machining process in real-time, reliable and low-latency communication is needed. 5G
is the wireless communication technology that meets the strict communication require-
ments for DTs of machine tools and thus has potential for disruptive change of industrial
communication.

This work is the first implemented use case of 5G-enabled DTs for bidirectional
control of machine tools in manufacturing and extends previous research by the authors
regarding this topic. The implementationdemonstratesmanyadvantages, e.g., lesswiring
efforts in manufacturing, centralized maintenance and management, better comprehen-
sibility of complex CPPS as well as high scalability, flexibility and reconfigurability of
the DT. In addition, the presented framework provides transferability for further DTs of
different assets and expandability of the current implementation. Real-time capable DT
of a machine tool can be a benchmark for uRLLC. Therefore, the architecture is suitable
for the majority of processes in CPPS.

Currently, the DT of the machine tool is expanded by integrating sensor data of
5G smartphones and 5G-enabled IoT sensors. For this reason, vibration data from the
workpiece is captured and machine learning algorithms are utilized for analyzing status
and predicting anomalies of the machining process. The sensor data will also be imple-
mented to themonitoring and control mode to enable better anomaly detection and inline
process control. Moreover, 5G-enabled mobile HMI are implemented that operates the
DT as an edge device. For diagnosis, there is also encoder feedback transferred to the
DT via 5G. This enables the detection of anomalies in the machine tool movement.

Regarding performance evaluation of the overall monitoring and control system,
different experiments are currently being conducted with different 5G network config-
urations and traffic load on the network. The end-to-end latencies, jitter and deviation
will be measured between DT and CNC unit. Moreover, the benchmark use case will
be further defined and evaluated, for example regarding the monitoring accuracy of the
DT in comparison to a wired solution or the resulting manufactured part quality with
offloaded process control. First, experiments show that the private 5G network at TU
Kaiserslautern meets the requirements for monitoring and manual control with latencies
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below 10 ms (μ = 6.8 ms; σ = 3.6 ms with ~2600 × 44 data points sent) and low
jitter (~2.5 ms). The full results with the description of the experimental design will be
published in future research.
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Abstract. Mixed and Virtual Reality technologies have been assigned consider-
able potential to support training and workflows in various domains. However,
available solutions are subject to scalability limitations which evoke temporal and
cognitive efforts that outweigh the technology’s intrinsic potential and prevent
their application in profit-making, real-world settings. Addressing these issues,
we developed a framework for Scalable Extended Reality (XRS) spaces follow-
ing a human-centered design process. To this end, we derived abstract high-level
use cases which exploit key benefits ofMixed andVirtual Reality technologies and
can be combined with each other to describe specific low-level use cases in many
domains. Based on the defined high-level use cases, i.e., design and development
of physical items, training, teleoperation, co-located and distributed collaboration,
we specified functional and non-functional requirements and developed a frame-
work design solution that implementsmultidimensional scalability enhancements:
Multiple on-site and off-site users can access the XRS space through customized
Mixed or Virtual Reality interfaces and then reference or manipulate real or virtual
scene components. Thereby, full scalability regarding options of interaction is pro-
vided through the integration of a robotic system that allowsoff-site users tomanip-
ulate real scene components on site. Eventually, the framework’s applicability to
different use cases is demonstrated in theoretical walkthroughs.

1 Introduction

Extended Reality (XR) technologies provide a versatile tool to inspect and interact with
three-dimensional virtual elements in physical or completely computer-generated envi-
ronments. Throughout the last decade XR technologies have been assigned considerable
potential to support training and workflows in many different domains such as in the
automotive and aerospace industry, healthcare, interior design, factory layout planning,
at construction sites, for maintenance and repair tasks as well as for co-located and
distributed collaboration in general. Even within each of these domains, XR technolo-
gies can support multiple different workflows and tasks. For instance, in the automotive
industry, XR can be employed for early design and engineering reviews of virtual pro-
totypes to save material costs as well as for training the teleoperation of machines and
providing support by remote experts.
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While the field of applications for XR technologies is vast, its actual profit-making
implementation in real-world scenarios is still limited, due to the use case driven devel-
opment of XR applications resulting in solutions that are limited in terms of hardware,
tasks, and number of users. As such, frequent system adaptations are required which
evoke temporal and cognitive efforts that outweigh XR’s actual potential and hinder its
application in the real world.

Seeking to address these issues, this paper presents a framework for Scalable
Extended Reality spaces that provides scalability between different degrees of virtuality,
different devices, and different numbers of users. The development of the framework
followed a human-centered design process: We first defined its context of use by high-
level use cases that exploit XR’s key benefits and can be combined with each other to
describe specific low-level use cases. Next, we defined functional and non-functional
requirements, based on which we developed a framework design solution. Eventually,
theoretical walkthroughs are provided to demonstrate its applicability to different use
cases.

2 Background

2.1 Terminology

Extended Reality (XR) is currently being used as an umbrella term for environments
that are encompassed by the so-called Reality-Virtuality Continuum that was introduced
by Milgram et al. [1]. It ranges from reality (i.e., physical environments) toMixed Real-
ity (MR), to completely computer-generated virtual environments (i.e., Virtual Reality,
VR). Initially, MR encompassed physical scenes augmented with virtual components
(Augmented Reality, AR) as well as virtual scenes augmented with real components
(Augmented Virtuality, AV ). Due to both its complex implementation and its limited
use cases, AV failed to materialize such that the terms AR and MR are now often used
synonymously. The term MR, as used by us in this paper, encompasses AR as physical
scenes with pure virtual overlays but also expands to more complex environments that
virtually augment reality while considering the scene’s physical constraints.

XR applications can be accessed with a variety of technologies. First, head-mounted
displays (HMDs) can be employed for both,MR andVR applications. Especially forMR
applications, handheld displays (HHDs) such as smartphones or tablets can be used as
well. Besides these mobile accesses to XR, there also exist projection-based setups: The
term Spatial Augmented Reality (SAR) is commonly being used for spaces that augment
physical scenes with virtual elements that are projected directly into the scene. On the
other hand, CAVE [2] systems provide a projection-based access to VR environments.

This paper is focused on the development of a human-centered framework that pro-
vides mobile access points to MR and VR scenes, i.e., MR-HMDs, VR-HMDs, and
MR-HHDs. In this context, we distinguish between on-site and off-site users: On-site
users access the system from the actual working environment. This can be the site at
which a real machine to be operated is located, at which already existing physical parts of
a prototype are located, or at which co-located collaborators are located. Off-site users
on the other hand access the system from a different location. These can be persons
that are operating a machine remotely as well as remote experts that join the system as
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distributed collaborators in virtual replications of the on-site environment. Furthermore,
we distinguish between real and virtual components: We use the term real component to
refer to a physically existing object and the term virtual component to exclusively virtual
objects (i.e., there is no physically existing counterpart for this object). In this context,
it is important to note that real components may be displayed as virtual replications
off site. On-site users may interact with exclusively virtual components and with real
components. Off-site users may interact with exclusively virtual components as well as
with real components through interaction with their virtual replications. Thereby, we
use the terms static and dynamic to indicate if scene components are meant to change
their position or orientation during the session.

2.2 Developing Collaborative Extended Reality Applications

Amajor impediment to the development and application of XR technologies in collabo-
rative real-world settings concerns the variety of hardware producers and the platform-
specific requirements. While game engines like Unity and Unreal support the develop-
ment of XR applications for different operating systems, these platforms still require
the integration of different APIs. Seeking to reduce this fragmentation, OpenXR was
introduced as a cross-platformAPI. Furthermore, real-time collaboration between differ-
ent XR applications requires low-latency, wireless communication between the respec-
tive devices. For example, Photon Engine can be employed to handle communication
between multiple clients as it offers SDKs for various platforms. Despite the existence
of these commercial solutions, backend development is still far from straightforward.
Previous research [3–5] presented architectures and frameworks that combine the differ-
ent available solutions that seek to facilitate the backend development of collaborative,
multi-device XR applications.

Apart from issues related to multi-platform development, network communication,
and calibration, the application of XR technologies in real-world, profit-making settings
is also impeded by inadequate user interfaces which opens further fields of research. To
enable collaboration between on-site collaborators in MR scenes and off-site collabora-
tors in VR scenes, the remote collaborator needs to be provided with a detailed virtual
replication of the on-site environment in real time. Existing replication techniques such
as 360-degree videos [6], RGB-D cameras [7], or light fields [8] however provide dif-
ferent quality-latency tradeoffs. Another important research topic concerns the semantic
segmentation of these virtual replications [9] which is required to make single compo-
nents of the replication referenceable. While most XR devices provide out of the box
interaction techniques, plenty of research is being conducted to enhance their usability.
Previous research has for example focused on reducing fatigue while performing in-air
gestures to interact with virtual components displayed through a MR-HMD [10]. For
MR-HHDs, device-based interaction that maps a HHD’s movement to virtual objects
has been proposed as an alternative to fatigue-prone touch-based interaction techniques
that require the device to be held with one hand [11]. In the context of collaborative set-
tings, further research has been conducted regarding adequate visualizations of remote
collaborators [12].

The framework presented by Pereira et al. [4] was implemented with Unity and
supposed to support collaborative interior design. Multiple clients can connect to a
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server through the integration of Photon Engine which handles communication and
maintains synchronization between a shared and several device-specific scenes. While
their framework provides access points for VR-HMDs and MR-HHDs, it is focused
on the interaction with virtual components only and does not provide interaction with
virtually replicated parts of the physical scene. While they give users the option to
highlight points of interest, their proposed avatar visualization is likely to produce visual
clutter as the number of users increases. Furthermore, different interaction paradigms
were implemented for object manipulation with VR-HMDs (motion controllers) and
MR-HHDs (touch input), which may complicate switching between access points for
the user.

Kostov andWolfartsberger [3] presented a proof-of-concept application that supports
collaborative training for engine construction. Their application is accessible through
a VR-HMD, MR-HMD, MR-HHD, and a desktop PC. Communication between the
clients and synchronization of the environment is handled through Unity’s networking
library. Again, the virtual replication of physical scenes remains unaddressed. In contrast
to Pereira et al. [4], Kostov and Wolfartsberger [3] highlight the challenges related to
the different device-specific input paradigms. Seeking to reduce the complexity for
both developers and users they implement the same button-based user interface for all
devices.Byclicking thedifferent buttonswith thedevice specific inputmodality, the users
can manipulate the virtual objects according to predefined increments. This interaction
approach however limits flexibility and disregards the 3D nature of XR technologies.

In contrast to [3, 4], the framework presented by García-Pereira et al. [5] provides
the VR-HMD user with a static virtual reconstruction of the physical environment that
is scanned in advance. Physical markers are used to align the orientation of the virtual
and the physical world. Further access points are provided through a desktop PC and a
HHD that can display both the VR and MR scene. To develop the XR applications and
set up the server, Unity and Node.js were employed. Again, different device-specific
interaction techniques were provided to interact with virtual components: an external
sensorwas attached to theHMD to capture hand gestures, theHHDoffered a touch-based
interface, and the desktop application responded to mouse clicks. While more advanced
avatars showing the user’s point of view and a hand ray were generated for each access
point, the problem of potentially occurring visual clutter remains unaddressed.

A detailed review of literature related to the research topics mentioned above as well
as a future research agenda can be found in [13]. While the investigation of all these
agenda items and the development of a total solution is far beyond the scope of a single
research paper, consideration must be given in advance to how results from independent
research in the different fields need to be integrated in the end. Addressing this issue,
we build up on the general concept of scalable XR presented in [13] and develop a
human-centered framework that considers scalability between the number of users, the
degree of virtuality, and the type of device.

3 XRS Framework: Basic Concept

XR technologies have been assigned considerable potential to decrease temporal and
cognitive efforts as well as material costs in many domains. However, existing XR
applications are limited to single use cases, specific hardware, or two collaborators.
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This lack of scalability causes large overheads of time and cognitive resources when
switching between devices or applications, such that reduced efficiency outweighs the
potential awarded to XR technologies and impedes their application to real-world set-
tings. Addressing these issues, we present a framework for Scalable Extended Reality
spaces as introduced in [13]. The development of our framework followed the human-
centered design approach as defined in ISO 9241-210: First, we specified the context of
use by deriving abstract high-level use cases that exploit XR’s key benefits from specific
use cases. The following steps in the human-centered design process were completed
based on these high-level use cases, i.e., specifying requirements, design solutions, and
evaluation.

3.1 Scalable Extended Reality (XRS)

Seeking to address these scalability limitations and to increase XR’s application in the
real world, we introduced the term Scalable Extended Reality (XRS) as a concept for
XR spaces that provide multidimensional scalability enhancements (see Fig. 1). Firstly,
they should scale between different degrees of virtuality, i.e., from completely virtual
spaces to spaces with single physical elements that are augmented with multiple virtual
elements to physical scenes that are augmented with single virtual elements. Secondly,
they should scale between different devices, i.e., the space should be accessible viaHHDs
and HMDs. Lastly, XRS is supposed to scale between different numbers of users, i.e.,
from single users to multiple possibly distributed collaborators. As such, XRS spaces
could serve as highly flexible, long-time training or working environments [13].

Fig. 1. Scalable Extended Reality (XRS) Concept; modified replication from [13].

3.2 Context of Use

To understand and specify the context of use, we derived abstract high-level use cases
that exploit XR’s key benefits from various XR applications that have been proposed by
previous research.
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3.2.1 XR’s Fields of Application

Throughout the last decade, research on potential application areas for XR technologies
has been conducted and revealed promising use cases in different fields. Since XR tech-
nologies provide a more intuitive way to inspect and interact with three-dimensional
elements than conventional desktop applications, they have been assigned considerable
potential to support design and engineering reviews in different domains. For instance,
Wolfartsberger [14] developed and evaluated a VR system to support the design review
of power units, Gong et al. [15] developed a multi-user VR application that allows glob-
ally distributed users to cooperate in an automotive design review task, and Kaluza et al.
[16] integrated methods from visual analytics in a MR application to support decision-
making in automotive life cycle engineering. Another promising field of application for
XR technologies is factory layout planning such as presented by Gong et al. [17] who
developed a VR system for factory layout planning that seeks to facilitate the modeling
process and to improve decision-making through more accessible visual representa-
tions. XR applications may be used in a similar way for supporting interior design. For
instance, Vazquez et al. [18] developed a MR tool that provides scale-accurate virtual
augmentations with virtual furniture. Furthermore, XR technologies may find applica-
tion at construction sites for safety training in VR scenarios as presented by Wu et al.
[19] as well as for supporting workers in monitoring and documentation tasks with
virtual augmentations such as presented by Zollmann et al. [20]. A detailed review of
potential aerospace applications of VR technologies was given by Pirker [21]: Use cases
listed in the paper include training in simulations, teleoperation of remote machines,
testing, design reviews, collaboration, and remote assistance. Further interesting fields
of application for XR technologies can be found in healthcare. The literature review
conducted by Sadeghi et al. [22] revealed several interesting XR applications in the con-
text of cardiothoracic surgery, including surgical planning, training in virtual simulators,
and intraoperative guidance. For instance, in assistive scenarios visual information aug-
menting the surgeon’s field of view can be scaled and placed according to the surgeon’s
personal preferences [23]. Similarly, maintenance tasks can be supported by XR tech-
nologies as relevant information can be directly projected into the worker’s field of view
[24]. These instructions can either be provided by the system automatically or by a
remote collaborator. Ultimately, XR technologies provide a powerful tool for support-
ing collaboration between co-located and distributed collaborators in more complex,
3D tasks that cannot be completed via 2D desktop sharing. For instance, Bai et al. [25]
presented a system that allows to share a local working space with a remote collaborator
who can deliver support in terms of visual cues that augment the local worker’s field of
view.

3.2.2 XR’s High-Level Use Cases

As summarized in Sect. 3.2.1, the application of XR technologies is deemed beneficial
in many domains. To develop our framework, we abstracted these specific use cases and
grouped them into the following five high-level use cases. By implication, the framework
can then be adapted to any low-level use case that can be described by the blueprints of
the high-level use cases or any combination of them.
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XR technologies can be applied to support the training of complex or safety-critical
tasks as virtual environments reduce safety issues, such that less supervision is required,
and trainees can practice the task independently and more often. Virtual training envi-
ronments can be easily set up multiple times such that accessibility to the training
environment is improved and multiple trainees may practice a task at the same time.
Furthermore, XR technologies can be used to support both co-located and distributed
collaboration. In co-located scenarios, multiple collaborators may be provided with a
customized access to the XR space. As such they can be provided with the level and
representation of information that fits their responsibilities, experience, and personal
preferences. Distributed collaborators can join this collaborative session in a virtual
replication of the scene. In both cases, collaborators can be provided with awareness
cues displaying the other collaborators’ locations and activities. Like the use case of dis-
tributed collaboration, XR applications can be applied for teleoperating machines and
robots. Depending on how far theworker is away from the actual working place, he or she
can be provided with a MR or VR scene in which the machine can be operated through
virtual user interface components that allow reviewing the effect of a command in a
virtual simulation prior to actual execution. Another promising field of application for
XR technologies concerns the design and development of physical items. Temporal and
financial costs of prototyping can be reduced by the integration of virtual components.

3.2.3 Dependencies Between XR’s Key Benefits and High-Level Use Cases

The relevance of the high-level use cases described in Sect. 3.2.2 can be explained by
their exploitation of XR’s key benefits. The benefits exploited by each high-level use
case and possible combinations of high-level use cases are displayed in Fig. 2.

Training scenarios are supported by the seamless integration of real and virtual ele-
ments that allow to display virtual augmentations in the exact right time and place.
Hence, trainees do not have to shift their focus between multiple sources and can keep
concentrating on their actual task. Since these virtual elements can be quickly modi-
fied, the trainee can be provided with the degree of virtuality and level of information
that is needed. Similarly, in collaborative scenarios each user may be provided with a
customized access to the XR space as virtual augmentations can be easily modified.
To facilitate communication and prevent misunderstandings between collaborators, vir-
tual elements that display user activities can be seamlessly integrated in the co-located
collaborator’s field of view, whereas distributed collaborators may be provided with
real-time virtual replications of the on-site environment. Depending on a teleoperator’s
location he or she may be provided with a virtual replication of the on-site environment
or with virtual augmentations that are seamlessly integrated in the physical scene. The
design and development process of physical items also benefits from the digital nature
of virtual prototypes which can be modified quickly and thus accelerate workflows and
save material costs. As the physical item evolves, the degree of virtuality can decrease,
and the existing physical parts of the prototype can be seamlessly augmented with virtual
elements. Depending on the specific use case, decision-making and quality control can
further be supported by the in-context visualization and analysis of data from relevant
digital twins or sensors.
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Apart from the independent implementation of each of these high-level use cases,
they can also be combined with each other. For instance, design and development tasks
can be performed by single users, together with co-located or distributed collaborators,
or both. Furthermore, teleoperating a machine can be a task that is subject to a training
scenario. At the same time, teleoperation of robotic arms may be implemented to allow
distributed collaborators to remotely manipulate physical objects on site (see Sect. 5.7).
Training tasks can be set up in collaborative scenarios, too. In that way the trainee can be
supported by distributed or co-located collaborators that watch the trainee completing
the task and may intervene if necessary.

Fig. 2. XR’s key benefits exploited by high-level use cases (red, green, and orange arrows on the
left) and possible combinations of high-level use cases (blue lines on the right).

4 XRS Framework: Requirements

Basedon the identifiedhigh-level use cases as listed inSect. 3.2.2,we specified functional
and non-functional requirements for a human-centered XRS framework.

4.1 Functional Requirements

The functional requirements of theXRS framework concern the hardware and technology
that is employed to access theXRS space, the interactionmodalities the users are provided
with, and the visualization of real and virtual components aswell as of the users’ locations
and activities.

Access

RQ 1 On-site users can access the XRS space via a MR-HMD or a MR-HHD.



A Human-Centered Framework for Scalable Extended Reality Spaces 119

RQ 2 Off-site users can access the XRS space via a VR-HMD.

Interaction

RQ 3 On-site users can reference real components.
RQ 4 On-site users can reference virtual components.
RQ 5 On-site users can manipulate real components.
RQ 6 On-site users can manipulate virtual components.
RQ 7 Off-site users can reference real components.
RQ 8 Off-site users can reference virtual components.
RQ 9 Off-site users can manipulate real components.
RQ 10 Off-site users can manipulate virtual components.

Visualization

RQ 11 Each collaborator sees where the other collaborators are.
RQ 12 Each collaborator sees what the other collaborators do.
RQ 13 Off-site users are provided with a virtual replication of static real components.
RQ 14 Off-site users are providedwith a virtual replication of dynamic real components.
RQ 15 On-site users are provided with visual representations of virtual components that

are seamlessly integrated into the physical scene.
RQ 16 Off-site users are providedwith visual representations of virtual components that

are seamlessly integrated into the virtual scene.

4.2 Non-functional Requirements

The application of such a system in real-world settings further requires the maintenance
of usability across different system configurations.

RQ 17 Users can intuitively switch between devices.
RQ 18 Users can intuitively switch between degrees of virtuality.
RQ 19 Usability is maintained with an increasing number of collaborators.
RQ 20 The interaction techniques for manipulating and referencing virtual elements

provide high usability.

5 XRS Framework: Design Solution

Based on the functional and non-functional requirements specified in Sect. 4, we devel-
oped a framework design solution for XRS spaces (see Fig. 3) that incorporates the
following system features.
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5.1 Access Points and Data – RQs 1, 2, 17, 18

Our framework provides three different access points to the XRS space: On-site users
can access the XRS space either via MR-HMDs or via MR-HHDs and off-site users
can access the XRS space via VR-HMDs. Firstly, a virtual replication of the static
components is generated. This builds the basis for the VR scene through which off-site
users can access the XRS space. Next, virtual replications of dynamic real components
as well as of on-site and off-site collaborators are created and added to the VR scene.
On the other side, virtual replications of off-site users are integrated into the MR scene.
Furthermore, exclusively virtual components are added to both the MR and VR scene.
Throughout the session, clients read and write data from and to a database storing
information about each user, real and virtual component.

5.2 Subscribing to Collaborators – RQs 11, 12, 19

As the number of collaborators increases, usabilitymay decrease as adding visualizations
of each collaborator’s location and activity to the scene is likely to produce visual clutter
and confusion. To prevent these issues and allow collaborators to keep concentrating
on their actual task, they should only be provided with the information needed for task
completion. To this end, each user can individually subscribe to visual representations
of the other collaborators. The database holds information about each user’s id, role
(i.e., on-site user or off-site user), activity (i.e., referencing or manipulating objects),
position and orientation in space, and the individual subscriptions to other collaborators’
locations and activities. For each collaborator, the database stores references to a set of
collaborators whose location should be represented as an avatar and whose activities
should be represented by visual cues such as hand pointers and gaze rays. In contrast
to off-site users, on-site users cannot subscribe to avatars of other on-site users. These
references can be set prior to the collaborative session and updated through the users
during the session. Users can subscribe and unsubscribe to visual representations of other
collaborators’ locations and activities through different modalities that may be based on
context-menus, speech recognition, or direct interaction (e.g., looking or pointing at
avatars to activate cues). As such, the corresponding references in the database will
be updated accordingly and the collaborators’ visual representation will be adapted
individually for each user.

5.3 Visualizing Static Scene Components – RQ 13

We refer to scene components as static if they are not meant to change their position or
orientation during the session (e.g., the room in which on-site collaborators are located).
To provide scalability between degrees of virtuality, off-site users should be provided
with a virtual replication of these static real components. As described in [13], physical
scenes can be virtually replicated with different techniques that differ in terms of their
quality-latency trade-off. Hence, static scene components that require few to no updates
during the collaborative session should be replicated with techniques providing the
highest quality at the cost of high latencies. If the static scene components need to
be referenceable, the virtual replication needs to be semantically segmented.
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Fig. 3. The Human-Centered Scalable Extended Reality (XRS) Framework.

5.4 Visualizing Dynamic Scene Components – RQs 14, 15, 16

Dynamic scene components on the other hand refer to real and virtual components
whose position and orientation is meant to change a lot throughout the session. We
use the term dynamic scene components for objects that physically exist on site, for
their virtual replication, and for exclusively virtual objects. In this context it should
be noted that while users themselves could be considered as dynamic components, we
consider them separately in the next chapter because they have more properties that may
change during the session than objects. Physically existing components do not have to
be visualized for on-site but for off-site users. In contrast to static scene components,
they are manipulable and hence the position and orientation of their virtual counterpart
must be updated more often. The generation of the virtual replications of these dynamic
scene components depends on each physical object’s properties which are manipulated
during the session. For instance, if only the position and orientation is manipulated, the
object can be replicated in advance and integrated into the off-site collaborator’s virtual
environment such that during runtime, only the position and orientation of the object
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must be tracked, exchanged, and updated. However, if the object’s appearance itself will
be manipulated during the session, the effects of these manipulations on the object’s
appearance must be tracked and updated accordingly. The visualization of dynamic
virtual components (i.e., components that are exclusively virtual in both the MR and
VR scene) is less complex: The object’s properties can be stored in a database which is
updated in line with user interactions. As such, each client can read the same information
about the object (e.g., its position, orientation, size, status, or current owner) from the
database.

5.5 Visualizing User Location and Activity – RQs 11, 12

To support both, co-located and distributed collaboration, users should be provided with
information regarding their collaborators’ location and activity when needed. While co-
located collaborators that are using MR devices can naturally see each other, remote
collaborators using VR devices need to be provided with virtual replications of their
collaborators whose position and orientation is updated in real time. Similarly, on-site
users need to be provided with information about their remote collaborators. Besides
information on the user’s location, information regarding a user’s current activity (e.g.,
referencing or manipulating objects) can also be relevant for both co-located and dis-
tributed collaborators. Hence, each user is provided with a visual representation of the
other collaborators that corresponds to the user’s individual subscriptions that are stored
in the database as described in Sect. 5.2 . As such, off-site users can for example activate
avatar representations of their collaborators together or without hand pointers and gaze
rays. The same holds for on-site users that subscribe to off-site collaborators. On the
contrary, on-site collaborators can only subscribe to hand pointers and gaze rays for
other on-site collaborators.

5.6 Referencing Scene Components – RQs 3, 4, 7, 8

To support co-located and distributed collaboration, collaborators need to be able to
reference scene components. This means they should be able to execute an action (e.g.,
pointing at a scene component) such that this scene component is highlighted for all
collaborators that subscribed to the user referencing the component. For instance, this
can be implemented by adapting the object’s visual representation (e.g., by changing
the color of a virtual component or a real component’s virtual replication in VR or
by augmenting real components with virtual overlays in MR) or by playing 3D audio.
Referencing an object can also be interpreted as the selection of an object which can be
followed by a manipulation.

5.7 Manipulating Dynamic Scene Components – RQs 5, 6, 9, 10

Our framework focuses on the manipulation of virtual and real components in terms
of translation and rotation. To let on-site and off-site collaborators manipulate virtual
components, appropriate input techniques are required such that the updated position
and orientation of the virtual component can be computed, and its visual representa-
tion can be adapted accordingly. The manipulation of real components in the on-site



A Human-Centered Framework for Scalable Extended Reality Spaces 123

environment, especially for off-site collaborators, is more complex. To this end, we pro-
pose the integration of a robotic system, that allows collaborators to remotely translate
or rotate real components on site: First, off-site collaborators can manipulate the vir-
tual replication of the real component. As soon as the off-site collaborator confirms the
manipulation, the updated position and orientation of the virtual replication is sent to the
robot application which automatically computes the necessary motion planning for the
robot to adapt the corresponding real component’s position and orientation respectively.
A similar approach could also be useful for on-site users that want to manipulate large
or heavy objects: Physical objects could be augmented with virtual overlays that are
manipulated by the on-site user to control the robot. In the case of a training session, the
connection with the robotic system can be disabled prior to the start of the session.

5.8 Scalable Interaction Techniques – RQs 17, 18, 20

To provide scalability between different devices and degrees of virtuality and allow users
to intuitively switch between them, scalable interaction techniques for referencing and
manipulating virtual components or virtual replications of real components are needed.
These interaction techniques must scale between all access points to the XRS space
(i.e., MR-HHDs, MR-HMDs, and VR-HMDs). In this context we refer to an interaction
technique to be scalable, if switching between access points is possible without large
overheads of cognitive efforts that are required to relearn and re-adapt to the system.
In other words, users should be able to switch between access points intuitively. While
existing interaction techniques rely on different input paradigms (e.g., in-air gestures
for MR-HMDs, touch for MR-HHDs, controllers for VR-HMDs), scalable interaction
techniques should be based on similar input paradigms that provide high learnability
and memorability. Despite the relevance of this question, it has been addressed by very
few research papers so far. For example, Kostov and Wolfartsberger [3] implemented
a cross-device button-based user interface for VR-HMDs, MR-HMDs, and MR-HHDs.
However, the selection of these buttons still relies on the device-specific input modality
and disregards advanced, spatial interaction paradigms. Apart from enhanced scalability,
the interaction techniques themselves should provide high usability as defined in ISO
9241-11. The development of such scalable interaction paradigms is a complex and
interesting topic for future research. The full scalability regarding options of interaction
between on-site and off-site users as implemented in our framework builds the basis for
a future integration of such scalable interaction techniques.

6 XRS Framework: Walkthrough

As a first evaluation of our framework this chapter provides a theoretical walkthrough
for two use cases that can be described by a combination of the high-level use cases
introduced in Sect. 3.2.2.

6.1 Collaborative Prototyping

The design and development of physical items such as cars usually involves co-located
as well as distributed collaborators from different fields. Throughout the design and
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development process, each of these collaborators has different tasks and responsibilities
that require different levels of information. The framework presented in this paper can
help providing these collaborators with this information exactly when and where it is
needed.

At the beginning of the design and development process, during the ideation phase,
users may be immersed in a completely virtual environment to collect ideas and develop
a proof of concept. If no physical parts of the product exist yet, there is no on-site
environment and all users join the XRS space in a VR scene in which they can refer-
ence and manipulate dynamic virtual components (i.e., the components of the product
to be developed). Each collaborator may subscribe to other collaborators to receive
information regarding this collaborator’s location and activity. In each frame the posi-
tion, orientation, and activity of each user is written to the corresponding database and
retrieved from the collaborators according to their subscriptions.

As soon as the first physical parts of the product exist, co-located collaborators that
are located on site may switch to a MR scenario in which the physically existing real
components are augmented with virtual components that display the missing parts. In
iterative prototyping stages, different virtual configurations of the missing parts can
be tested out and reviewed according to key parameters that may be generated in real
time by integrated digital twins. To do so, on-site users can reference and manipulate
the real and virtual components as described by the framework. Collaborators that are
located off site can join the XRS space through the same VR scene as before. To this
end, a virtual replication of the static real components is generated which builds the
basis for the VR scene. Properties of dynamic real components are tracked, and their
virtual replication is integrated into the VR scene and updated together with the exclu-
sively virtual components that are continuously tracked as well. Off-site users can then
reference and manipulate both virtual replications of real components and exclusively
virtual components as described in the framework. Like in the exclusively virtual space
in the beginning, both on-site and off-site users may subscribe to each other to receive
information about each other’s location and activities.

The degree of virtuality decreases throughout these iterative prototyping stages until
the physical prototype is only augmented with single virtual components. The imple-
mentation of scalable interaction techniques for referencing and manipulating objects
allows users to intuitively switch between degrees of virtuality (which may change con-
tinuously from virtual to real as the product evolves or abruptly if on-site users become
off-site users or vice versa). Considering real-world settings, it is very likely that one
person is involved in multiple design and development processes of different products
at once. As the current stage of development may differ between these products, this
person may have to switch between devices and degrees of virtuality multiple times per
day. Furthermore, on-site users may become off-site users depending on their location
which again requires switching between devices and degrees of virtuality. Our frame-
work implements multidimensional scalability enhancements to reduce the temporal
and cognitive efforts of switching between these technologies and allows users to keep
focusing on the actual task.
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6.2 Training and Teleoperation

To guarantee the correct and safe execution of complex and dangerous tasks workers
need to undergo appropriate training in advance. However, access to the corresponding
machines may be limited as these are in use or occupied by other trainees. Furthermore,
especially dangerous tasks may require supervision by experts whose availability is
limited. Transferring these training sessions to virtual scenarios can reduce the necessity
of supervisors as safety-critical parts are eliminated. On top of that, the training of
multiple trainees can be parallelized as virtual environments can be replicated, given
that enough hardware is available.

The application of our proposed framework allows trainees to start in a VR scene in
which they are provided with a virtual replication of the actual working environment and
can practice operations by manipulating virtual replications. In this case, the interaction
with virtual replications should not be executed in the real working environment. As
the trainees make learning progress, they may switch to MR scenarios where they can
practice operations in the actual working environment while safety-critical parts may
still be virtualized. Through the implementation of scalable interaction techniques that
rely on the same interaction paradigms as in the VR scene, they can concentrate on the
actual task (i.e., the operation to be practiced). Once training is accomplished and they
move on to the operation in the real world, they can still be provided with visual overlays
that display in-context information in the beginning.

At the same time, the novice worker can request help from a remote expert which
is located off site and joins the XRS space in a VR scene. Again, this VR scene can be
generated by the virtual replication of static real components which is then augmented
in real time with virtual replications of dynamic real components and exclusively virtual
components. Depending on the specific task, the remote expert’s interactions with virtual
replications may be executed on site. Thus, remote experts may act as teleoperators that
manipulate virtual replications of a machine in VR to command a robot or machine on
site to execute the operation in the real world. The application of our framework allows
to design similar user interfaces for remote assistance and teleoperation – tasks that are
likely to be completed by the same person. As such, persons that act as both remote
experts and teleoperators benefit from the multidimensional scalability enhancements
that provide them with a highly memorable user interface.

7 Conclusion

This paper presents a human-centered framework for XRS spaces that implements multi-
dimensional scalability enhancements regarding different degrees of virtuality, different
devices, and different numbers of users. As such, we contribute to the list of highly
relevant research topics presented in [13] and seek to foster the application of XR tech-
nologies in profit-making, real-world use cases which is currently impeded by overheads
of cognitive and temporal efforts that outweigh the potential inherent inXR technologies.

The presented framework provides three access points for on-site and off-site users
that can reference and manipulate both real and virtual components. To this end, off-
site collaborators are provided with a virtual replication of the on-site environment that
integrates virtual replications of real components and exclusively virtual components
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to a VR scene which can be accessed with a VR-HMD. On-site users can access the
XRS space with MR-HMDs or MR-HHDs. The visualization of scene components is
handled through a database that stores information about each user, real and virtual
component. While all this information is accessible for all users, not all users may need
all this information for effective task completion. Hence, users may subscribe to their
collaborators individually to obtain the needed level of information. Furthermore, our
framework provides full scalability regarding interactivity through the integration of a
robotic system which allows remote users to manipulate real components on site. This
scalability is of high relevance, as users should be able to switch between degrees of
virtuality and devices depending on their role and location without losing options for
interaction. In the future, the framework may also be extended with scalable interaction
techniques that rely on similar input paradigms for referencing and manipulating real
and virtual components through all access points.

The framework was developed based on five high-level use cases that exploit XR’s
key benefits: Design and development of physical items, training, teleoperation, co-
located and distributed collaboration. Since these high-level use cases serve as blueprints
that can be combined with each other to describe specific low-level use cases in the real
world, the framework can by implication be used by collaborators as well as by single
users inmany different domains. Hence, our framework provides the foundation required
to implement specific XRS applications which will be part of our future work.
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Abstract. Thegeneration of an optimized factory layout is a central element of the
factory planning process. The generated factory layout predefinesmultiple charac-
teristics of the future factory, such as the operational costs and proper resource allo-
cations. However, manual layout planning is often time and resource-consuming
and involves creative processes. In order to reduce the manual planning effort,
automated, computer-aided planning approaches can support the factory planner
to deal with this complexity by generating valuable solutions in the early phase of
factory layout planning. Novel approaches have introduced Reinforcement Learn-
ing based planning schemes to generate optimized factory layouts. However, the
existing research mainly focuses on the technical feasibility and does not high-
light how a Reinforcement Learning based planning approach can be integrated
into the factory planning process. Furthermore, it is unclear which information is
required for its application. This paper addresses this research gap by presenting a
holistic framework for Reinforcement Learning based factory layout planning that
can be applied at the initial planning (greenfield planning) stages as well as in the
restructuring (brownfield planning) of a factory layout. The framework consists
of five steps: the initialization of the layout planning problem, the initialization of
the algorithm, the execution of multiple training sets, the evaluation of the train-
ing results, and a final manual planning step for a selected layout variant. Each
step consists of multiple sub-steps that are interlinked by an information flow. The
framework describes the necessary and optional information for each sub-step and
further provides guidance for future developments.

1 Introduction

Machine learning approaches such as Reinforcement Learning (RL) have the potential to
solve problems in variousmanufacturing-related areas, leading to improvements in terms
of time, cost, and quality [1]. One promising application field for RL is factory layout
planning [2], which is a central element of the factory planning process [3]. Existing
literature on the subject mainly focuses on the principal utilization [2] and the scalability
of the RL-based planning approach [4]. However, the potential to support planners in
the early stage of layout planning is highlighted without presenting a holistic framework
that covers the corresponding application steps and needed information. This paper
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addresses this research gap by defining requirements that have to be met by a factory
planning approach. These requirements build the basis for the framework developed for
RL-based factory layout planning.

The paper is structured as follows: First, an introduction to factory layout planning
(Subsect. 2.1) and the existing planning approaches (Subsect. 2.2) is presented. Sub-
section 2.3 introduces RL and its functionality, followed by the research gap in Sect. 3.
Section 4 presents the requirements as well as the framework developed followed by an
evaluation of the framework. Section 5 consists of a conclusion and a summarization of
future developments.

2 State of the Art

2.1 Introduction to Factory Layout Planning

Factory layouts have to be adapted according to changing and influential factors such
as technological innovations, shortened product life cycles, and changing market con-
ditions [5]. Consequently, factory layout planning is frequently performed to ensure
an economical, efficient, flexible, and versatile production under consideration of all
external and internal characteristics [6].

Factory layout planning problems can be divided into new planning (greenfield plan-
ning) and the restructuring (brownfield planning) of a factory. The early stage of layout
planning mainly focuses on the positioning of functional units (e.g. machines) in a given
space without considering all planning details [7]. The result of the early stage can be
a block layout that predefines the main characteristics of the future factory. It builds
the starting point for further detailed manual planning steps in the later phase of layout
planning. Consequently, the early planning phase is of high importance and it needs to
be ensured that the initial solution quality is as high as possible [3].

In the early stage of layout planning, a variety of different and partially conflict-
ing goals must be considered. Examples are the minimization of transportation costs,
transportation intensities, throughput times, locked capital in the form of unused inven-
tory stocks, and area demand while maximizing the transparency of the material flow,
machine utilization, and supply readiness. Furthermore, boundary conditions such as
the floor-bearing capacity, safety requirements, and media supply and disposal have to
be considered [8]. In the case of brownfield planning, it must also be ensured that the
restructuring costs do not exceed the positive effects of adapting the existing factory to
new circumstances [9].

Among the multiple goals, the material flow related target variables have a predomi-
nant position. Thematerial flow can be defined as the interconnection of all operations in
the processing, and distribution process of material goods within defined areas of man-
ufacturing. Thus, the material flow describes the linking between functional units and
incorporates not only transport processes but also storage and handling processes [10].
The optimization complexity of the material flow and the corresponding material flow
devices, such as conveyors, storage, and picking technology, is increased by multiple
influential factors, such as [11]:

• Increase in product complexity and variant diversity
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• Increase in the complexity of production networks
• Smaller batch sizes
• Shorter product life cycles

Therefore, multiple partially dynamically changing interdependencies must be con-
sidered; for example, the influence of order-related fluctuations on interlinked processes.
Without considering dynamic effects in the planning phase, disturbances in the material
flow can only be detected and eliminated during the operation phase. However, costly
adaptions in the operation phase can be avoided by anticipative planning. Thus, themate-
rial flow in a manufacturing system can only be planned sufficiently if dynamic effects
are already considered during layout planning [12]. Hence, discrete event material flow
simulations (DES) are commonly used to analyze and optimize the material flow and
its dynamic and stochastic characteristics. The central element of a DES is the simula-
tion model, which is defined as a digital representation of the system behavior and its
interdependencies. The DES allows to perform simulation experiments with different
material flow configurations to analyze its influence regarding the throughput times or
sensitivity to disruptions. This allows to design a robust and well-performing material
flow that leads to reduced operational costs [11].

Summarized, a holistic planning approach needs to incorporate multiple planning
objectives, the necessary boundary conditions, and DES to appropriately consider the
dynamic effects in the material flow.

2.2 Approaches for the Early Phase of Factory Layout Planning

The existing factory planning approaches can be divided into manual and computer-
aided. Manual planning requires expertise and can be characterized as a creative
problem-solving process [12]. The starting point is usually an initial layout that was
generated without consideration of detailed boundary conditions, such as geometrical
restrictions (ideal layout). The cycle method, according to Schwerdtfeger, is an exem-
plary approach that can be used to generate the initial layout [13]. Another example is the
Computerized Relative Allocation of Facilities (CRAFT) algorithm [14]. Furthermore,
Sankey diagrams, which visualize the transportation intensity between functional units,
can be used to generate the initial layout. Manual planning aims at transferring this ini-
tial layout into multiple layout configurations that satisfy the building-related boundary
conditions of the factory (real layout) [13]. This process is often time-consuming due to
the high variety of different positioning options. Consequently, only a limited number of
factory layouts are generated in practice, and it can be assumed that the optimal layout
configuration is difficult to find. The complexity and time consumption of generating one
layout variant further increases in the case of multi-objective optimization [15]. Tech-
nologies such as virtual reality (VR) or augmented reality (AR) can be used to support
the manual planning task. VR and AR applications can be interlinked with a DES which
allows to analyze material flow properties in detail [16]. However, building the VR/AR
planning environments is again time and resource-consuming on its own, which limits
its industrial applicability [17].

Computer-aided approaches are used to support the planner in the early phase
of layout planning by generating several layout variants. These approaches consider
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building-related boundary conditions and objective functions in the form of equations,
which are aggregated to obtain an optimization problem that is called the facility layout
problem [18]. However, since not all planning details are considered in the facility layout
problem, a manual detailed planning step is required in the later phase of layout planning
[3]. Computer-aided approaches can be further divided into exact and approximative
planning approaches.

Exact planning approaches are built upon mathematical formulations such as the
Branch-and-Bound method and calculate the optimal solution for a given problem. This
is, however, computationally expensive since the facility layout problem is categorized
as NP-hard. Consequently, such exact approaches are only suitable for small exemplary
problem sizes [19].

Approximativeplanningapproaches are used to overcome the computational prob-
lem by generating optimum-near solutions. Commonly used solving methods (meta-
heuristics) are the genetic algorithm (GA), simulated annealing (SA), or the large adap-
tive neighborhood search [20]. The majority of the existing approaches are applied to a
single objective optimization problem. An example is presented by Lin et. al, who use a
GA to optimize a layout according to the resulting transportation costs [21]. Chen et al.
optimize a layout according to the work-in-progress effects using SA [22]. Besides,
novel techniques use quantum annealing to minimize the transportation intensity for
different problem sizes within seconds [23].

Even though these approaches can generate valuable solutions, a single objective
optimization seems inappropriate for the facility layout problem since usually multi-
ple objectives must be considered at the same time. Only a few approaches allow the
optimization under consideration of multiple objectives [20]. Guan et al. use a particle
swarm approach to optimize multiple workshops regarding the transportation distance,
the number of workshops, and the workshop floor utilization [24].

Most such approaches rely on the optimization of analytically formulated objective
functions that are defined by using assumptions and simplifications such as optimizing
according to the transportation intensity. Dynamic performance metrics of the material
flow, such as the throughput time, are often neglected [25] which can lead to a mismatch
between a generated solution and the real behavior of the manufacturing system. Conse-
quently, a DES is a suitable basis for multi-objective optimization instead of analytically
described objectives [12].

Our previouswork highlights the potential of anRL-based factory planning approach
[2, 4, 26]. RL-based factory layout planning is capable to solve problems with varying
sizes by learning the metrics of the problem [4]. Furthermore, RL has been successfully
used in other disciplines in combination with simulation environments [27] which also
bears the potential for an RL and simulation-based factory planning approach. However,
to extract the full potential of RL-based factory layout planning, a holistic framework is
needed that describes the application phases, the information flow, and all sub-steps in
detail.

2.3 Introduction to Reinforcement Learning

Besides unsupervised and supervised learning,RL is a subclass ofmachine learning algo-
rithms. These algorithms have the ability to learn about complex relationships between
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different parameters by extracting patterns from data. While supervised and unsuper-
vised learning require existing training data, RL approaches generate their training data
within the training process [28]. Figure 1 visualizes the structure of an RL approach,
which consists of an agent and the environment. As depicted in Fig. 1, the agent interacts
with its environment at timestep t by selecting an action At based on the current state St .
The environment receives the action and transitions to the next state St+1. Furthermore,
a reward Rt is returned to the agent. The agent aims at learning a strategy (policy) that
maximizes the accumulated reward over an episode. Consequently, the reward is used
to incentivize a certain behavior [29].

A variety of alternative agent architectures exist. They can be categorized into value-
based, policy-based, andhybrid (Actor-Critic) approaches according to their action selec-
tion and policy improvement process. Value-based approaches either estimate the value
of selecting an action in the current state (action-value function) or the value of being
in a state (state-value function). In contrast, policy-based approaches map the state to a
probability distribution that is used directly for the action selection process [30].

One of the most commonly used architectures is the Double Deep Q Learning Agent
(DDQN) which is categorized as a value-based approach. This agent is characterized by
a stable and converging training behavior. Since two artificial neural networks (ANN)
build the basis of the approach, DDQN can be used for problems with large state and
action space representations. However, it only allows the selection of actions from a
discrete action space [31]. The DDQN Agent uses a replay buffer to store its experience
in form of transitions. One transition consists of the following elements:

• State St
• Action At
• Next State St+1
• Reward Rt

A subset of all transitions stored in the experience replay buffer is sampled between
each step to train the agent by changing the weights of the DDQN networks according
to the loss function [31]. The training process ends after a defined number of episodes, a
certain training duration, or after reaching a performance threshold. Within the training
process, the trade-off between exploration and exploitation is of special importance.
The agent uses exploitation if the actions are selected according to the policy while
exploration describes a behavior that results in a deviation from the policy. Only by
defining high exploration rates, it is possible to experience novel state-action combina-
tions which might help to overcome local minima. However, reaching meaningful states
is only possible if the policy is exploited [29].

Continuous actions require different architectures, such as the Proximal Policy Opti-
mization Agent, which can be categorized as a hybrid approach [32]. Hybrid approaches
aim at combining the positive effects of both value- and policy-based approaches. Pre-
cisely, a hybrid approach consists of two agents the actor and the critic. The actor selects
an action according to its policy and is categorized as policy-based. The policy is updated
according to the feedback of the value-based critic. Consequently, both approaches are
combined, leading to increased performances [33].

Besides, action masking methods can be applied to ensure that all actions that are
selected are valid. Consequently, the agent must not learn the difference between valid
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and invalid actions which reduces the number of selectable actions and improves the
learning behavior [34].

Fig. 1. Conventional reinforcement learning architecture that consists of an agent and its envi-
ronment. The agent interacts with the environment by selecting actions based on the current state
and reviews a reward as a feedback sign.

RL has several potential application fields and has been successfully applied to
manufacturing-related problems. Examples are robot arm path planning in human-robot
collaboration environments [35], job shop scheduling [36], or RL as a part of an energy
management system that reduces energy-related costs in a manufacturing system [37].
Furthermore, RL has the ability to reach superior performance in complex decision-
making problems with dynamic influences compared to existing approaches or manual
methods. The reason for this superiority is the ability to extract and learn the patterns
of a problem with only limited information. Hence, only the reward signal is necessary
to develop a strategy compared to classic optimization problems and solving strategies
that are based on defined behavior rules [38].

There are three advantages of the RL technique that can be summarized compared
to standard metaheuristics. First, the agent can learn a strategy without defining rules for
each situation. This would allow an optimized behavior even in situations that deviate
from the normal case. Second, the agent can develop novel strategies that exceed the
existing problem-solving knowledge. Third, the problem patterns are stored in themodel
of theANN.Consequently, the samemodel can be reused again to solve a similar problem
which is not possible with standard metaheuristics such as GA, or SA.

3 Research Gap

The advantages described in the previous section can be valuable in the context of fac-
tory layout planning for the following reasons. Factory layout planning is characterized
as a decision-making process with a high combinatorial complexity that requires a high
solution quality to reduce the operational costs to a minimum. The complexity of solv-
ing this problem is increased since dynamic effects due to changing interdependencies



A Holistic Framework for Factory Planning 135

between functional units have to be incorporated which can be performed most appro-
priately using a DES. RL has demonstrated in other application fields that it is suitable to
solve such complex decision-making processes since it is capable of learning the (often
non-linear) problem metrics. Furthermore, it was successfully used in combination with
simulation environments for problems that can only hardly be described by distinct rules.

Previous research also highlights the match between the challenges of the facility
layout problem and the capabilities of RL.However, theymainly focused on the principal
utilization [2] while ensuring the scalability of the existing approach [4].

However, the application perspective remains undiscussed. It is unclear which infor-
mation is needed in order to use a RL-based factory planning approach, and how this
information is processed.

This paper aims at closing this gap by improving the applicability of an RL-based
factory layout planning approach with the development of a holistic framework that is
divided into five steps. Within the framework, the information flow and all sub-steps are
described in detail starting at the initialization phase of the approach up to the utilization
of the results.

4 Framework for Factory Layout Planning Using Reinforcement
Learning

4.1 Requirements

The first development step for the application of the RLmethod involves the definition of
requirements for a holistic factory layout planning approach from a general perspective.
These requirements define the boundary conditions for application purposes and influ-
ence the required information basis as well as the needed expertise to use an automated
planning approach. The requirements are then transferred to an RL-related framework.

Requirement 1: Greenfield and Brownfield Planning of Factory Layouts
Factory planning can be divided into brownfield planning (restructuring) of an existing
factory and greenfield planning of a new factory. Holistic approaches consider greenfield
planning as a special case of brownfield planning without considering the restructuring
effort. Hence, the problem and its boundary conditions must be modeled accordingly to
allow the application to both cases.

The majority of existing planning approaches focus only on greenfield planning.
However, brownfield planning shouldn‘t be neglected since minor changes in the factory
layout do not require an entirely new planning but a slight variation of the existing
layout. Furthermore, brownfield planning is performed more frequently than greenfield
planning. A holistic approach should incorporate both planning cases and allow for
greenfield as well as for brownfield planning. Even though, the characteristics associated
with brownfield planning and the considered optimization objectives differ slightly from
those in greenfield planning case.

Requirement 2: Multi-objective Optimization
Within layout planning, multiple partially conflicting planning objectives can be consid-
ered. Consequently, a holistic planning approach should allow the selection and priori-
tization of multiple optimization objectives at the same time. They can be divided into
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analytic and dynamic optimization objectives. Dynamic planning objectives, such as the
throughput time, should be incorporated using a DES. However, not all objectives can
be handled by a simulation. Analytic objectives can be calculated without simulation
such as the area demand. Layout planning problems have a heterogeneous character
and require the consideration of different objectives. Consequently, a holistic approach
should be able to consider one or multiple analytic and dynamic objectives that apply
to a large variety of existing planning scenarios. Existing approaches often only use a
single objective for optimization. Furthermore, the minority includes simulation results
in the optimization phase.

Requirement 3: Practical Relevance of the Planning Results (Degree of Abstrac-
tion)
The applicability of the approach is directly connected to the degree of abstraction. A
planning approach should generate results that are close to reality. To achieve this, diverse
boundary conditions must be considered. Examples can be the floor-bearing capacity or
the consideration of media supply and disposal. Furthermore, the modeling approach
defines, whether functional units can be placed freely or only in defined positions. Mod-
eling the facility layout problem as an open field layout allows a high degree of freedom
since more placement options are available compared to a single-row planning problem.

The degree of abstraction differs significantly in the existing approaches. The major-
ity of the approaches model the problem as an open-field problem but only consider
the width and length of the functional units. However, boundary conditions such as the
floor-bearing capacity or availability of media supply are often neglected.

Requirement 4: Scalability
The scalability requirement ensures the industrial applicability of a layout planning
approach. As described in Sect. 2, layout planning requires high-quality solutions to
reduce the operational costs. However, high solution quality should be combined with
a reasonable computation time to ensure a fast planning process. Ensuring scalability
with a rising number of functional units is a central challenge in the development of
automated planning approaches.

The scalability of existing automated approaches differs depending on the used algo-
rithm. RL seems to be a valuable tool to overcome this problem since it has demonstrated
in other application fields that it is capable of solving problems with a large degree of
combinatorial complexity while ensuring high-quality results.

Requirement 5: Accessibility
The initialization of computer-aided automated planning approaches can be challenging
since mathematic formulations for optimization objectives and boundary conditions
have to be defined. This process requires a large degree of expertise. Consequently, the
planning approach should support the planner by providing suitable recommendations
to reduce the manual modeling effort.

Requirement 6: Comprehensibility of the Planning Results
The last requirement is especially important for computer-aided, automated planning
approaches. In contrast to manual planning approaches, computer-aided approaches
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lack comprehensibility since the optimization process is to some degree characterized
by probabilistic influences. This effect is even more pronounced in the case of an RL-
based planning approach since a machine learning model can be considered a black box
model. However, it is important to generate comprehensible and trustable results. Con-
sequently, a holistic planning approach should be able to provide additional information
regarding the main influencing factors as well as the degree of uncertainty in the solu-
tion. This will increase the trustability and supports the applicability of an automated
planning approach. Conventional metaheuristics also lack comprehensibility since the
solution process is characterized by probabilistic processes such asmutations for theGA.
RL, in contrast, offers the potential to analyze the solution strategy (policy) if suitable
explainable RL methods are applied.

4.2 Description of the Framework

The described requirements build the basis for the framework depicted in Fig. 2. As
indicated in this Figure, the framework consists of five sequentially executed steps.

Step 1: Initialization of the Layout Planning Problem
In the first step, all major characteristics of the layout planning problem are defined.
First, the planning step (greenfield or brownfield planning) must be specified. It directly
influences the initialization of the layout characteristics and optimization objectives since
brownfield planning requires the existence of an initial layout while greenfield planning
doesn‘t.

The 4 dynamic and 5 analytic optimization objectives are summarized in Table 1.
They can be considered individually or in an arbitrary combination, depending on the
problem characteristics and strategic goals of the company. The target variables have
a heterogeneous character and can thus be combined as desired. An exception is the
transport intensity and the throughput time. In the case of mass production that uses
conveyor belts for material transportation, an optimization regarding the throughput
time or the transportation intensity can lead to similar results. In these cases, only one
of the two objectives should be considered simultaneously. In the brownfield planning
case, the objective of similarity is available and a mandatory requirement. Similarity
to the existing layout helps to reduce the restructuring effort. As mentioned in Sect. 2,
restructuring is only profitable if the restructuring costs do not exceed the positive effects
of the optimization. Consequently, the objective of similarity should always be combined
with an additional objective to generate a layout that slightly differs from the existing
solution.

The layout characteristics influence the available optimization objectives. The layout
characteristics summarize the geometrical, and boundary-related properties of the layout.
They can be divided into mandatory, and optional conditions. A mandatory condition is
the geometrical 2D shape of the layout. Optional properties are information regarding
existingmedia supply, floor bearing capacity, and height information. In the best case, all
optional properties are available, since optimization regardingmedia supply and disposal
is only possible if this information is provided. If the information is not provided and
optimization regarding the throughput time or transportation intensity is still possible.
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Consequently, the available information density of the layout characteristics will directly
influence the practical relevance of the planning results (Requirement 3).

The layout characteristics are also interlinked with the characteristics of the func-
tional units. The functional unitsmust provide the same information density as the layout,
and vice versa. Hence, the 2D shape of each functional unit is mandatory information,
while additional information will only increase the practical relevance of the solution.
Furthermore, the following general, process-related information must be provided:

• Identification number or name of each functional unit
• Functional unit type: warehouse or processing unit
• Maximum product storage capacity of each functional unit
• Initial storage inventory at the start of the simulation of each functional unit
• Information per processing mode:

o Processing time
o Setup time
o Input-Output relationship

Finally, the material handling system has to be defined. This involves information
regarding the means of transportation, external supply, and the considered jobs that can
be defined using forecasting methods for future orders based on historical data.

For the means of transportation, the following information must be provided:

• Identification number or name of the material handling systems
• Loading capacity
• Loading and unloading duration
• Speed

The external supply delivers products to defined functional units, such aswarehouses.
Consequently, the amount of goods and the frequency of delivery need to be defined.
The job-related information provides the number of goods that should be produced and
the corresponding production steps. Furthermore, control-related information must be
provided, which involves the scheduling sequence of the jobs as well as a control strategy
for the material flow, for example, a push or pull strategy.

At the end of step 1, all characteristic information of the layout planning problem
is defined. In the case of brownfield planning, this also involves an existing layout and
information about additional ormissing functional units for the new layout configuration.

Step 2: Initialization of the RL-Algorithm
The second step builds upon the defined characteristics of the first step. The agent of
the RL approach consists of two ANNs with identical architecture that are designed to
process the layout, material flow, and functional unit characteristics in order to select
the position of each functional unit. The starting point for action selection is the current
state of the layout combined with additional information regarding the material flow
characteristics. Based on the provided information in step one, the state representation
provides a different degree of information density.Mandatory information is thematerial
flow characteristics aggregated in form of a transportation matrix, and the information
about occupied and free space in the layout. The latter information can be encoded by
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Fig. 2. Framework for RL-based factory layout planning structured as 5 sequentially executed
steps containing loops to adjust earlier steps according to the results of later steps.

dividing the layout into a gridwith n positions and transferring the positional information
to a matrix. The additional but optional information (media, height, and floor-bearing
capacity) can be transferred in a similar way. The input layer must fit the layout size and
the amount of available information. One possible way is to use a graph neural network
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Table 1. Overview of optimization objectives

Type Goal Planning case

Planning objective Analytic Dynamic Min Max Greenfield Brownfield

Throughput time X X X X

Utilization functional unit X X X X

Utilization material flow X X X X

Traffic congestion X X X X

Transportation intensity X X X X

Media supply X - - X X

Floor-bearing capacity X - - X X

Clarity of the material flow X X X X

Similarity X X X

(GNN) to process the information of the transportation matrix, while a convolutional
neural network can process the layout information (Fig. 3).

The GNN requires an embedding that can be generated by processing the material
flow connections with a single dense layer in order to generate the initial node represen-
tation. Functional units are connected by edges if they have a material flow connection.
Furthermore, pairwise attention scores between the functional units can be computed
based on the outputs of the first dense layer. This allows to incorporate the influence of
connected nodes and will reflect the interdependence between functional units. Finally,
the result of this aggregation is added to the initial node representation and is processed
by an additional dense layer to obtain the final node embeddings for each functional
unit.

The architecture of the hidden layers can be defined without any restriction while the
output layer represents the placement options (action space). The functional units are
placed sequentially by selecting the position of the bottom left corner and its rotation.
Consequently, the output layer consists of nx neurons which are used to select the x-
position, ny neurons for the y-position, and 4 additional neurons to rotate the functional
unit up to three times with an angle of 90° each. The final position is selected using the
estimated Q-values. The nx Q-values of the first output layer will be compared and the
neuron with the highest value defines the x-position of the functional unit (y-position
respectively). The rotation is obtained by a similar logic. The first neuron implies a
rotation of 0° followed by 90° for the second neuron up to 270° for the last one. All
subparts of the action are combined to define the final action that should be executed.

Afterwards, the hyperparameters of the ANN and the agent have to be defined. This
includes the optimizer, learning rate, activation functions, and agent-related parameters
such as the exploration strategy.An alternative for that sub-step is the usage of a reference
model that was already trained to solve a similar layout planning problem. Consequently,
it stores information about the solving process, which can be used to solve another
problem without training the model from scratch (transfer learning). The weights of
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Fig. 3. Placement process and corresponding information. The input information is processed by
a Graph neural network and a convolutional neural network to obtain an action from the output
layer.

the model can be used completely if the entire ANN structure of the pre-trained model
matches the structure of the new ANN. If that isn‘t the case, only parts can be reused.
Using a pre-trained model can lead to faster and better results, depending on the model
quality and the problem characteristics (Requirement 4: Scalability).

Finally, the reward function (Rt) is defined based on the following optimization
objectives:

• Throughput time (RTT )
• Utilization of functional units (RUFU )
• Utilization of the material flow entities (RUMF )
• Traffic congestion (RTC)
• Transportation intensity (RTI )
• Media supply (RMS )
• Floor-bearing capacity (RFBC )
• Clarity of the material flow (RCMF )
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• Similarity (RS )

Each objective i is prioritized using weight wi according to Eqs. 1 and 2. Within the
environment, it needs to be ensured that each sub-reward reaches only values between
−1 and 0. Better values will lead to rewards closer to 0. Without this transformation,
prioritization will be ineffective.

Rt = w1 ∗ RTT (t) + w2 ∗ RUFU (t) + w3 ∗ RUMF (t)
+w4 ∗ RTC(t) + w5 ∗ RTI (t) + w6 ∗ RMS(t)
+w7 ∗ RFBC(t) + w8 ∗ RCMF (t) + w9 ∗ RS(t)

(1)

9∑

i=1

wi = 1 (2)

If the planner knows which prioritization is appropriate only one model will be
trained. If that is not the case, multiple prioritizations and corresponding weights need
to be defined leading to multiple training sets. Each training set will result in one final
layout that will be evaluated in step 4.

Step 3: Training
For each configuration of the reward function, a training set will be initiated which will
lead to different layout variants at the end of the training. Before the training starts, the
termination criterion, which can be either linked to the number of training episodes, the
training duration, or a reward threshold, needs to be defined.

Within the training process, all improvements of the best-known solution are stored
containing the following information:

• Current episode and training duration
• Total reward and all sub-rewards
• Weight of the prioritization
• Position of all functional units (actions)

The changes in the training loss, the average reward, and the individual reward values
can be observed, for example, using a tensorboard or self-build visualization tools. A
stable and converging behavior is a sign of a successful training process as depicted in
Fig. 4. If the training process isn‘t stable a change in the ANNstructure or a change of
the hyperparameters might lead to a stabilization.

Step 4: Evaluation of the Training Results
The evaluation process aims at selecting one layout alternative for further detailed man-
ual planning steps. The planner will be supported by different visualization techniques.
If multiple layouts are generated and multiple conflicting objectives are considered, a
visualization of the corresponding pareto frontier leads to valuable insights into the prob-
lem characteristics. By analyzing the pareto frontier, the trade-off between the objectives
can be evaluated. Furthermore, different solutions can be selected in order to visualize
the corresponding layout (Fig. 5). The most suitable layout will be selected based on the
preferences and the strategic goals.
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Fig. 4. Exemplary reward curve of a training process that stabilizes after 15000 training episodes

A second sub-step focuses on the field of explainable artificial intelligence (ExAI)
and helps to increase the comprehensibility of the planning results (Requirement 6). The
ExAImethods will provide information about the overall training behavior. Themethods
can ensure, that the reward function is aligned with the overall optimization objective.
Furthermore, it is beneficial to evaluate the uncertainty in the placement process and to
analyze in which situations a conflict in positioning occurred (two or more functional
units should be placed in the same position). This information can be extracted using
policy summarization methods, which analyze the placement behavior of the RL model.
Besides the feature relevance explains which input information has the biggest influence
on the decision-making process. This informationmight also help to identify bottlenecks
and positions of higher relevance in the layout. At the end of step 4, the most favorable
layout alternative is selected as a starting point for step 5.

The loops in the framework allow to repeat parts of the sequence if the planning
results are not satisfying. Changes in the ANN structure in step 2 can lead to a change in
the training behavior and new prioritizations might lead to new layouts for the evaluation
step. Furthermore, lengthening the training duration can lead to additional improvements
in the solution quality.

5 Step 5: Manual Planning

The manual planning step is the final step of the framework and focuses on the detailed
planning tasks for the selected layout variant of step 4. First, the final position of each
functional unit needs to be defined. The explainability methods can highlight conflict-
ing goals and uncertainties to support this process. Afterwards, the functional units are
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Fig. 5. Exemplary pareto frontier. Each datapoint corresponds to a different layout alternative.
Two exemplary layouts are visualized

planned in detail, incorporating lighting conditions, emission limits, ergonomic condi-
tions, and industrial safety to improve the workplace from an employee perspective. The
detailed planning step can be supported by AR or VR technology, which will support
the planner by designing the workspace according to the considered goals.

5.1 Evaluation of the Framework

In this Subsection, the framework and the correspondingRL-basedplanning approach are
evaluated under consideration of the requirements defined in Subsect. 4.1. The placement
process of the functional units is modeled in a way that allows for both a planning a new
factory layout and restructuring an existing one. The only difference occurs regarding the
input information and the reward function. Brownfield planning requires an initial layout
configuration, and the reward functionmust contain the similarity reward. Consequently,
Requirement 1 is satisfied. Furthermore, the framework allows to select and prioritize one
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or multiple objectives at the same time, which can be calculated based on a simulation or
analytic formulation, which satisfies Requirement 2. However, until now, no simulation-
based approach has been published.

The practical relevance of the planning results (Requirement 3) can only be fully
ensured if the mandatory and optional information is provided. Furthermore, the free
placement process (open field layout) leads to a higher level of practical relevance
compared to commonly used single- and multi-row planning approaches. Furthermore,
if only dynamic objectives are considered, the number of simplifications is smaller, since
the DES allows a more realistic representation of the manufacturing system than a pure
evaluation based on analytic formulations.

The scalability requirement can be ensured using an action masking method as
introduced in [4] which prevents the selection of invalid actions, makes the learning
phase faster, and makes the approach applicable for problems of different sizes.

Requirement 5 (accessibility) is improved by this research by presenting the sequen-
tial configuration process and highlighting the mandatory and optional information
basis. The process can be further improved by developing a graphical user interface
that supports a planner within the initialization and evaluation process.

The last requirement (comprehensibility of the planning results) is still an open
research topic. The presented framework contributes to this open research question by
providing a first overview of the valuable information that can be generated by an ExAI
method. However, the ANNs of the agent can be considered as black boxmodels. Conse-
quently, reaching full transparency is challenging. Nevertheless, the methods mentioned
in step 4 can increase the trustability and provide the necessary comprehensibility to
apply the framework to industrial applications.

6 Conclusion and Outlook

Factory layout planning is an important but time-consuming process. Recently devel-
oped RL-based planning approaches have the potential to support the planner in the early
planning phase by generating optimized layout variants. This paper contributes to the
recent developments by presenting a holistic framework that increases the applicability
of the RL-based approach by presenting the necessary steps and the underlying infor-
mation flow that are required to utilize the layout planning potential. Consequently, the
framework can be used as guidance on how to initialize, train, and evaluate the results of
an RL-based factory layout planning approach. The framework is developed based on
six layout planning-related requirements. It consists of five steps: the initialization of the
layout planning problem, the initialization of the algorithm, multiple training sets, the
evaluation of the training results, and the manual planning step for the selected layout
variant. Each step consists of multiple sub-steps that are interlinked by an information
flow. The framework describes for each sub-stepwhich information is needed and further
distinguishes between mandatory and optional information.

Furthermore, the framework provides guidance for further developments. Future
work will consequently, focus on developing an discrete event material flow simulation
and the necessary interfaces to integrate it into the environment of an RL approach. The
development aims at including the dynamic optimization objectives presented in this
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framework and further allows to validate the framework in detail. Besides, the scala-
bility of multiple optimization objectives needs to be investigated since the complexity
increases compared to the existing single objective investigations. Furthermore, explain-
able artificial intelligence methods will be developed to provide insights into the training
process. For example, a policy summarization method can be used to increase the trusta-
bility by providing information about the reward structure, the placement uncertainties,
and the alignment of short-term rewards with the overall optimization objective.
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Abstract. Nowadays, aluminum components in aircraft are mainly found in the
form of thin-walled monolithic structural parts of the internal fuselage and the
wings as spars and ribs [1]. This is because these components have excellent
material properties for lightweight applications, such as a high strength-to-weight
ratio andgood corrosion resistance [2].A typicalmanufacturingprocess to produce
such structural components is milling. For these weight-optimized, monolithic
components, up to 95%of thematerial is removed bymachining [3]. The challenge
with these thin-walled structural components, which are up to 14 m long, is that
part distortion can occur because of the manufacturing-specific process chain [4].
Residual stresses due to machining and upstream processes such as forming, and
heat-treatments are known to be the key factor for causing those distortions [5].

In this research the effect of the residual stresses, the machining strategy, the
part topology and the geometry, including the wall-thickness, on distortion were
investigated experimentally, and simulatively by validated virtual models based on
the finite-element method. Thosemodels can then be used to predict the distortion.
At the end distortion minimization techniques were derived.

1 Introduction

Aluminum, with an annual production of 67,2 Mt in 2021, is the most common metal
and the third most common element in the earth [6, 7]. Starting from the mineral bauxite
one obtains aluminum by first refining it to alumina (Al2O3) via the Bayer process and
then smelting the alumina by the Hall-Héroult process [8]. Aluminum alloys are used as
structural materials in numerous fields such as automotive, aerospace, installation and
apparatus, electrical engineering, food technology, chemical industry, and the optical
industry [9]. Particularly in aerospace engineering, a high proportion of aluminum is
required, especially in the form of thin-walled monolithic structural components. For
example, these components are used in aircrafts as internal fuselage structures, wing ribs
and spars, aswell aswindowand crown frames [1]. These integral structural components,
which are made of rolled sheets, extruded sections or forgings, can be up to 14 m long
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[4]. Thin-walled structural components are typically used because they have excellent
material properties for lightweight applications, such as a high strength-to-weight ratio
and good corrosion resistance [2]. For example, the mass fraction of aluminum alloys
used in the B747, B757, B767, B777, A300, A380, A340, and A320 aircraft models is
between 60 and 80% of the total weight [10, 11]. In these weight-optimized, monolithic
components, the largest proportion of the material is removed by machining [5]. The
information in the literature varies from a maximum machining volume of 80% [12]
to 90% [5] and up to 95% [3] of the total volume of the semifinished product. A typ-
ical manufacturing process to produce thin-walled aluminum structural components is
milling. The challenge with these monolithic thin-walled structural components is that
part distortion can occur because of the manufacturing-specific process chain [4]. It is
known that those distortions are caused by residual stresses (RS), which are defined as
the locked in stresses being in equilibrium. They exist in materials and structures inde-
pendent of the presence of any external loads [13]. Those RS typically are divided into
machining induced residual stress (MIRS) and initial bulk residual stress (IBRS) due
to upstream processes such as rolling, casting, and especially heat-treatments [5]. The
equilibrium of theRS is disturbed due to thematerial removal process and the application
of MIRS. Once the part is released from its clamping fixture, distortion is the result of
the re-equilibrium of the RS [14]. Although the semifinished products typically undergo
a process to relief the high IBRS due to quenching, e.g. by controlled compression or
stretching, part distortion remains as a problem [15]. The MIRS can be found in the
boundary layer of the parts and are the result of plastic deformations during machining
[5]. The analysis of the effects of the cutting parameters and the tool on the MIRS was
subject of research [5]. Consensus is that high mechanical loads result in compressive
MIRS [16]. It was found that an increase of the feed per tooth or the cutting edge radius
and a decrease of the corner radius led to greater, in terms of amount, and deeper com-
pressive MIRS [17]. Investigations on the variation of the cutting speed did not show a
clear influence on the MIRS at all: For example, Perez et al. [18] and Denkena et al. [19]
noticed higher MIRS with increasing cutting speed, whereas Rao et. al. [20] and Tang
et. al. [21] observed lower MIRS.

Above-mentioned research has in common that no repeated RS measurements on
different or even the same sample(s) were carried out. Only limited or even no statistical
confidence was present. Furthermore, there is a lack of studies that measure the MIRS
of milled samples with multiple RS measuring techniques.

The literature review byAurrekoetxea et al. highlighted that both RS types lead to the
distortion of thin-walled aluminum components [22]. It is known that with decreasing
wall-thickness the effect of MIRS on distortion increases. However, different critical
values formaterial thicknesses were found to determinewhenMIRS dominate compared
to IBRS [5].

Besides analytical models, which are based on the plate bending theory, numerical
simulation models, typically finite element method (FEM) models, offer the possibility
to predict the distortion due to known RS for complex part geometries. Mostly two
approaches have predominantly prevailed in the literature: The RS were applied to the
finalmachinedpart geometry [4, 23, 24] or thematerial removal processwasmodelledvia
element deletion techniques [25–27]. First approach provides faster results but leading
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potentially to a reduced accuracy [22]. However, the mutual influence of both RS types
on distortion is still not fully understand. The entire RS, including MIRS on all surfaces
and effects like machining-induced shear stresses were mostly not considered, although
e.g. second have been shown to induce a torsional moment and thus influence the part
distortion [28].

There are different ways to obtain the MIRS needed as an input for the distortion
models. By RS measurements a data-basis can be built for different machining condi-
tions varying in tools and process parameters. Using empirical regression models is a
possibility to extend the data-basis within the process space. Furthermore, analytical and
numerical models were used to predict the MIRS. With increasing computing power,
as well as the availability of commercial FEM programs, numerical models replaced
analytical and empirical ones in manufacturing, since the latter are usually only valid
for a limited process space (tool, workpiece, cutting parameter combination) [29]. How-
ever, a comparative study by Jawahir showed that FEM models of different research
groups, which modeled the same real-world process, led to large discrepancies in the
simulated MIRS [29]. Possible sources of error are inappropriate simplifications, wrong
assumptions, improper modeling of the boundary conditions, numerical run-out errors
or discretization errors [30].

Two main categories of distortion control due to RS were identified in the literature
review by Li et al. [5]: The postcorrection is characterized by processing the finished part
with thermal or mechanical loads, like peen forming, laser heat treatments or other stress
relieve techniques. The precontrol techniques on the other hand improve the machining
conditions in a way that mainly the magnitude of RS is reduced, or a change of their
distribution is aimed for [5]. Besides adjusting the cutting parameters to induce less
MIRS, controlling the cutting sequence [31] and changing the process strategy (applying
different MIRS on different machined surfaces [26], subsequent cutting steps to remove
the boundary layer containing high MIRS [32], changing the milling direction [33]) led
to a beneficial shift of the MIRS distribution and therefore reduced the distortion. The
beneficial modification of the distribution of the IBRS was realized by changing the
position of the part in the raw material [24, 34–38].

In summary both IBRS and MIRS lead to part distortions, which can be reduced by
considering their magnitude and distribution in a favorable way. However, their mutual
impact on part distortion and the potential of deriving compensation techniques are still
not fully understood yet.

This research article is a summary to provide a holistic overview of our research
in the field, where most of the content has already been published elsewhere ([39–43,
46–48, 51]). The novelty of this research consists of the holistic consideration of the
combined influence of the part geometry, including its topology, and the machining
strategy and distinguishing the dominating RS type for analyzing the part distortion;
including investigations on the effect of IBRS on MIRS, the comparison of different RS
measurement techniques and the repeatability of the RS and distortions.
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2 Methodology

Figure 1 provides an overview of the concept developed to understand the residual stress
induced distortion of milled thin-walled aluminum structural parts, predict the distortion
using FEM simulations, and derive methods to minimize the distortion [39]. It contains
a combination of experiments and simulation models. The experiments serve as a val-
idation for each simulation model. As Fig. 1 illustrates, each, IBRS and MIRS, was
analyzed individually before investigating the superposition of both to understand their
fundamental principles and effects on part distortion. The structure of the experiments
was divided into two main parts with regard to the target parameter to be investigated:
RS investigations and distortion investigations. In the former, both RS types were char-
acterized (Sect. 3.1 and 3.2) and the influence of the machining parameters, clamping
strategy and tool type on the MIRS in the workpiece was identified (Sect. 3.2) [40]. This
includes measuring the MIRS with various techniques [41] and a repeatability study
[40]. In the distortion investigations, different thin-walled geometries were manufac-
tured, and their distortion was determined to investigate the influence of the IBRS, the
MIRS (Sect. 3.3) and their superposition on the part distortion (Sect. 3.4) [42]. The
developed FEM models predict the part distortion (Sect. 4.1) based on the information
about MIRS (Sect. 4.2), resulting from different machining parameters, tools, and the
IBRS. The part geometry, including its topology (angle of stiffeners, wall thickness, size,
complexity), and the machining strategy were varied to analyze their effect on the part
distortion and to highlight possibilities to minimize the distortion (Sect. 5) [43].

Fig. 1. Concept to minimize distortion of milled thin-walled aluminum structural parts due to
residual stresses acc. to [39]
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3 Experiments

3.1 Initial Bulk Residual Stress Characterization

To understand the effect of the IBRS on part distortion, different IBRS configurations
were examined. Workpieces made of a rolled plate of the high strength aerospace alu-
minum alloy 7050 were investigated in two conditions: First 7050-T74, which is a
solution heat treated and quenched material, containing high IBRS and secondly the
7050-T7451 state, which was in addition stress relieved by stretching and therefore con-
taining low IBRS [44]. All blocks used for machining experiments (see Sect. 3.2 and 3.3)
were cut from the original rolled plate into individual samples measuring 206 mm (x-
direction: longitudinal rollingL), 102mm(y-direction: short transverse ST) and 28.5mm
(z-direction: longitudinal transverse LT) (see Fig. 2a). The low IBRS were measured via
the slitting method using wire electric discharge machining and the high IBRS via a
variation of the slitting method, the so-called cut mouth opening displacement method,
from which a 2D IBRS map was deduced [45]. The measurements showed that the low
IBRS had a maximum of about 20 MPa (see Fig. 2b), whereas the high IBRS reached
from −150 MPa to 100 MPa, which is a significant fraction of the material strength (see
Fig. 2c) [45]. The quenched samples had a paraboloid spatial distribution of normal RS
with a significant directionality. The stress state near the center is nearly uniaxial tension
with σxx much larger than σyy. Whereas near the upper and lower boundaries the stress
is nearly uniaxial compression (σxx compressive and σyy near zero) [45]. The distortion
caused by those IBRS is discussed in Sect. 3.3.

Fig. 2. Initial bulk residual stresses for low (b) and high stress configuration (c) acc. to [45]

3.2 Machining Induced Residual Stress Characterization

Down milling with cemented carbide end mills (Kennametal1 F3AA1200AWL, d =
12 mm, z = 3, for more details see [40]), which represents a typical tool for machining
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of aerospace aluminum alloys, was carried out on a 5-axis DMG Mori1 DMU 70 CNC
machine to evaluate the effect of the machining on the MIRS. The above mentioned
AA7050-T7451 samples with the dimensions 206 × 102 × 28.5 mm3 were face milled.
To neglect the IBRS, the samples in the stress-relieved condition (T7451) with low IBRS
were used. The MIRS were explicitly not measured on thin-walled milled but on thick
workpieces, since a strong redistribution of theRS,which is associatedwith the distortion
of the thin components, should be avoided to be able to capture the full distortion potential
of the MIRS. Three different feeds per tooth fz and two different cutting speeds vc were
analyzed, resulting in four parameter modes (EM1-4, see Table 1). The width of cut ae
and depth of cut ap were kept constant at 4 mm and 3 mm respectively, and dry cutting
was carried out. To further investigate the influence of the tool type on the MIRS, a
second tool, a cutter with indexable inserts (Sandvik1 R590-110504H-NL H10, d =
50 mm, z = 2, for more details see [42]), which is a typical tool for face milling, was
used (Index, see Table 1, ae = 40 mm, ap = 1.5 mm).

Table 1. RS experiment matrix.

acronym tool cutting speed vc in m/min feed per tooth fz in mm IBRS wp quantity

EM1 end mill 200 0.04 low 3

EM2 end mill 200 0.1 low 3

EM3 end mill 200 0.2 low 3

EM4 end mill 450 0.04 low 3

Index inserts 730 0.2 low 1

Various RS measuring techniques were investigated:

– incremental hole-drilling (HD) following the ASTM E837-13a standard measuring
with strain gauges [ASTM13] (HD-strain)

– HD measuring with an optical laser-based principle, the electronic speckle pattern
interferometry (HD-ESPI)

– slotting
– cos(α) x-ray diffraction (XRD)
– sin2(ψ) XRD

The MIRS measured by the different techniques HD, slotting, sin2(ψ) XRD were
largely consistent [41]. For example, in Fig. 3 the measured MIRS in orthogonal feed
direction for machining set EM3 are shown. Root shaped depth profile of compressive
RS, which are typical for milling induced RS, were measured. The measurements of the
twoHDtechniques agreed for the normal direction (seeFig. 3b). SimilarmaximumMIRS
(approx. −120 MPa) were found at different depths, which could be attributed to the
depth correction applied for theHD-strainmeasurements (formore information see [41]).
However, in shear direction more significant deviations were evident. Furthermore, it
was found thatMIRS data fromHD-strain weremost consistent withmachining-induced
distortion [41].
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Fig. 3. Comparison of RS measuring techniques for σyy acc. to [41] (a)

To investigate the repeatability of MIRS for multiple samples and the influence of
different machining modes, twelve machining experiments (three for each EM mode)
were carried out with three HD-strain measurements each sample. All measured MIRS
depth profiles showed compressive MIRS for all three stress components σxx (feed-
direction), σyy (orthogonal feed-direction), τxy (shear direction) (see Fig. 4). The normal
stresses were similar in their magnitude and lower shear stresses were measured. The
maximum of MIRS (MaxRS) for lower feeds (EM1, 2) existed at the shallowest depth
(see Fig. 4a). Higher feed per tooth (EM3) led to larger plastically deformed areas and
therefore deeper RS and the shift of the MaxRS deeper into the workpiece, due to the
increased load on the sample. The repeatability standard deviation (RSTD) indicated
that the RS for EM 1, 2 and 3 were repeatable with small variations within one sample
and from sample to sample [40]. EM4, where a different cutting speed was chosen,
showed more variability compared to the other modes, because machining for EM4 was
not stable, which was indicated by the RSTD (see Fig. 4a) and vibrations detected in the
force signal of Fz [40].

The different tool geometry and the chosen machining parameters led to smaller and
shallower MIRS compared to the ones induced by the regular end mill (see Fig. 4b) due
to the decreased mechanical load. Furthermore, a opposite sign of the shear stresses was
measured.

For investigating the influence of the IBRS on the MIRS, the solution heat treated
and quenched material AA7050-T74 with high IBRS was machined with the machining
parameter EM3. From the IBRS measurements (see Sect. 3.1) different regions with
variations of IBRScould be identified.HD-strainmeasurementswere applied at locations
where IBRSwere near zero (Pos. A), tensile (Pos. B) or compressive (Pos. C) (see Fig. 5)
[46, 51]. At greater depths (>0.2 mm), the different IBRS are visible. Furthermore, it is
evident that the IBRS effected the MaxRS (see Fig. 5).
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Fig. 4. Measured MIRS: End mill (a) and cutter with indexable inserts (b)

Fig. 5. RS depth profiles on various positions at milled surface acc. to [46, 51]
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3.3 Machining Induced Residual Stress as Driver for Distortion

To investigate the distortion potential of theMIRSexperiments,where a 1mmthickwafer
was removed at themilled surface via wire electric dischargemachining, were developed
[40, 41]. The distortion was defined as the out-of plane displacement of the wafer. It
was measured with a laser profilometer at points with a 0.2 mm spacing at the backside.
The machined surface becomes convex (∩-shaped) due to the compressive MIRS at the
milled surface, which induced a bending moment (see Fig. 6a). The maximum distortion
was at the top left and bottom right corner because the shear stresses caused a torsional
moment in addition to the bending moment induced by the normal RS. Higher or deeper
compressive RS resulted in a higher distortion (see Fig. 6c). Variations of MIRS within
onemachiningmode for different samples resulted in a consistent variation of distortion.
The highest variation for the wafer distortion was found for EM4 due to its unstable
machining [40].

Fig. 6. Qualitative shape of wafer distortion (a), contour plot (b), and diagonal distortions for
different machining modes (c) acc. to [40]

3.4 Superposition of IBRS and MIRS and Its Effect on Distortion

The analysis of the effect of the superposition of the MIRS and the IBRS on distortion
was done the same way as described in Sect. 3.3: Wafers were cut out at the positions
A, B and C according to the HD measurement locations (see Fig. 5). The distortion
shape and level changed compared to the low IBRS wafers due to the higher IBRS (see
Fig. 8). The high IBRS act as a preload [46]. When the IBRS along the milling direction
are tensile, the material flows more in the direction of tension, leading to a rotation of
the convex wafer distortion away from the diagonal, closer to the milling direction (see
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Fig. 8b) [46]. For wafers in regions of compressive IBRS along the milling direction,
the opposite occurs, and the convex distortion shape rotates even further away from the
milling direction (see Fig. 8c).

The distortion of more complex workpieces than the flat wafers was analyzed as
following: A small thin-walled structural component of the size 200x98x20 mm3 with
one rib in the center surrounded by two pockets was milled from the initial block (206
× 102 × 28.5 mm3). The influence of different IBRS (low vs. high), MIRS, machining
strategy (zig vs. spiral out), and wall thickness (3 mm vs. 7 mm) on the distortion was
analyzed. For the 3 mm wall thickness (7 mm), about 84% (67%) of the initial material
was removed. First the outer walls were milled by side milling with the regular end mill
(vc = 450 m/min; fz = 0.055 mm; ap = 22 mm; roughing ae = 2.5 mm; finishing ae =
0.5 mm). Second the back and top side were face milled with the parameter set Index
(see Table 1). To enhance the clamping, which was realized by side clamps, additional
holes for clamping with screws were drilled. Finally, the pockets were milled with EM1
or EM3 to induce different MIRS. To realize high feed rates, the pockets were milled in
multiple layers. To further analyze the effect of the milling path on the distortion, two
strategies were investigated for the 3 mm samples: First, the milling of the pockets was
done in alternating order in zig strategy (pocket milling paths from left to right). Second,
a spiral milling path following the contour of the workpiece (inside-out) was used. The
distortion was measured on the backside of the sample before (Pre-) and after step 5
(Post-) with a coordinate measuring machine and a spacing of 2 mm.

A general comparison of the distortion of the low and high IBRS samples (indepen-
dent of their wall thickness and machining mode) showed that their distortion shape and
magnitude differ (see Fig. 7). The low IBRS samples, machined with the zig strategy,
showed a X-shaped distortion with its maximum distortion near the top left and bottom
right corner and its minimum at the other two corners. Like the distortion behavior of
the wafers, the shear MIRS were responsible for this distortion shape. In contrast, the
high IBRS samples become convex (∩-shaped), and the maximum distortion was found
towards the left and right edge. The magnitude of the maximum distortion was approxi-
mately 0.6 mm, which was about five times higher than for the low stress samples. This
indicates that for high IBRS samples the IBRS are driving the distortion, because their
RS are much higher as theMIRS, and they are contained in the entire bulk of the sample.
The removal of the material led to a disequilibrium of the IBRS. The distortion was the
result of the stresses gaining equilibrium again. Nevertheless, there was a systematic
influence of the combined effect of both RS types evident for thin wall thicknesses
(3 mm), where the maximum distortion was also found at the two opposite corners. The
machining EM3, inducing more MIRS deeper into the material, led to higher distortions
than EM1 (see Fig. 7). [42].
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Fig. 7. Color maps of distortion, diagonal distortion of each configuration acc. to [42]

4 Simulation Models

Two different simulation models were developed: First, a distortion prediction model,
which uses the RS as input to calculate the distortion. Second, a cutting model, that
simulates the tool workpiece interaction due to the given cutting parameters to predict
the resulting MIRS. It was investigated whether that model can substitute the MIRS
measurements required for the distortion model.

4.1 Distortion Prediction Model

Using a static, linear elastic FEM model, realized in ABAQUS1, the distortion due
to the RS was simulated [42, 43]. The measured MIRS and the measured IBRS were
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implemented as an initial condition (type = stress) to the final part shape (wafer and
thin-walled component) and the distortion was calculated because of the RS gaining
re-equilibrium. The assumption was made that the distortion only occurs as soon as
the sample is removed from the clamping device, because a rigid clamping strategy
was used in the experiments [42]. That means that simulating the material removal
process by element deletion was not necessary. This allowed for a fast simulation time
(< 30 min for parallel simulation on a desktop PC with 8 cores). The measured MIRS
(plane stress: σxx, σyy, τxy) were linearly interpolated over the depth z at the element
centroids in the boundary layer of the respective milled surfaces. For the thin-walled
structure in addition to the MIRS at the bottom of the pockets, the backside and top
of the workpiece, the MIRS in the walls were measured and considered in the model
[43]. For depths greater than the last measured depth, the measured in-plane IBRS (σxx,
σyy) were linearly interpolated accordingly to their position x,y (see Fig. 2). To also
consider the true milling path and therefore the exact direction of the MIRS, the G-Code
was exported from the CAD/CAM system [43]. In this way, the direction of milling
could be identified at each location. The elements of those regions containing MIRS
were detected and the MIRS were assigned to each element according to their direction,
calculated via the coordinate transformation. The mesh was refined at the machined
surfaces in z-direction to precisely resolve the MIRS. A coarser mesh was used in other
regions to reduce the total number of elements for calculation time reasons.

Fig. 8. Comparison of measured and predicted wafer distortion acc. to [51]

Figure 8 shows the comparison between the measured wafer distortion and the
simulated one for machining conditions EM3/EM3-HS at different positions (see also
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Sect. 3.2.). The results show that the simulation can predict the shape and level of
distortion qualitatively and quantitatively for each scenario [40, 46].

The simulation model is also able to predict the shape of the distortion of the thin-
walled structure qualitatively for all different configurations (see Fig. 9). All the different
effects discussed in Sect. 3.3, such as the X-shape for the zig strategy of low, the U-
shape for spiral strategy of low and the ∩ -shape of distortion of high IBRS samples, are
covered by the simulation. Furthermore, the magnitudes of distortion for simulated and
measured distortions were on a similar level [42]: The relative error of the simulation
for the maximum distortion found at the samples with a wall thickness of 3 mm and
machined with the zig (spiral) strategy was 9% (−19%). The deviation for machining
with the spiral milling strategy was higher, because in general lower distortions were
measured and therefore deviations in the measured RS, used as input, have a bigger
influence on the distortion prediction accuracy. In addition, the application of onlyMIRS
or IBRS, showed that the MIRS in the pockets, especially the shear stresses, are driving
the distortion for milling the investigated thin-walled structure with 3mmwall-thickness
and stress relieved (T7451) material when using the zig strategy [42]. In contrast, the
low IBRS are driving the distortion when choosing the spiral strategy, because the shear
MIRS in the pockets equilibrate each other almost fully. But still, for both strategies, the
superposition of the IBRS and the MIRS is evident [43].

Fig. 9. Comparison of measured and predicted distortion acc. to [43]

Since the model was validated, it could be used for investigating more use cases than
experimentally examined:Amutual influence of the part geometry, topology respectively
(angle of stiffeners, wall thickness, size, complexity), and the machining strategy (IBRS
configuration, milling path) on the part distortion was evident [47]. For example, a
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change of the angle of stiffener from 90° towards 45° led to a significantly reduced
distortion (−66%) of the part machined in zig milling strategy (see Fig. 10), because
the sample was stiffened along the principal direction with maximum displacement.
Whereas machining in a spiral path increased the distortion for the geometry with 45°
stiffener because shear stresses did not fully equilibrate each other anymore.

A decreasing wall thickness was found to increase the distortion with accompanying
more dominant MIRS in comparison to low IBRS.

Fig. 10. Distortions with varying stiffener angle and machining path acc. to [47]

The simulation of the distortion of a more complex part, a small-scaled airplane
wing-rib, showed similarities in distortion shape as for the investigated smaller parts
(see Fig. 11): For milling with zig strategy, the X-shaped distortion was present with
the MIRS dominating. But their contribution was less than for the small parts. Again,
for milling with a spiral strategy the maximum distortion was reduced by −45% with a
minimization of the effect of the MIRS.

Defining a universal crucial wall thickness when MIRS are the main factor for the
distortion for thin-walled monolithic structural parts is deceptive, because that depends
on the part geometry and the machining strategy [47].

4.2 Cutting Model to Predict the MIRS

By means of explicit, dynamic, elastic-plastic 3D FEM cutting simulations the tool
workpiece interaction was modeled in ABAQUS1 to predict the MIRS [48]. Two dif-
ferent cutting conditions, one for each tool and milling process (pocket milling EM3,
face milling Index, see Table 1), were modelled (see Fig. 12). The tools were assumed
as rigid bodies, neglecting wear. This assumption was valid, because the elastic modu-
lus of the cemented carbide tools was significantly higher, resulting therefore in a low
elastic deflection compared to the large plastic deformation of the aluminum workpiece.
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Fig. 11. Predicted distortion of structural part with varying mach. path acc.to [47]

Besides, only one revolution (EM3), two respectively (Index), of the respective tool
were simulated. To furthermore save computational time, the workpieces were mod-
elled smaller as in experiments. To account for thermal and mechanical effects, thermo-
mechanical elements (C3D8RT) were chosen for the workpiece. The contact between
workpiece and tool was modeled using a general contact interaction with Coulomb fric-
tion. The elastic-perfectly plastic material behavior was modeled temperature dependent
with given values from the literature [49]. Material damage was implemented by the
Johnson-Cook damage initiation criterion, which is a special case of the ductile crite-
rion. The JC damage parameters were chosen according to the literature [50]. Although
the simulations were run on the high-performance computer “Elwetritsch” at the TU
Kaiserslautern the simulation time was 7 to 10 days. The MIRS, resulting from the
plastic deformation and temperature gradients during the cutting process, were analyzed
in the boundary layer and the machined surface. Therefore, the stresses at nodes in an
area with the size that is equal to the measurement area were extracted and averaged
for each element depth. Besides, the standard deviation was computed. The predicted
MIRS depth profiles showed the typical root-shape of compressive RS (see Fig. 12). In
general, for both milling conditions the magnitude of the simulated MIRS were on a
similar level as the measured ones and the sign of the shear stresses was predicted cor-
rectly. However, there were still significant deviations found in comparison to reality:
For EM3 lower penetration depth and lower values of the MaxRS were predicted (see
Fig. 12a). For the Index case higher penetration depth and higher values of the MaxRS
were simulated (see Fig. 12b). Possible reasons are that the microscopic geometry of
the tools deviated from reality (cutting edge radius: CAD model ideal sharp vs. reality
~ 10 μm). Furthermore, the model is only a simplification of reality. When using the
predicted MIRS from the cutting model as input for distortion model, the same shape
but significant differences in magnitude of distortion were predicted (see [48]). Another
disadvantage of this approach is, that modelling machining with lower feeds per tooth
than the simulated 0.2 mm would require smaller elements in the cutting area, which
would increase the already high simulation time drastically. In general, modelling the
MIRS is difficult, because accurate material models are required. Also, the uncertainty
is too high, meaning RS measurements are required anyway due to validation purposes.
Besides, it was shown that measurements were transferable: Meaning it would be possi-
ble to carry out the RSmeasurement on test specimens that have been machined with the
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same machining strategy as the component itself. In summary, using measured residual
stress data as input for the distortion model is favorable.

Fig. 12. FEM cutting models for machining EM3 acc. to [48] (a) and Index (b)

5 Development of Compensation Techniques

It was shown both experimentally (see Sect. 3.3) and simulatively (see Sect. 4.1) that the
distortion can be reduced by changing themachining strategy fromzig to spiralmilling:A
distortion reduction of 41%was achieved for small parts with 3 mm thick walls and 45%
for a more complex structural part. Especially for smaller wall thicknesses the potential
of minimizing the distortion by changing the direction of the milling is higher than for
parts with thicker walls. [43]. Furthermore, by applying similar MIRS at the backside of
the sample than those at the bottom of the pockets, an opposite bendingmoment could be
induced to minimize the distortion. Adjusting the part topology, for example by aligning
the stiffener along the principal direction of stresses, decreased the distortion as well.
Those methods fall into the category of precontrol compensation techniques [5] or also
called offline methods [22], which can be divided into the following categories [43]:

– The process parameters, such as the tool properties and cutting parameters effect
the MIRS (depth and magnitude) and therefore the part distortion directly.
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– The process strategy effects both theMIRS and the IBRS. The positioning of the part
in the semi-finished product determines the re-distribution of the IBRS. Subsequent
cutting steps remove layers of MIRS and introduce others. The milling path effects
the direction of MIRS and therefore the induced bending moments.

– The part topology determines the location of the removed material and therefore
the redistribution of the IBRS effecting the distortion. The stiffness of the structural
component itself is also affected.

Due to the higher distortion of high IBRS samples other minimization techniques are
required: For example, by using the developed distortion prediction model in advance to
machining, the distortion could be compensated by milling the inverse distortion onto
the backside of the sample. This led to a distortion reduction by 77% [43].

6 Summary

In our research the effect of the residual stresses, the machining strategy, the part topol-
ogy and the geometry, including the wall-thickness, on distortion were investigated
experimentally, and simulatively by validated virtual models based on the finite-element
method. First, the effect of each RS type on the part distortion was analyzed individually
before understanding their superposition. A repeatability analysis of the MIRS formed
the basis and showed that for stablemachining, repeatableMIRS led to repeatable distor-
tions [40]. Furthermore, a set of different machining parameters were identified causing
different MIRS, where higher and deeper MIRS resulted in higher distortions. Hereby
a simple experiment was developed highlighting the distortion potential of RS in the
boundary layer of parts: A 1 mm thick wafer was removed at the milled surface. A
static, linear elastic finite element model was developed to simulate the distortion due to
themeasured RS in a short time [42]. Themodel considers all RS (IBRS andMIRS) con-
tained in the entire part at different locations as well as the milling path. It was validated
by various experiments (different geometries, RS, milling paths). It could be shown that
the shear MIRS are crucial and contribute much to distortion (when not compensated
for), because they induce a torsional bending moment in addition to the bending moment
of the normal MIRS [42].

In general, the part topology, part size and the machining strategy have a mutual
impact on the part distortion. By decreasing the wall thickness the distortion increases
with a shift of the RS type dominating the distortion towards the MIRS. Defining a
universal crucial wall thickness when MIRS are the main factor for the distortion for
thin-walled monolithic structural parts is deceptive, because of the dependence on the
part geometry and the machining strategy. For the investigated geometry (wall thickness
< 3 mm) and machining parameters, it could be shown that for low IBRS samples
(stress relieved), the MIRS introduced in the surface layer of the pockets are driving the
distortion when a zig milling path strategy is used [42]. In comparison, when milling the
pockets in spiral form, the low IBRS dominate the lower distortion [43]. For high IBRS
samples the IBRS are driving the distortion. Nevertheless, there is a systematic influence
of the combined effect of both RS types found for thin wall thicknesses (<3mm) and the
zig milling strategy [42]. The knowledge gained from investigating smaller and simpler
parts (size and complexity) could partially be transferred to bigger parts.
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The process parameters, the part topology and the process strategy were identified
as precontrol distortion compensation techniques, because they effect either the MIRS,
the IBRS or both and therefore the distortion. An appropriate milling strategy, applying
opposite bending moments and balancing shear stresses, minimized the distortion.

Furthermore, a 3D FEM cutting simulation was developed [Webe21c]. It was able
to predict the MIRS for high feed machining qualitatively. However, they could not be
used as an adequate replacement for the measured MIRS for the distortion model.

In future research, the investigationswill be expanded to includemore cutting param-
eters, especially the investigation of cooling lubricants or cryogenic machining and its
effect on the MIRS and part distortion.
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Abstract. For machining processes, such as drilling, grinding, and cutting, fluids
play a crucial role for lubrication and cooling. For adequately describing such pro-
cesses, robust models for the thermophysical properties of the fluids are a prereq-
uisite. In the contact zone, extreme conditions prevail, e.g. regarding temperature
and pressure. As thermophysical property data at such conditions are presently
often not available, predictive and physical models are required. Molecular-based
equations of state (EOS) are attractive candidates as they provide a favorable
trade-off between computational speed and predictive capabilities. Yet, without
experimental data, it is not trivial to assess the physical reliability of a given EOS
model. In this work, Brown’s characteristic curves are used to assess molecular-
based fluid models. Brown’s characteristic curves provide general limits that are
to be satisfied such that a givenmodel is thermodynamically consistent. Moreover,
a novel approach was developed, which uses pseudo-experimental data obtained
from molecular simulations using high-accurate force fields. The method is gen-
eralized in a way that it can be applied to different force field types, e.g. model
potentials and complex real substances. The method was validated based on the
(scarcely) available data in the literature. Based on this pseudo-experimental data,
different thermodynamic EOS models were assessed. Only the SAFT-VR Mie
EOS is found to yield thermodynamically consistent results in all cases. Thereby,
robust EOS models were identified that can be used for reliably modeling cutting
fluids at extreme conditions, e.g. in machining processes.

1 Introduction

Cutting fluids experience extreme conditions in a contact zone of machining processes
(cf. Fig. 1), i.e. large temperature and pressure as well as extreme gradients in these
properties [8, 47, 49]. The pressure in a tribological contact zone can be up to several
GPa and the temperature up to 1 000 K [6, 8]. For modeling such processes, reliable and
robust models for describing the thermophysical properties of the fluids, e.g. the heat
capacity, compressibility, and density at a given temperature and pressure are required.
Yet, classical laboratory experiments for determining thermophysical properties at such
conditions are practically not feasible. Also, empirical models fitted to the available data
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at moderate conditions often exhibit an unrealistic extrapolation behavior to extreme
temperature and pressure. Hence, physical predictive and reliable models are required.

Models based on molecular thermodynamics can be favorably used for predict-
ing thermophysical properties due to their physical kernel, i.e. mathematical structure.
In particular, the strong physical background of these models often allows success-
ful extrapolations to conditions that were not considered for the model development
such as extreme pressure and temperature. Both molecular dynamics (MD) simulations
and molecular-based equation of state (EOS) models are attractive candidates for such
applications.

Fig. 1. Lubricated contact zone of a machining process between a workpiece (light gray) and a
tool (dark gray). In the contact zone, extreme temperature and pressure prevail in the cutting fluid
(blue).

Themost popular modeling approach based onmolecular thermodynamics is molec-
ular simulation, i.e. molecular dynamics (MD) or Monte Carlo (MC) simulations based
on classical molecular force fields. In molecular simulations, matter is modeled on the
atomistic scale using a particle-based scheme. These particles interact with intermolec-
ular potentials, i.e. the force fields. The accuracy of a molecular simulation primarily
depends on the quality of the force field, which are available today for a large number
of substances [46]. Molecular simulation has been extensively used for predicting ther-
mophysical properties at extreme conditions, e.g. Refs. [32, 34, 35]. Due to the strong
physical basis and reliability of the predictions, molecular simulations data is at times
used as pseudo-experimental data where no ‘real’ experimental data is available [32, 34].
Yet, molecular simulations (MD or MC) are computationally expensive. For predicting
thermophysical properties at a single state point, on the order of magnitude of 102 CPUh
are required. An alternative modeling approach are molecular-based equation of state
(EOS) models. They are algebraic models formulated in the Helmholtz energy as a func-
tion of the temperature and density, i.e. a = a(T, ρ). Thereby, fluid properties at a given
state point can be evaluated in milliseconds. Also, since the Helmholtz energy ansatz is
a thermodynamic fundamental expression, all other thermodynamic properties can be
derived from such amodel – including phase equilibria, which are for example important
for describing cavitation in a contact zone. Moreover, equation of state models can be
favorably combined with further physical theories for modeling for example transport
and interfacial properties, e.g. entropy scaling [20] and density gradient theory [40, 44].
In particular, molecular-based EOS models can be directly integrated for scale bridging
in macroscopic models, e.g. in phase field or CFD simulations [15]. Molecular-based
EOS come along with the drawback that approximations and assumptions are made
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within the model formulation. Hence, compared to molecular simulation, molecular-
based EOS have a less strong physical backbone. A good extrapolation behavior can
therefore not be presumed a priori.

Different strategies have been proposed for the assessment of EOS models [1, 2, 17,
39, 48]. The thermodynamic consistency of a pure component model can for example
be assessed using ab initio virial coefficients in the low-density limit and the Nezbeda
compressibility or Clausius-Clapeyron test for the vapor-liquid equilibrium [30, 48].
An interesting strategy for testing the extrapolation behavior at extreme pressure and
temperature liquid states is based on Brown’s characteristic curves. Brown’s charac-
teristic curves define lines on the thermodynamic equilibrium surface and are named
Zeno, Amagat, Boyle, and Charles curve. Each of the four characteristic curves has –
for a given thermophysical property – the same behavior as the ideal gas [9]. These
curves are located within a large pressure and temperature range. For a given molec-
ular fluid, Brown’s characteristic curves are known to exhibit certain thermodynamic
features [9]. Therefore, Brown’s characteristic curves have become an important tool
for the assessment of the extrapolation behavior of new EOS [1, 39, 43]. Nevertheless,
due to the extreme conditions, there is practically no experimental data available on the
characteristic curves. Therefore, Brown’s characteristic curves are usually only used for
a qualitative assessment of the behavior of the model, i.e. evaluating the limits and the
general shape. It should moreover be noted that providing thermodynamically consistent
Brown’s characteristic curves is a necessary, but not sufficient condition for a thermo-
dynamic model being physically reasonable, which is also shown in an example in this
work.

In this work, a novel approach was developed for testing the extrapolation behavior
of EOS models based on Brown’s characteristic curves using pseudo-experimental data
obtained from molecular simulation. This approach conveniently combines the strong
physical backbone and predictive capabilities of molecular force field models [32, 34,
35] with the computational advantages of molecular-based EOS. By using molecular
simulation pseudo-experimental data, not only the thermodynamic consistency of the
EOS model regarding Brown’s characteristic curves can be assessed, but also the accu-
racy of the model can be simultaneously evaluated. The computational procedure for
determining Brown’s characteristic curves for a given force field model is adopted from
[51]. The new approach for assessing EOS models with pseudo-experimental charac-
teristic curve data was tested on both model fluids and real substances. This paper is
outlined as follows: First, the methods used for determining the characteristic curves are
described. Then, the results for the different substances are presented and discussed.

2 Methods

2.1 Brown’s Characteristic Curves

The characteristic curves of a molecular fluid were postulated by E.H. Brown [9] as
curves on the thermodynamic pvT surface, along which the compressibility factor Z or
its derivatives are identical to the values of an ideal gas. Brown’s characteristic curves
include state points at extreme conditions regarding temperature and pressure and can
therefore be used as a tool for testing the extrapolation behavior of EOS.Moreover, on the
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thermodynamically consistent surface, Brown deduced from physical arguments that the
curves exhibit certain features and limits (details are given below) that can be favorably
used for the assessment of models at extreme conditions. The four characteristic curves
are:

• Zeno curve Z (also called ideal curve)
• Amagat curve A (also called Joule inversion curve)
• Boyle curve B
• Charles curve C (also called Joule-Thomson inversion curve)

Figure 2 shows a schematic representationofBrown’s characteristic curves. The char-
acteristic curves are shown in a double-logarithmic temperature-pressure (pT ) diagram.
Based on rational thermodynamic arguments, Brown derived several requirements for
the characteristic curves to be thermodynamically consistent: Each characteristic curve
exhibits a single pressure maximum. Furthermore, the Zeno curve crosses each of the
other three curves in one point (cf. Fig. 2), whereas the Boyle, Charles, and Amagat
curve do not intersect each other. Moreover, the Charles curve terminates on the vapor-
liquid binodal and the Boyle curve terminates on the spinodal. The characteristic curves
end at low pressure (corresponds to low densities) at specific temperatures, which are
directly linked to the second virial coefficient B [43], which is often known with very
high accuracy. In the virial expansion up to second order, the compressibility factor Z
can be written as

Z = 1 + Bρ. (1)

Hence, there is a direct link between the zero-pressure limit of the characteris-
tic curves and the second virial coefficient [29, 43]. In the following, the definition
and general features of the four characteristic curves are introduced. A comprehensive
introduction to Brown’s characteristic curves is given in Refs. [4, 5, 29, 43].

State points on the Zeno curve satisfy the relation

Z = vp

RT
= 1, (2)

where Z is the compressibility factor, v the molar volume, p the pressure, R the molar
gas constant, and T the temperature. The definition can be rewritten in terms of the
Helmholtz energy as

ρ

(
∂ ã

∂ρ

)
T

= 0, (3)

where ρ is the molar density and ã is the molar Helmholtz energy defined as ã = A
NAkBT

with the Boltzmann constant kB and the Avogadro constant NA.
The Zeno curve ends at the so-called Boyle temperature in the zero-pressure (and

therefore zero-density) limit, cf. Fig. 2. At the Boyle temperature, the second virial
coefficient is zero B(TBoyle) = 0, which directly follows from comparing the definition
of the Zeno curve Eq. (2) with the virial expansion Eq. (1). The Zeno curve intersects
all other characteristic curves. The intersection of the Zeno and the Boyle curve is
located in the zero-pressure limit at the Boyle temperature. The temperature of the
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Fig. 2. Schematic representation of Brown’s characteristic curves in the temperature-pressure
(pT ) projection. The Zeno curve Z ( red), Amagat curve A ( orange), Boyle curve B ( blue), and
Charles curve C ( pink) are shown. The gray-shaded area indicates the solid phase region. The
VLE, spinodals, and critical point of the fluid are indicated by the solid black line, the dashed
black line, and the star, respectively.

intersection with the Charles curve is approximately the critical temperature of the fluid,
cf. Fig. 2. The intersection of the Zeno curve with the Amagat curve is located at very
low temperatures – for many substances in the solid phase region.

The Boyle curve is defined by the following relations:(
∂Z

∂1/ρ

)
T

= 0,

(
∂Z

∂p

)
T

= 0. (4)

These definitions can be rewritten in terms of the Helmholtz energy as

ρ

(
∂ ã

∂ρ

)
T

+ ρ2
(

∂2ã

∂ρ2

)
T

= 0. (5)

The Boyle curve starts at the Boyle temperature in the zero-pressure limit, cf. Fig. 2.
The Boyle curve has a bell shape and ends at the spinodal in the metastable region of
the fluid, where the first and second density derivative of the Helmholtz energy are zero.

The Charles curve is defined by one of the following relations:(
∂Z

∂1/ρ

)
p

= 0, or

(
∂Z

∂T

)
p

= 0, or

(
∂H

∂p

)
T

= 0, (6)

where H is the enthalpy. These relations can be rewritten in terms of the Helmholtz
energy as

ρ

(
∂ ã

∂ρ

)
T

+ ρ2
(

∂2ã

∂ρ2

)
T

+ ρ

T

∂ ã

∂ρ ∂1/T
= 0. (7)

The Charles curve starts in the zero-pressure limit at high temperatures where the
tangent to the second virial coefficient curve passes through the origin, i.e. the equation
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dB/dT = B/T holds. At low temperatures, the Charles curve ends at the vapor-pressure
curve. The Charles curve has a bell shape and encloses the Boyle curve. The Charles
curve is also known as the Joule-Thomson inversion curve, which is of fundamental
importance for refrigeration technologies. There are several studies available in the
literature investigating the Joule-Thomson inversion curve for refrigerants [10, 12, 13,
22, 52, 53].

The Amagat curve is defined by one of the following relations:
(

∂Z

∂T

)
ρ

= 0, or

(
∂U

∂1/ρ

)
T

= 0, (8)

where U indicates the internal energy. These relations can be rewritten in terms of the
Helmholtz energy as

ρ

T

∂ ã

∂ρ ∂1/T
= 0. (9)

The Amagat curve starts in the zero-pressure limit at high temperatures, where the
second virial coefficient exhibits a maximum. At low temperatures, the Amagat curve
ends at the vapor-pressure curve. The Amagat curve has a bell shape and encloses the
Boyle curve and the Charles curve, cf. Fig. 2.

To be thermodynamically consistent, all four curves are required to exhibit a concave
shape throughout in the double logarithmic pT projection. Moreover, for model fluids,
the zero-pressure limit state point can be computed exactly using the virial route [51].
Hence, the zero-pressure limit is known exactly for model fluids.

2.2 Substances

In this work, both model fluids and real substances were studied to demonstrate and test
the novel approach. As model fluids, the Lennard-Jones (LJ) fluid, the Lennard-Jones
truncated and shifted (LJTS)fluid, andfiveMiefluidswere studied. For the studiedmodel
fluids, spherical molecules were considered that interact with the respective interaction
potential. The model potentials used here can be employed for describing a large num-
ber of real substances, for example available in the MolMod force field database [46].
The underlying interaction potential are moreover important, as they are often used as
building block in complex molecular force fields of real substances [28, 46]. Three real
substances were studied in this work: toluene, ethanol, and dimethyl ether. The three sub-
stances strongly differ regarding the molecular structure and intermolecular interactions
such that the novel approach is tested here for different situations.

The (full) Lennard-Jones potential uLJ is defined as

uLJ(r) = 4ε

[(σ

r

)12 −
(σ

r

)6]
, (10)

with the energy parameter ε, the size parameter σ , and the distance between two par-
ticles r. The LJ potential models repulsive interactions between particles at very small
distances and attractive (dispersive) interactions at intermediate distances. The exponent
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12 characterizes the repulsive interactions and the exponent 6 the attractive interactions
between particles. The LJ potential is relatively simple, but a good approximation for
intermolecular interactions. It has been extensively used since the early days of computer
simulations and, accordingly, high quality benchmark data is available for the LJ fluid
[48]. The Lennard-Jones truncated and shifted (LJTS) potential uLJTS is computationally
much cheaper, but simplifies the dispersive long-range interactions. The LJTS potential
is defined as

uLJTS(r) =
{
uLJ(r) − uLJ(rc) r ≤ rc
0 r > rc,

(11)

with the cutoff radius rc = 2.5σ . TheMie potential is a generalization of the LJ potential
defined as

uMie(r) = Cε

[(σ

r

)λn −
(σ

r

)λm
]
, (12)

with

C = λn

λn − λm

(
λn

λm

) λm
λn−λm

. (13)

Hence, the Mie λn, λm potential has two additional parameters: the exponent for the
repulsive interactions λn and the exponent for the attractive interactions λm. Often, λm
= 6 is chosen, while λn is often used as an additional adjustable parameter. In this work,
five Mie fluids were considered with (λn, λm) = (8,6) (12,6) (20,6) (12,4) (12,8).

For the real substances, toluene, ethanol, and dimethyl ether were chosen as high-
accurate force fields for these substances are available in the literature [18, 25, 38, 46].
The force fields for toluene, ethanol, and dimethyl ether are based on a united-atom
approach and modeled as rigid bodies, where the hydrogen atoms are not explicitly
modeled. The toluene force field [25] has seven Lennard-Jones interactions sites and
six point quadrupoles modeling the π orbital. The ethanol force field [38] has three
Lennard-Jones interactions sites and three point charges modelling the alcohol group
and enabling h-bonding. The dimethyl ether force field [18] has three Lennard-Jones
interactions sites and a single point dipole modeling the overall polarity of the molecule.

Also, equation of state models for these substances are available in the literature. All
three substances are base components in the chemical industry. Moreover, the three sub-
stances have strongly different molecular architecture and interactions: ethanol strongly
forms hydrogen bonds, toluene is an aromatic compound with strong quadrupolar inter-
actions caused by π-orbitals, and dimethyl ether has strong dipolar interactions. Hence,
the three substances challenge the predictive capabilities of the molecular-based EOS
models regarding different aspects.

2.3 Molecular Simulation

In this work, reference data for the assessment of the EOS models was generated
using molecular dynamics simulations. Hence, the MD data is considered as pseudo-
experimental data for the characteristic curves. In particular, high accurate molecu-
lar force field models were used that are known to provide excellent agreement with
experimental data [18, 25, 38].
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For determining the characteristic curve state points from a given force field, a
new simulation method was developed by our group [51]. For the development, a large
number of sampling routes were compared. Based on this systematic approach, for each
characteristic curve, the most favorable simulation route was determined [51]. The new
method has several advantages, e.g. a rigorous method for determining the statistical
uncertainties and evaluating the thermodynamic self-consistency of the results [51].
Nevertheless, it should be noted that also systematical uncertainties – as well-known
from laboratory experiments – may affect the reproducibility of the simulation results
[36, 42], e.g. the simulation engines and implemented algorithms may have some minor
influence on the results.

Molecular dynamics simulations were performed with the molecular simulation tool
ms2 [21, 33] using at least N = 2,000 particles. For each characteristic curve, at least 14
state points were determined. For each characteristic curve state point, five state points
in the vicinity of the initial guess characteristic curve were considered as a set. Each
simulation of a simulation set was carried out at the same temperature. The simulations
were carried out in the NVT ensemble for the Zeno, Boyle, and Charles curve. The NPT
ensemble was used for the simulations of the Amagat curve. From the simulation results
of a set, the characteristic curve state point was determined using the respective relations.
In Table 1, the relations used for determining the characteristic curve state points are
listed. For the zero-pressure limit, cluster integrals were evaluated for determining the
characteristic curve state point via the virial route with high accuracy [51]. For the
studied model fluids, these integrals can be evaluated exactly. For the real substance
fluids, the integrals were evaluated usingMonte Carlo simulations for sampling different
orientations and distances between two molecules. For both, the model fluids and the
real substances, the second virial coefficient was computed in a wide temperature range.
From these results, the zero-pressure limit state points of the characteristic curves were
obtained. Determining Brown’s characteristic curves from molecular simulation for a
given substance requires approximately 104 CPU hours. However, the force field type
has a significant influence on that. Details on the molecular simulation methodology are
given in Ref. [51].

Table 1. Conditions used for determining characteristic curve state points using MD simulations
based on the method proposed in Ref. [51].

Zeno Amagat Boyle Charles

Z − 1 = 0
(

∂U
∂1/ρ

)
T

= 0
(

∂Z
∂1/ρ

)
T

= 0
(

∂H
∂p

)
T

= 0

2.4 Molecular-Based Equation of States

Molecular-based EOS have been primarily developed within the chemical engineering
community for modelling in particular phase equilibria of mixtures [11, 14]. Yet, due
to their physical general mathematical backbone, they can be favorably applied also in
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other fields for modeling properties of fluids. The most popular molecular-based EOS
is PC-SAFT [24]. Molecular-based EOS are formulated as

ã = ãrep + ãatt + ãchain + ãassoc + ãD + ãQ, (14)

where ã indicates the configurational Helmholtz energy, ãrep the contribution due to
repulsive interactions between particles, ãatt the contribution due to dispersive attractive
interactions, ãchain the contribution due to the chain length ofmolecules, ãassoc the contri-
bution due to h-bonding interactions [19], ãD the contribution due to dipole interactions
[23], and ãQ the contribution due to quadrupole interactions. Each contribution term has
one or two substance-specific parameters that characterize features of the molecule or
intermolecular interactions, e.g. the chain term ãchain comprises chain length parameter
m and the attractive contribution ãatt the dispersion energy ε. Details on the molecular
parameters of this model class are given in the review of Economou [19]. Moreover, ã
is a function of the temperature T and the density ρ (and for mixtures the composition
vector x), which also holds for the individual terms on the RHS of Eq. (14). According
to Eq. (14), the Helmholtz energy contributions from the different molecular interac-
tions and features are independent. This is an approximation made in the model, which
may seem crude, but has proven reliable and flexible. Thermodynamic properties can
be straightforwardly computed from Eq. (14) using well-known relations between the
derivatives of the Helmholtz energy with respect to the density and inverse temperature,
e.g. the pressure can be computed as p = ρTR(1 + ∂ ã/∂ρ) and the heat capacity can
be computed as cv = −(

∂2ã/∂(1/T )2
)
. Only derivatives of the Helmholtz energy with

respect to the density and inverse temperature (and eventually composition) are required
for the calculation of thermodynamic properties of interest from a given EOS. In this
work, the characteristic curves were computed from different EOS models using the
thermodynamic definitions given by Eqs. (3), (5), (7), and (9).

Two different molecular-based EOS frameworks were considered in this work: PC-
SAFT [24] and SAFT-VR Mie [27]. The latter was directly used for describing the LJ
and Mie model fluid as well as for the real substances toluene, ethanol, and dimethyl
ether. For describing the LJ and LJTS model fluid within the PC-SAFT framework, the
models from Refs. [26, 45] were used, which are re-parametrized PC-SAFT monomer
models. For comparison, also empirical EOS models were used in some cases [37, 50,
54]. For the LJ fluid, the molecular-based EOS of Stephan et al. [45] and that of Lafitte
et al. [27] were used. For the LJTS fluid, the molecular-based EOS of Heier et al. [26]
and the empirical EOS of Thol et al. [50] were used. For the Mie fluid, the EOS of
Lafitte et al. [27] was used. For modelling the three real substances, toluene, ethanol,
and dimethyl ether, both the SAFT-VR Mie EOS and the PC-SAFT EOS were used.
Moreover, for ethanol, the empirical EOS from Schroeder et al. [37] and, for dimethyl
ether, the empirical EOS from Wu et al. [54] were used. The PC-SAFT and SAFT-
VR Mie model parameters for all three real substances are summarized in Table 2. For
dimethyl ether, a new SAFT-VR Mie model was parametrized within this work. The
other model parameters were taken from the literature [3, 23, 24, 27].
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Table 2. Model parameters used for theSAFT-VRMie andPC-SAFTEOS.Themodel parameters
were taken from Refs. [3, 23, 24, 27]. The model parameters for dimethyl ether for the SAFT-
VR Mie EOS were obtained within this work. Columns indicate the dispersion energy ε, particle
size parameter σ , attractive λn and repulsive λm exponent, chain length m, association volume κ,
association energy ε, and dipole moment μ.

Substance ε/kB/K σ /Å λn λm m κ ε/kB/K μ/D

PC-SAFT

Toluene 285.69 3.7169 - - 2.8149 - - -

Ethanol 191.31 3.1477 - - 2.4382 0.03481 2599.8 1.7

Dimethyl ether 210.29 3.2723 - - 2.2634 - - 1.3

SAFT-VR Mie

Toluene 409.73 4.2770 16.334 6 1.9977 - - -

Ethanol 168.15 3.4914 7.6134 6 1.9600 0.34558 2833.7 -

Dimethyl ether 216.74 3.306 12 6 2.2340 - - -

3 Results

For the real substance fluids, classical SI units are used for presenting the results. For
the model fluids, the Lennard-Jones units are used, i.e. using the potential well depth ε,
the particle size parameter σ (cf. Eq. (10)), and the mass of the particleM as well as the
Boltzmann constant kB constitute the base unit system. Details on the LJ unit system
are given in Ref. [48].

3.1 Lennard-Jones Fluids

Figures 3 and 4 show the results for the studied Lennard-Jones fluids: Fig. 3 for the (full)
LJ fluid and Fig. 4 for the LJTS fluid. In both cases, results from different EOS and
molecular simulation are shown. The latter is taken as reference.

For the LJ fluid (cf. Fig. 3), two molecular simulation data sets are compared. Over-
all, the data from Deiters and Neumaier [16] and the results using the new simulation
method from our group [51] are in excellent agreement. In particular, both data sets are
in excellent agreement with the zero-density limit data point obtained from the exact
virial route. Moreover, the simulation results for all four characteristic curves exhibit
a smooth trend. For the LJ fluid, two molecular-based EOS were used for predicting
the characteristic curves. The EOS from Stephan et al. [45] (re-parametrized PC-SAFT
monomer) yields a realistic Zeno, Boyle, and Charles curve. For the Amagat curve,
however, the re-parametrized PC-SAFT monomer yields an erratic behavior, cf. Fig. 3.
The EOS from Lafitte et al. [27], on the other hand, is in excellent agreement with the
reference data. Moreover, this EOS yields physically realistic predictions for all four
characteristic curves. Interestingly, the reference data and the EOS from Lafitte et al.
agree very well even in the VLE metastable region.

For the LJTS fluid (cf. Fig. 4), only the data set determined by our group is available
[51]. The simulation results show a very smooth trend and are also consistent with the
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Fig. 3. Characteristic curves of the Lennard-Jones 12,6 fluid. Symbols indicate MD simulation
results fromDeiters andNeumaier ( ) [16] and from thiswork ( ). Lines correspond to predictions
from the SAFT-VRMie EOS (solid lines) and the EOS from Stephan et al. (dashed lines). Results
for the Boyle curve ( blue), Zeno curve ( red), Charles curve ( pink), and Amagat curve ( orange).
The vapor pressure curve (—) and the spinodal curves (---) as well as the critical point ( ) are
shown – computed from the EOS from Stephan et al.

exact zero-pressure limit results obtained from the virial route. Based on the molecular
simulation reference data, two EOSmodels are assessed: the EOS of Thol et al. [50] and
the EOS of Heier et al. [26]. The latter is also a re-parametrized PC-SAFT monomer,
which is the reason that it yields a spurious Amagat curve. It was shown by Boshkhova
andDeiters [7] that these defects are caused by a problematic formulation of the repulsive
term of the underlying EOS framework. In the range of the Zeno, Boyle, and Charles
curve, the EOS of Heier et al. [26] yields a realistic behavior. The EOS of Thol et al.
[50] also exhibits an erroneous Amagat curve, but in the low-temperature regime. Brown
showed that the Amagat curve is to intersect the Zeno curve in that regime, which is not
the case for the EOS of Thol et al. Nevertheless, the EOS of Thol et al. is in reasonable
agreement with the molecular simulation reference data in most cases.
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Fig. 4. Characteristic curves of the Lennard-Jones truncated and shifted (LJTS) fluid. Symbols
indicate MD simulation results [51]. Lines correspond to predictions from the LJTS EOS from

Heier et al. (solid lines) and the EOS from Thol et al. (dashed lines). Results for the Boyle curve (
blue), Zeno curve ( red), Charles curve ( pink), and Amagat curve ( orange). The vapor pressure
curve (—) and the spinodal curves (---) as well as the critical point ( ) are shown.

3.2 Mie Fluids

Figure 5 and 6 show the results for the studied Mie fluids. Figure 5 shows the results
for Mie fluids with different repulsive exponent λn; Fig. 6 the results for Mie fluids with
different attractive exponent λm.

While a large number of equations of state are available in the literature for the
classical (full) LJ fluid, only some Mie EOS are presently available. Here, the Mie EOS
from Lafitte et al. [27] was considered. Overall, the predictions from the Mie EOS are
in excellent agreement with the molecular simulation reference data – for all studied λn,
λm combinations. This is impressive considering the fact that only data for moderate
conditionswas used for themodel development [27]. This highlights the advantage of the
physically-based model to reliable extrapolate to extreme temperatures and pressures.
Only, some small deviations to the reference data are observed for the Amagat curve,
cf. Fig. 5 and 6.

Overall, theEOSofLafitte et al. captures the effect of both the repulsive and the attrac-
tive exponent well and is in excellent agreement with the pseudo-experimental data – in
a very wide temperature and pressure range. Hence, the EOS of Lafitte et al. is an excel-
lent candidate for modeling real substance components and testing their extrapolation
behavior.
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Fig. 5. Characteristic curves of the Mie λn,6 fluid. Symbols indicate MD simulation results [41].
Lines correspond to predictions from the SAFT-VR Mie EOS. Results for three λn,6 Mie fluids:
8,6 ( and dashed lines), 12,6 ( and solid lines), and 20,6 ( and dotted lines). Results for the
Boyle curve ( blue), Zeno curve ( red), Charles curve ( pink), and Amagat curve ( orange).
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Fig. 6. Characteristic curves of the Mie 12,λm fluid. Symbols indicate MD simulation results
[41]. Lines correspond to predictions from the SAFT-VR Mie EOS. Results for three 12, λm Mie
fluids: 12,4 ( and dashed lines), 12,6 ( and solid lines), and 12,8 ( and dotted lines). Results
for the Boyle curve ( blue), Zeno curve ( red), Charles curve ( pink), and Amagat curve ( orange).

3.3 Toluene, Ethanol, and Dimethyl Ether

For the model fluids (cf. Sect. 3.2), the molecular-based EOS only used a repulsive and
an attractive term for modeling the simple spherical particles. For the real substances
discussed here, also the chain contribution and the association contribution were used.
This significantly increases the complexity of the models.

Figure 7 shows the results for toluene. Again, molecular simulation data is taken as
reference. These data are used for the assessment of the two EOS models: the PC-SAFT
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EOS and the SAFT-VR Mie EOS. For the PC-SAFT EOS, a spurious Amagat curve is
obtained. This is not surprising as this defect is inherited from the repulsive term (cf.
Sect. 3.2). The SAFT-VRMie EOS predictions, on the other hand, are physically reason-
able and in good agreement with the pseudo-experimental data. Only, the temperature
of the characteristic curves in the vicinity of the zero-pressure limit is overestimated by
the SAFT-VR Mie EOS.
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Fig. 7. Characteristic curves of toluene. Symbols ( ) indicate MD simulation results [51]. Lines
are predictions from the SAFT-VR Mie EOS (solid lines) and the PC-SAFT EOS (dashed lines).
Results for the Boyle curve ( blue), Zeno curve ( red), Charles curve ( pink), and Amagat curve (
orange). The vapor pressure curve (—) predicted from the SAFT-VR Mie EOS is shown.

For ethanol and dimethyl ether, only the Charles curve was studied, cf. Figures 8 and
9, respectively.

The molecular simulation reference data is compared with the predictions from
three EOS. Both the PC-SAFT and SAFT-VR Mie EOS were used for both substances.
Moreover, the empirical EOS from Schroeder et al. was used for modeling ethanol and
the empirical EOS fromWu et al. was used for modeling dimethyl ether. Both empirical
EOS yield an unphysical behavior, i.e. a convex shape at high pressure. The PC-SAFT
EOS yields physically reasonable Charles curve for both components. For both the PC-
SAFT and SAFT-VRMie EOS, the results are qualitatively in accordance with Brown’s
postulates. For ethanol, the PC-SAFT results show best quantitative agreement with
the pseudo-reference data. For dimethyl ether, the SAFT-VR Mie results show the best
agreement with the reference data. This is probably due to the underlying substance
model parameters, cf. Table 2.

4 Conclusions

In this work, the extrapolation behavior of physically-based thermodynamic models was
studied. Therefore, a novel approach was developed that uses molecular dynamics simu-
lations for generating pseudo-experimental data. Using that data as a reference, different
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Fig. 8. Charles curve of ethanol. Symbols indicate MD results [31]. Lines indicate predictions
from different EOS: SAFT-VRMie (solid line), PC-SAFT (dashed line), and the empirical multi-
parameter EOS from Schroeder et al. [37] (dotted line). The vapor pressure curve (—) and the
spinodal curves (---) as well as the critical point ( ) were computed from the EOS of Schroeder
et al.

100 1000

1

10

100

p 
/ 

M
P

a

T / K

Fig. 9. Charles curve of dimethyl ether. Symbols indicate MD results [31]. Lines indicate pre-
dictions from different EOS: SAFT-VRMie (solid line), PC-SAFT (dashed line), and the empirical
multi-parameter EOS from Wu et al. [54] (dotted line). The vapor pressure curve (—) and the
spinodal curves (---) as well as the critical point ( ) were computed from the EOS of Wu et al.

molecular-based equation of state models were assessed regarding their applicability for
modeling fluid properties at extreme temperature and pressure.

In a first step, a new simulation method was developed for determining Brown’s
characteristic curves from a given molecular force field model [51]. This method com-
bines statistical mechanics for (exactly) computing the zero-pressure limit state point of
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the characteristic curve via the virial route with classical MD simulations in the high-
pressure regime. The method can be applied to both simple model fluids as well as
complex real molecular substances. It has not yet been tested on electrolyte and polymer
systems, which would be interesting for future work. Moreover, we have only addressed
pure substances here. In technical applications, however, fluid mixtures are in practi-
cally all cases present. An extension of the computational approach to mixtures would
therefore also be interesting for a future work.

The performance of two molecular-based EOS frameworks was compared, i.e. the
PC-SAFT EOS and the SAFT-VR Mie EOS. The PC-SAFT model comprises more
strongly simplifying approximations compared to the SAFT-VRMie EOS. This is prob-
ably the reason that the SAFT-VR Mie EOS is found to extrapolate significantly better
to extreme conditions regarding temperature and pressure. The PC-SAFT EOS, which
is very frequently used in chemical engineering, on the other hand exhibits an artificial
Amagat curve and should therefore not be applied at extreme temperatures and pressures.
Hence, the SAFT-VR Mie EOS is found to be an excellent candidate for modeling fluid
properties at extreme conditions, e.g. in tribological contact processes. Impressively,
the SAFT-VR Mie EOS does not only satisfy the requirements of Brown’s character-
istic curves, the predictions of the EOS are in most cases in excellent agreement with
the pseudo-experimental reference data. This is surprising considering the fact that the
SAFT-VR Mie EOS was parametrized using data at moderate conditions alone. This
supports the fact that models with a strong physical backbone can provide an excellent
extrapolation behavior. In some cases, also empirical EOS were used for comparison
and found to exhibit an unphysical behavior in some state region.

Based on the novel approach using MD pseudo-experimental reference data, for
the first time, Brown’s characteristic curves were used for a quantitative assessment of
thermodynamic equation of state models. For future work, it would be interesting to
study long chain alkane molecules, which are important substances used as lubricants.
Moreover, it would be interesting to study the reproducibility of Brown’s characteristic
curves across different MD codes as well as the influence of the force field used for
modeling a given substance.
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Abstract. The need for energy-efficient manufacturing technologies is growing
due to the increasing pressure from climate change, consumers, and regulations.
Additive manufacturing is claimed to be a sustainable manufacturing technology,
especially for individualized products and small batches. To include the energy
demand in the decision-making process on whether a part should be manufac-
tured by additive or rather by subtractive or formative manufacturing, the energy
demand which arises during manufacturing of a part must be predicted before the
manufacturing process. For this, individual energy prognosis models are needed
for each individual AM system. This paper, therefore, presents a methodology
that enables users to develop a customized model to predict the energy demand of
their AM System.

Four steps are necessary to create a model for energy prediction. First, the
structure of the investigated system has to be captured. Here the subsystems and
their corresponding process parameters are identified. Then the build cycle is ana-
lyzed and divided into several process steps in which the power consumption of
the subsystems repeatedly follows the same pattern. Afterwards, those process
parameters, that have a significant influence on the energy demand of each sub-
system are identified within full factorial design of experiments and subsequently
analyzed in detail. In the final step, individual models are developed for the energy
demand of each subsystem for each process step. These individual models are then
aggregated to create an overall model. The application of the methodology is also
demonstrated and validated by the example of high-speed laser directed energy
deposition.

Ei Energy demand E of subsystem i
Ei,pre-step Energy demand E of subsystem i during pre-step
Ei,in-step Energy demand E of subsystem i during in-step
Ei,post-step Energy demand E of subsystem i during post-step
Ei,ps Energy demand E of subsystem i during process step ps
Ei,ps,s Energy demand E of subsystem i during process step ps in section s
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Elaser Energy demand E of the laser
Epf Energy demand E of the powder feeder
Esuction Energy demand E of the suction system
Etotal Total energy demand E of the system
Ets Energy demandE of the trajectory system and the peripherical subsystems
Pi,ps Power consumption P of subsystem i during process step ps
Pi,ps,basic Basic power consumption P of subsystem i during process step ps
Pi,ps,pp Power consumption P of subsystem i during process step ps dependent on

process parameter pp
Pi,ps,pp,case1 Power consumption P of subsystem i during process step ps dependent on

process parameter pp in case 1 of a case distinction
Pi,ps,pp,caseC Power consumption P of subsystem i during process step ps dependent on

process parameter pp in case C of a case distinction
Pi,ps,pp,max Power consumption P of subsystem i during process step ps dependent on

process parameter pp which is set to the maximal possible setting
Pi,ps,pp,min Power consumption P of subsystem i during process step ps dependent on

process parameter pp which is set to the minimal possible setting
Pi,ps,pp,n Power consumption P of subsystem i during process step ps dependent on

process parameter pp which has setting n
Pi,ps,pp,50% Power consumption P of subsystem i during process step ps dependent on

process parameter pp which is set to 50%
Pi,ps,s Power consumption P of subsystem i during process step ps in section s
Si,ps,pp,set Setting of process parameter PP in process step PS of subsystem i
Si,ps,pp,set,max Maximal possible Setting of process parameter PP in process step PS of

subsystem i
tps Time t of process step ps
tps,s Time t of the section s within process step ps

1 Introduction

Energy prices have risen in recent decades, making the purchase of energy a crucial input
resource and cost factor for companies [1, 2]. In addition, energy supply and consumption
generate greenhouse gas emissions that cause and intensify the climate crisis [1]. For this
reason, some greenhouse gas emissions are regulated, e.g., in the EU emission trading
system,where the cap, i.e. theEU’s annual emissions ceiling, is reduced by 2.2%per year.
This increases the pressure on companies to reduce emissions [3]. In addition, consumers
are increasingly demanding more sustainable products [4]. Therefore, more and more
companies are taking action to increase their energy efficiency to remain competitive [5].
One possible approach to this is the use of energy-efficient manufacturing technologies.
In general, there are three categories of manufacturing processes, which are shown in
Fig. 1:

• In subtractive manufacturing processes, the geometry of an object is created by
removing definedvolumes. Examples of subtractive processes are turning andmilling.
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• In formative manufacturing processes, the volume of the object remains constant
but is transformed from one initial shape into another shape. Examples of formative
manufacturing processes are forging and casting.

• In additivemanufacturing processes, a defined shape is created fromscratch by joining
material together [6].

Subtractive Manufacturing Formative Manufacturing Additive Manufacturing

before shaping after before shaping after before shaping after

V0 V1V0>V1
V0 V1V0=V1

V0=0 V1V0<V1

Fig. 1. Categories of manufacturing processes [7]

Each manufacturing technology has different advantages and disadvantages regard-
ing its energy demand and resource consumption, depending on the specific application
and the manufactured part. For example, additive manufacturing is claimed to be highly
resource-efficient during manufacturing of the part. In addition, the parts are claimed to
result in higher energy efficiency during their use due to the possibility of lightweight
design [8]. Additive manufacturing thus offers companies the potential to enable energy-
and resource-efficient manufacturing [9]. However, this potential is individual for each
part and each application. Therefore, it must always be decided individually whether a
part is manufactured with additive manufacturing or with another manufacturing pro-
cess. For this decision-making process, in addition to technical requirements, energy
considerations should also be taken into account. But how can the energy demand that
arises during additive manufacturing of a part be predicted individually without actually
manufacturing the part? To address this issue, this paper aims to develop a procedure for
developing a customized energy prediction model for an arbitrary AM machine. After-
wards, this methodology is applied and validated on a high-speed laser directed energy
deposition (HS DED-LB) system.

2 State of the Art

2.1 High-Speed Laser Directed Energy Deposition as an Additive Manufacturing
Process

2.1.1 Additive Manufacturing

The general term of additive manufacturing (AM) comprises technologies that gener-
ate objects based on a geometric representation through the successive application of
material. The material is usually added in layers and each new layer is bonded to the
previous one, e.g. by fusing using a heat source [10]. Since the first commercial additive
manufacturing system in 1987, various process principles have been developed [7, 11].
According to DIN EN ISO 17296, seven categories of additive manufacturing processes
can be distinguished:

• Vat Photopolymerization
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• Sheet Lamination
• Material Extrusion
• Material Jetting
• Binder Jetting
• Powder Bed Fusion
• Direct Energy Deposition

Hereby, a comparable new and emerging process is directed energy deposition
(DED). This process uses focused thermal energy to melt and thus fuse materials as
they are deposited [12]. As a thermal source for this, a laser, electron beam, or plasma
arc is used, which creates a melt pool, typically 0.25 to 1 mm in diameter and 0.1 to
0.5 mm deep, on the part to be manufactured, into which material, as powder or wire,
is continuously fed. Thus, the material is melted in the melt pool [12–14]. The nozzle
for the material is located together with the output of the thermal source in the depo-
sition head [14]. The deposition head and the part are continuously moved relative to
each other [15]. Thus, the melt pool migrates along the desired contour, the scan path,
and solidifies together with the deposited material as the thermal source moves along.
This progressively creates a new layer. Depending on the AM machine, either the build
platform and thus also the part move, the deposition head moves, or both move. After
the layer is completed, the build platform and the application head move the thickness
of one layer away from each other, to keep the distance between the deposition head and
the build surface constant [14].

The manufacturing principle of DED leads to the following advantages compared to
other AM processes which offers great potential for industrial applications.

• Larger material deposition rates lead to shorter process times [16],
• DED has larger build areas compared to other AM processes, which allows the

manufacturing of larger parts [17],
• Multiple materials can be used within a build process, creating in-situ generated

composites and heterogeneous parts [11, 14],
• DED can be used to remanufacture defective parts or components such as turbine

blades [14],
• DED can be used to apply thin layers of corrosion-resistant and wear-resistant

materials onto parts to improve their performance and durability [14].

Based on the last advantage, the surface coating with DED, the HS DED-LB found
its origin.

2.1.2 High-Speed Laser Directed Energy Deposition

The process of HS DED-LB differs from other DED processes mainly by the powder
focus which has been shifted upwards and is about one centimeter above the build
surface, as shown in Fig. 2 [18, 19]. Thus, the powder is melted above the melt pool
by the laser beam and is therefore applied in a liquid state [20, 21]. The melting of the
material by the laser is much faster than the melting of the material in the melt pool.
Therefore, with HS DED-LB, significantly faster feed rates of up to 200 m/min can be
achieved and the processing time is five to ten times shorter compared to other DED
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processes [21, 22]. Since the laser mainly melts the powder, the melt pool on the part’s
surface is smaller, resulting in a lower specific heat input [19].

The material is stored as powder in a container on the powder feeder. Inside the
container is a stirrer to avoid agglomeration of the powder. Through an opening at the
bottom of the container, the powder falls onto the conveyor disk. The conveyor disc
rotates at a defined speed and transports the powder to the inert gas stream, the carrier
gas flow, which carries the powder to the nozzle [23]. The nozzle shapes the powder-gas
flow into a cone and its tip is the powder focus. The powder focus is ideally at the same
point as the focus of the laser beam [21]. The laser beam is generated in a separate
subsystem, the laser generator, and guided through the laser optics to the deposition
head. To protect the laser optics from contamination from smoke and powder buildup,
another inert gas flow, the shielding gas flow, is fed through the inner center of the nozzle.
Both inert gas flows also create an inert gas atmosphere at the process point and thus
avoid oxidation of the material [23].

Powder that has not been applied is removed from the build chamber by a suction
system. The suction system is connected through a connection at the bottom of the AM
machine [24].

Part

New layer

Melt pool

Laser

Powder

Molten powder

Carrier gas flow

Shielding gas flow

Powder focus

Fig. 2. Principle of HS DED-LB process

The laser optic cannot be moved at high speeds due to its fragility. Therefore, for
HS DED-LB systems, the build platform is moved. For this, three linear motors are
connected to the building platform via a tripod system. This allows the build platform to
be moved in the three Cartesian dimensions [19]. To manufacture a part, the individual
subsystems are used simultaneously. Therefore, HS DED-LB is a single-stage process.

2.2 Current Discussion of the Environmental Impact of DED

AM is claimed to have great potential to save resources and is therefore often referred as
a sustainable manufacturing technology. However, in the literature, the environmental
impact of AM is widely discussed. Through lightweight design, the consolidation of
components, and functional integration, a reduction of the environmental impact during
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the use of additivemanufactured parts can be achieved, e.g. throughweight reduction [8].
This also leads to high material efficiency, since only the material necessary for the final
geometry is required, including a comparatively small addition for post-processing [25,
26]. Therefore, on the one hand, there is less environmental impact from the extraction
and processing of the raw material [27] and, on the other hand, less technical scrap and
waste are produced [25, 28].

The material efficiency is strongly dependent on the AM process. In powder bed-
based processes, for example, only less than 30% of the used metal powder contributes
to the part geometry. The remaining 70% must be removed at the end of the process
[29]. This is similar to HS DED-LB, where only around 27% of the conveyed powder is
deposited [19]. Some of the powder can be reused for reprocessing after a sieving process
[30].However, the reuse is limited due to the decreasing powder quality,which influences
the part quality [31]. Moreover, the energy demand is individual for each AM process
and each manufactured part [32]. However, the energy demand to manufacture a part
with AM is usually higher than manufacturing using formative or subtractive processes
[33, 34]. Therefore, from an ecological point of view, AM is only advantageous for
individual parts or small batches, since the environmental impact of specific process
tools is omitted here [35]. Besides, the specific energy demand (SEC) does not adapt to
different process parameter settings.

To take full advantages of AM, eco-design for AM must be considered. This can
potentially reduce material consumption during manufacturing as well as energy con-
sumption during use. However, scan paths based on the geometry of the part affect the
energy demand. In addition, suitable process parameters must be defined. To compare
the energy demand of different parts and process designs, the effects of different scan
paths and process parameters must also be considered, without actually manufacturing
the part. Thus, an energy prediction model is needed that allows the prediction and
comparison of the energy demand during the design stage.

For this, first, it is important to investigate the energy and resource requirements and
thus the environmental impact of AM in detail. The energy demand of different AM pro-
cesses was analyzed for example by Baumers et al, Fredrikson, Kellens et al.
and Faludi et al. [36–39]. Regarding DED, several studies have been performed,
which can be divided into the following categories.

In the first category, the environmental impact of the DED process or the environ-
mental impact caused duringmanufacturing of a specific part with DED is determined. A
common method used for this purpose is life cycle assessment (LCA) [40]. Liu et al.
[25] and Jiang et al. [41] compare the additive manufacturing of a gear with the
combined subtractive and formative manufacturing within the framework of an LCA.
An analysis of the ECO-indicator 99 based on the LCA of DED was carried out by Le
Bourhis et al. [26, 42] Kerbrat et al. [43], and Serres et al. [44]. Xiong
et al. [45] and Morrow et al. [28] also compared the environmental impact of the
AM process with subtractive processes. The results of these studies are part-specific and
can therefore hardly be transferred to other parts or adapted to other DED processes.

In the second category, a basis for comparison is provided by determining the SEC.
Wipperman et al. compare DED processes with powder bed fusion and subtractive
processes. The study concludes that the SEC of DED is lower than that of powder bed
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fusion processes [46]. Huang et al. compared DED with subtractive and formative
processes and found that DED has the highest SEC [47]. Jackson et al. calculated the
SEC which arises during the process chain of manufacturing a part with DED based on
literature [48]. The SECs calculated in the presented approaches give a first indication
of the energy demand during manufacturing with DED. However, the transferability
to other parts is limited here, since these values are individual for the process under
consideration and the manufacturing process of the part.

The third category thus includes reusable and customizable energy calculation mod-
els. Watson and Taminger created a calculation model that can be used to determine
whether additive or subtractive manufacturing is more energy efficient for manufac-
turing a metal part [49]. Within the model, the energy requirements for material and
powder production, DED, post-processing, and transportation are considered. However,
the model is based on average values which do not reflect the influence of different
process parameter settings. In addition, this does not allow an analysis of the composi-
tion of the energy demand.Wegener developed a comprehensive model to calculate the
energy and resource requirements of DED.Within the energy model, the energy demand
of the individual process steps is calculated and the individual power consumption of the
individual subsystems is already taken into account [50]. However, the model can only
be used to predict energy demand to a limited extent. In addition, it is not shown how the
power consumption can be determined as a function of the selected process parameters.

Methodologies to develop energy prediction models already exist for unspecified
manufacturing processes. Dietmair and Verl developed a generic method for mod-
eling the energy demand of machines and plants based on a statistical discrete event
formulation. The procedure is exemplified by a milling process [51]. Schmidt et al.
developed a methodology for predicting energy demand that can be applied to any man-
ufacturing process and system. The approach aims to achieve a prediction quality of
80% with as little measurement effort as possible. For this purpose, the processes and
systems are classified in terms of their complexity with the aid of a decision tree. Based
on this, instructions are given for the creation of parametric or empirically based energy
prediction models [5]. However, the model is also based on the SEC and can therefore
only reflect the various setting of process parameters to a very limited extent.

2.3 Requirements

The studies listed in the previous chapter lack in particular a sufficient level of detail; both
the effects of different process parameter settings and different process steps, and sub-
systems are usually not or only insufficiently considered. As a result, sufficient forecast
accuracy for previously unregarded parts or sets of process parameters is not achieved.
To achieve this and additionally enable in-depth analysis of the system to identify opti-
mization potentials, the knowledge of when, howmuch, and which subsystem consumes
power is necessary. Based on this, the following requirements for a methodology to
develop an individual energy prediction model for an AM process arise:

• Themodel resulting from themethodologymust have a very high forecast quality. The
modeled energy demand must therefore not deviate from the actual energy demand
by more than 5%.
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• The resulting model allows a detailed analysis of the composition of the energy
demand within the different process steps and subsystems.

• Within the model developed in the methodology, the influence of the process
parameter setting on the energy demand is included.

• The methodology can be used with no or little prior knowledge.
• The model enables the reduction of the experimental effort compared to other

prediction models while maintaining the prediction accuracy.

3 Approach for Creating an Energy Prediction Model

To create a model to predict the energy demand for additive manufacturing systems,
especially for DED, four steps are necessary. First, the structure of the whole system
must be captured. Then, the process and its individual process steps have to be analyzed.
Subsequently, the process parameters and their effect on power consumption are inves-
tigated by experiments. Based on these results, the model is then developed, validated
based on real parts, and, if necessary, further improved.

3.1 Capturing the Structure

The aim of capturing the structure is to obtain basic knowledge of the investigated
system and to establish the technical requirements for the following steps. First, all
energy-related subsystems of the investigated system are identified and then classified.
On the one hand, there are systems whose power consumption remains constant during
the entire process and is not changed by process parameters or other possible settings.
These can be grouped as peripherical subsystems. On the other hand, there are sub-
systems whose power consumption changes during the process or depends on process
parameters or other settings. For these subsystems, the power consumption must be
analyzed individually and later a specified model must be created.

Based on this analysis, energymeasurement sensors have to be implemented.Hereby,
one energy measurement sensor must measure the power of the entire system. Further-
more, for each subsystemwhose power consumptionwas found to be variable, additional
energy measurement sensors must be implemented. Depending on availability and pos-
sibility, an energy measurement sensor can be omitted for one of these subsystems. The
power consumption of this subsystem can be calculated based on the power consumption
of the entire system by subtracting the power consumption of the other subsystems. The
sampling rate of the sensors must be matched to the process speed and variability of the
machine and the process.

After the initial examination of the subsystems, the adjustable process parameters
are identified. These are then structured by assigning them to the subsystems whose
settings they change. The identified structure is shown in Fig. 3.

Now, the basic knowledge of the investigated system has been obtained and the
energy measurement system provides the opportunity to analyze energy demand.
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Peripherical Subsystem

Subsystem i

…

Subsystem I

Process parameter n
…

Process parameter N

Process parameter n
…

Process parameter N

Process parameter n
…

Process parameter N

Fig. 3. Exemplary structuring of an investigated system

3.2 Process Analysis

In the next step, the process analysis, the build cycle is examined regarding its individual
process steps and the behavior during power consumption of the individual subsystems.
For this purpose, in initial experiments, first parts are manufactured and the power
consumption is measured. For this purpose, typical or frequently manufactured parts
and their corresponding process parameters are selected. The choice of parts, however,
is not crucial and can be chosen almost freely. The power data is then examined in two
steps.

Firstly, different process steps are defined. If they are not known before, they must
be detected during those experiments. Usually, the different process steps can be clearly
distinguished by the power consumption of the subsystems. Similar patterns occur for
all of the investigated parts. Some subsystems are only active during the actual manufac-
turing process, others only during preceding or subsequent process steps. For example,
many systems require a warm-up before the start and a cool-down after finishing the
actual manufacturing process. This knowledge about the different process steps may
also exist before those initial experiments.

Subsequently, the behavior of the individual subsystemsduring the individual process
steps is investigated. Here it is examinedwhen power is consumed by the subsystems and
how the power consumption behaves. The following characteristics should be identified:

• When or at which process step which subsystem becomes active from standby or off?
• Howdoes the power consumption of the subsystems behavewithin each process step?
• How does the power consumption behave during start-up, running, and shutdown?

For example, the power consumption of a subsystem can be constant, fluctuate ran-
domly, or follow certain rules. If the power consumption is constant, the subsystem is
either on standby or is currently at its set level and consumes power almost constantly,
such as the peripherical subsystems and subsystem 4 in Fig. 4. Random fluctuations
mostly occur during constant operation, e.g. subsystem 3, and periodic fluctuations by
repetitive switching on and off, e.g. subsystem 1 and subsystem 2 in Fig. 4.
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Fig. 4. Example of subdividing a manufacturing process into process steps based on power
consumption curves

3.3 Analysis of the Process Parameters

The analysis of the process parameters is conducted in two steps. First, in full factorial
design of experiments (DOE), those process parameters are identified, which signifi-
cantly affect the power consumption of the respective subsystem and if there are inter-
action effects between the process parameters. Subsequently, in a second step, those
process parameters, which were identified as relevant for the power consumption for the
subsystem, are analyzed more closely.

During the capturingof the structure of the investigated system, the adjustable process
parameters and their respective subsystem are identified. Now, for each subsystem, a full
factorial DOE is developed. Here, the principles of randomorder, repetition for statistical
significance, and blocking must be considered. Each test must be performed at least
three times. If the results vary greatly, increasing the number of trials may be necessary.
Also, if there are many adjustable process parameters for a subsystem, the number of
experiments required for a full factorial DOE can become very large. For such cases, a
partial factorial DOE may also be appropriate. While performing the experiments, the
power consumption is measured, and the collected data are evaluated. Statistical values
such as the p-value can then be used to determine, which process parameters affect
the power consumption, and thus the energy demand of the subsystems. In addition,
interaction effects between process parameters are also identified, as shown in Fig. 5a.
Verification of the influence must be carried out for all previously identified process
steps. For example, power is often consumed by a subsystem during standby, but the
quantity is usually independent of process parameters. In the further steps of creating
the model, only the significant process parameters are considered.

The relevant process parameters are analyzed in more detail in the second step. For
this purpose, in further experiments, only the investigated process parameter is varied
from the minimum setting to the maximum setting in several steps, while all other
process parameters are kept constant. Here, the trials are also performed at least three
times in random order and grouped into blocks. Based on these trials, it is investigated
how the power consumption behaves with increasing process parameter settings. For
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Fig. 5. Examples for evaluating the trials, a) for identifying relevant process parameters and their
relation, b) for evaluating the changing power consumption with an increasing setting of the
process parameter, c) for identifying the behavior during the process

example, the averaged power consumption can increase, with a gradual increase in the
process parameter, either approximately linearly or over proportionally, as shown in
Fig. 5b. Each measured power curve is analyzed in detail. The individual phases of
standby, start-up, constant operation, and shutdown, as well as other possible phases,
are evaluated separately, as shown in Fig. 5c.

3.4 Creating the Model

Theprocedure for creating themodel for energy prediction follows a structured approach,
which is shown in Fig. 6.

In general, the total energy demand of a system Etotal is composed of the energy
demand of its subsystems Ei. Therefore Eq. 1 applies.

Etotal =
I∑

i=1
Ei (1)

In theprevious steps, the power consumptionof each subsystemand its corresponding
process parameters was analyzed in detail. These findings are now being transferred for
model creation. To develop a model that can predict energy demand as accurately as
possible and, at the same time, analyze the composition of the energy demand of the
entire system, a separate model is created for each subsystem.

During process analysis, the process was divided into several process steps within
which the power consumptions of the individual subsystems are structurally similar.
Thus, the energy demand of subsystem Ei is the sum of its energy demands during each
process step Ei,ps, as shown in Eq. 2.

Ei =
PS∑

ps=1
Ei,ps (2)

Within each of these process steps, the pattern of the power curve is analyzed for
each subsystem. Here, the pattern of the power curve can either be almost constant,
fluctuate regularly or irregularly, or increase or decrease. Depending on the pattern, the
further procedure is chosen. If a fluctuation occurs that is time-dependent or influenced
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by other process parameters, i.e., a regular fluctuation, or if the power curve increases
or decreases once, for those subsystems several models need to be developed for each
process step. For this, the process step is subdivided into several individual sections s,
for which the power consumption Pi,ps,s is individually modeled. The models are then
summarized to represent the entire process step, as shown in Eq. 3 and Eq. 4.

Ei,ps =
S∑

s=1
Ei,ps,s (3)

Ei,ps,s = Pi,ps,s · tps,s (4)

The individual sections are treated hereafter as the energy demand of the process
steps. Therefore, for this case in the following, Pi,ps,s is to be read and treated as Pi,ps. In
the end, the energy demands of the sections Ei,ps,s are summarized to the energy demand
of the process steps Ei and then to the total energy demand Etotal.

To determine Pi,ps,s, the procedure is the same as described below for power con-
sumptions with a regular fluctuating or a constant pattern, instead of the process steps,
however, the individual sections within the process steps are now examined.

The energy demand of a subsystem during a process step Ei,ps can then be calculated
based on Eq. 5. The power consumption of a subsystem within a process step or section
Pi,ps is approximated with the mean power consumption for each process step or section.

Ei,ps = Pi,ps · tps (5)

In the simplest case, the power consumption does not depend on any process parame-
ter. Here Eq. 6 applies, as the power consumption of the subsystem can be approximated
as constant.

Pi,ps = constant (6)

If only one process parameter exists, the energy demand of the subsystem is deter-
mined by the power consumption depending on the setting of the process parameter
Pi,ps,pp, as shown in Eq. 7.

Ei,ps,pp = Ei,ps = Pi,ps,pp · tps (7)

If the process parameter is cardinally scaled, the power consumption as a function of
the set process parameter Pi,ps,pp equals the power consumption of the entire subsystem
Pi,ps. However, if the process parameter is only nominally or ordinally scalable, a case
distinction has to be carried out. For this purpose, a sufficient number of different settings
of the process parameter is defined for each process step or section of a process step.
The averaged power consumption is then assigned for each process parameter setting.
This case distinction, also shown in Eq. 8, makes it possible to approximate the power
consumption for different process parameter settings.

Pi,ps =
⎧
⎨

⎩

Pi,ps,pp,case 1 = constant, if case 1
. . .

Pi,ps,pp,case C = constant, if case C
(8)
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Fig. 6. Overview of the approach to create a model for energy prediction.

Similarly, if several process parameters influence the energy demand of a subsystem,
it is necessary to examine whether they are scaled nominally, ordinally, or cardinally. If
all process parameters are cardinally scaled, the power consumption of the subsystem
Pi,ps for a considered process step or section in a process step can be approximated by
Eq. 9. Each subsystem has a basic power consumption Pbasic, which is not changed by
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the process parameter settings. Additionally, each process parameter causes a power
consumption Pi,ps,pp,n based on its setting.

Pi,ps = Pi,ps,basic +
N∑

n=1
Pi,ps,pp,n (9)

If not all process parameters are cardinally scaled, i.e. at least one process parameter
is ordinally or nominally scaled, it is necessary to check whether interaction effects exist
between the process parameters. These were determined in the previous analysis of the
process parameters. If interaction effects exist, a separate model for power prediction for
each assumed case needs to be developed, as shown in Eq. 10. Combinations of possible
casesmay also be necessary for several nominally or ordinally scaled process parameters.
Depending on the case of the nominally and ordinally scaled process parameters, a
corresponding model of the cardinally scaled process parameters is now selected to
predict the power consumption of the subsystem during the considered process step.
The individual models for each case are structured in the same way as Eq. 9.

Pi,ps =

⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

Pi,ps,pp,case 1 = Pi,ps,basic +
N∑

n=1
Pi,ps,pp,n, if case 1

. . .

Pi,ps,pp,case C = Pi,ps,basic +
N∑

n=1
Pi,ps,pp,n, if case C

(10)

If no interaction effects exist, separate models are developed for each process param-
eter and summed up, which follows the structure of Eq. 9. Pi,ps,pp,n is determined for
ordinal and nominal scalable process parameters within a case distinction, as shown in
Eq. 8, and can be assumed to be constant. The constant power consumptions of ordi-
nally or nominally scaled process parameters were previously quantified in the process
parameter analysis experiments and can thus be applied.

Now, for all cardinally scalable process parameters Pi,ps,pp, further considerations
are necessary. For this purpose, the development of the mean power consumption with
an increasing process parameter setting is now investigated. First, it is checked whether
there is a threshold value of the process parameter setting at which the development of the
power consumption changes. For example, theremay be aminimum setting belowwhich
the power consumption remains constant despite a higher process parameter setting and
only increases gradually with an increasing setting above the threshold value. In parallel,
there can also be an upper threshold at which the power consumption does not increase
any further.When one ormore such thresholds occur, case distinctionmust be performed.
A separate model is created for each case, as shown in Eq. 11.

Pi,ps =
⎧
⎨

⎩

Pi,ps,pp = Pi,ps,pp,case 1, if Sp,ps,pp,set < lower threshold value
Pi,ps,pp = Pi,ps,pp,case 2, if Pp,ps,pp,set > upper threshold value

Pi,ps,pp = Pi,ps,pp,n, else
(11)

For the individual power consumptions of the subsystems during the process step or
section depending on the setting of the process parameters, several types of cases can be
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distinguished by how the power consumption changes with increasing process parameter
setting.The power consumption can be constant and thus independent of the process
parameter in certain process steps, as shown in Eq. 12. This is often the case below
lower threshold values or above upper threshold values.

Pi,ps,pp = constant (12)

In most cases, however, the power consumption increases with an elevation of the
process parameter setting. This can be linear or disproportionate. To obtain a regression
for a linear slope, the slope of the function can be calculated by using the difference
between the maximum power consumption and the minimum power consumption. The
minimum power consumption also serves as the y-axis intercept. The x-axis intercept
is then calculated by the proportion of the selected process parameter setting to the
maximum process parameter setting, which is shown in Eq. 13.

Pi,ps,pp =
(
Pi,ps,pp,max − Pi,ps,pp,min

) · Si,ps,pp,set
Si,ps,pp,set,max

+ Pi,ps,pp,min (13)

If there is no linear relationship, a function of any degree can be derived using
the gauss elimination. For this, however, additional points must be integrated, whose
values need to be determined within experiments. Equation 14 shows an example of the
second-degree function resulting from the Gauss elimination.

Pi,ps,pp =
(
2Pi,ps,pp,max − 4Pi,ps,pp,50% + 2Pi,ps,pp,min

) ·
(

Si,ps,pp,set
Si,ps,pp,set,max

)2

+ (−Pi,ps,pp,max + 4Pi,ps,pp,50% − 3Pi,ps,pp,min
) ·

(
Si,ps,pp,set

Si,ps,pp,set,max

)

+ Pi,ps,pp,min

(14)

The model is then validated using reference parts. This allows the identification of
potential deficits in themodel. If necessary, themodel can then be improved by increasing
the level of detail, e.g. by implementing additional caste distinctions or sections within
a process step.

4 Example of an Application Using HS DED-LB

4.1 Capturing the Structure

For the investigated HS-DED system, a Ponticon pE3D1, four independent subsystems
can be distinguished, which have adjustable process parameters and tend to have a
variable power consumption during the process. Other systems, such as the system
control, can be grouped as peripheral subsystems.

The distinguished subsystems, which are also shown in Fig. 7, are:

• As laser generator, a Laserline LDF 8000–6 diode laser is used. Both adjustable
process parameters, the set laser power and the laser spot diameter can be varied
continuously between 504 W and 8400 W and 0.5 mm and 1.8 mm.
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• The stirrer speed and the conveyor disc speed of powder feeder Twin-150-ARN216-
OP by Oerlikon Metco can also be varied continuously up to 3300 rpm and between
0.2 and 10.0 rpm.

• For the suction system Dustomat 4–24 W3 eco + dry extractor by ESTA only the
extracted volume can be adjusted. The extracted volume can be varied between
770 m3/h and 2540 m3/h in steps of 50 m3/h.

• The trajectory system consists of three dynamic linear motors which move the build
platform. Here, any scan path can be traveled at a continuously adjustable speed of
up to 200 m/min.

In addition to powermeasurement sensors for the entire system, separate powermea-
surement sensors were implemented for the laser generator, the powder feeder, and the
suction system. The energy demand of the subsystems, which is assumed to be constant,
and the trajectory system can then be calculated. As power measurement sensors, four
current transformers and a corresponding EtherCAT Terminal from Beckhoff are used,
which measure the consumed power at a frequency of 1 kHz, i.e. the consumed power
per millisecond.

Control Cabinet as 

Peripherical Subsystem

Laser generator

Powder feeder

Trajectory system

Suction system

laser spot diameter

laser power

stirrer speed

conveyor disc speed

scan path

axis speed

extracted volume

cardinal

cardinal

cardinal

cardinal

nominal

cardinal

cardinal

Fig. 7. Structure of the investigated HS DED-LB system

4.2 Process Analysis

Based on the initial experiments, a typical process workflow could be identified and the
process was divided into three process steps [24]:

• Pre-step: At the beginning of the build cycle, a homogeneous powder gas flow is
generated. For this, the two inert gas flows, the carrier gas flow, and the shielding gas
flow, are first switched on. After a few seconds, the powder feeder is switched on and
the powder is transported to the application head. After a few seconds, the powder
cone has built up homogeneously. The trajectory system and the laser generator are
on standby, and the suction operates constantly.

• In-step: The in-step is the actual additive manufacturing process. Thus, the part is
additively manufactured. For this, the build platform moves along the scan path at a
defined speed. Depending on the scan path, extra paths are necessary for decelerating
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and reaccelerating the build platform. In such cases, the laser is not continuously
melting the powder. Therefore, the laser only switches on at defined points and melts
the powder to apply the material at the desired locations. The powder feeder and the
suction system constantly run during this process step.

• Post-step: When the manufacturing process is finished, the laser and the powder
feeder turn back into standby, and the inert gas flows stop. Depending on the setting,
the build platform stops moving or can move at a slow speed to a previously defined
position for better part removal. The post-step takes usually only a few seconds until
the powder-gas cone has completely dissolved, and the build chamber can be entered.

For all subsystems, the power consumption varies only during their operation. In
standby mode, experimental observations show that the power consumption remains
constant and thus independent of any process parameters.

4.3 Analysis of the Process Parameters

For three of the investigated subsystems, there are two process parameters each. Accord-
ingly, their influences on the power consumption of the subsystem and the interactions
between parameters were investigated in full-factorial DOE. Additional experiments
were then carried out for the relevant process parameters. The results presented here are
based on research by Ehmsen et al. [24].

It was observed that the power consumption of the laser generator depends only on
the set laser power and does not show any observable correlation to the selected laser
spot diameter. Accordingly, only the laser powerwas investigated in further experiments.
Here, it was determined that the power consumption increases approximately linearly
with an increasing laser power setting. However, at which moment the laser is switched
on and for how long depends on the part geometry and the resulting scan path.

In contrast, the power consumption of the powder feeder was dependent on both
the stirrer speed and the conveyor disc speed. However, no interaction of the process
parameters was observed. Both process parameters were then increased stepwise and
independently of each other. For both, starting from a base power consumption, a linear
increase with rising rotational speeds could be observed.

Since for the trajectory system the process parameter of the scan path is only nomi-
nally scaled, two cases were defined for the DOE: A circular scan path and a square scan
path. Both the speed and the scan path affect the power consumption of the trajectory
system, there are even interaction effects. For both cases of the scan path, the speed has
now been increased successively. Furthermore, it was determined that for rather circular
scan paths, the power consumption increases overproportionally. In contrast, for rather
linear scan paths, the power consumption increases approximately linearly. However,
for process safety reasons, for linear scan paths only a maximum speed of 100 m/min,
i.e. 50%, could be set.

In the case of the suction system, only the power consumptionwith increasing extrac-
tion volume was investigated. Here, a lower threshold value was detected. Below an
extraction rate of 36%, the power consumption is constant and corresponds to the
standby level. Above an extraction rate of 36%, the power consumption increases
overproportionally.
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Thus, all process parameters except for the laser spot diameter must be considered
in the model.

4.4 Creating the Model

To create the customizedmodel to predict the energy demand of theHSDED-LB system,
for each subsystem the procedure described in Sect. 3.4 was carried out.

The peripheral subsystem is constant throughout the entire process. Therefore, to
calculate its energy demand, constant power is assumed,whichwas quantified previously
in the experiments, and integrated over the entire process time.

The laser is on standby during the pre-step and the post-step and has constant power
consumption here, which is independent of any process parameters. However, the power
consumption during the in-step varies depending on the scan path. Thus, the process
step is subdivided into further sections. There are sections in which the laser is in mode
“ready to fire” and has a power consumption slightly above the standby level. The level
is independent of the set laser power. In the sub-process steps, where the laser is on
during scanning, the power consumption depends on the set laser power. A linear model
was created here to predict the power consumption.

The powder feeder is only on standby during the post-step. Here, too, the power
consumption was modeled by a constant. During the pre-step and the in-step, the pow-
der feeder operates continuously. To capture the influence of both process parameters,
independent linear models were developed for both, which were summarized with a
constant base power input.

The suction system operates during the entire build cycle. Here, a case distinction
between different extraction rates is necessary. Below an extraction rate of 36%, the
power consumption is at the same level as during standby. Above an extraction rate of
more than 36%, power consumption increases overproportionally with rising extraction
rates. This increase can be approximated with a quadratic function obtained by the
Gaussian elimination.

For the trajectory system, a case distinction was made for two different scan path
patterns, a rather rotationally symmetric scan path, and a rather linear scan path. For
both cases, a separate model was developed that predicts the power consumption as a
functionof the selected trajectory speed.Basedon the results of the previous experiments,
a linear model was developed for the case of the rather linear scan path. For the rather
rotationally symmetric scan path, a third-degree function with the Gaussian elimination
was received. During the pre-step and optionally also during the post-step, the trajectory
system is not inmotion and thus on stand-by. Therefore, it can be considered independent
of any process parameters in these process steps.

Based on the modeled power consumption for each process step or sub-process step,
the energy demand of each subsystem and thus the total energy demand of the HS DED-
LB system can be determined. It may be necessary to model the build cycle time and the
duration of the individual process steps as well. The exact models and their equations
are presented in Ehmsen et al. [52].
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4.5 Exemplary Application and Validation

To validate the accuracy of the model, a reference part was manufactured. The dimen-
sions of the part and the corresponding process parameters are listed in Table 1. During
manufacturing the part the power consumption was measured for each millisecond. The
resulting power curve is illustrated in Fig. 8. Based on the power consumption, the energy
demand which arises during the process was calculated and compared with the energy
demand predicted by the model. As shown in Fig. 9, the predicted energy demand is
only 2% lower than the measured energy demand.

Table 1. Process parameters of the reference part for validation

Part geometry and scan path Process parameters

Length 15.0 mm Set laser power 3100 W

Width 10.2 mm Trajectory speed 40 m/min

Height 2.96 mm Extraction volume 1690 m3/h

Pattern linear Conveyor disc speed 5.4 rpm

Number of tracks per layer 6 Stirrer speed 990 rpm

Number of layers 40

Acceleration distance 70 mm
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5 Conclusion

The research objective of the paper was to develop amethodology to create a customized
model to predict the energy demand for an arbitrary AM system.

The model resulting from the methodology met the requirements to be detailed
enough to identify potentials to reduce the energy demand and at the same time be able
to model different process parameter settings. Due to the detailed description of the
procedure and the specification of calculation formula, the methodology can be applied
even with little or no prior knowledge of the investigated AM system and process. With
a comparatively small amount of experiments, enough knowledge about the investigated
AM system can be built up and at the same time, necessary data for the model creation
can be collected. The functionality of the methodology was applied to the HS DED-LB
process as an example, where a reference part was manufactured. The resulting model
showed a very high prediction accuracy and deviate only 2% from the measured energy
demand. This high quality was achieved through the following key findings:

• To obtain a detailed model, the process must be analyzed in depth and individual
process steps and the individual influence of process parameters must be included.

• For each subsystem, the build cycle must be divided into individual process steps
or sections in as much detail as necessary and as roughly as possible, to reduce
complexity.

• For cardinally scaled process parameters, the development of the power consumption
can be approximated by regression, whose function can be obtained based on a small
number of process points.

• Nominal and ordinal scaled process parameters have to be approximated using a case
distinction of averaged constant power consumption.

The results therefore indicate that the methodology is a powerful tool to develop a
customized model and thus, predict the energy demand for different AM processes. In
the future, the model will be applied to other AM processes such as powder bed fusion.
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Furthermore, it will be important to investigate whether this methodology can also be
used for formative or subtractive processes.
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Abstract. Additive manufacturing (AM) is suitable for designing and producing
complex components that are difficult or impossible to manufacture with con-
ventional manufacturing processes. To ensure the design benefits of AM, novel
design approaches such as structural topology optimization and cellular struc-
ture design are widely used and bring up the research domain of design for AM
(DfAM). However, conventional DfAM approaches mainly focus on the geometry
andmanufacturability of AMcomponents and rarely consider energy performance
as an improvement objective. Given that the energy consumption in AM processes
can be a great contributor to the overall environmental impact in the production
stage with AM, the evaluation and improvement of the energy performance of
AM should be considered in the DfAM approaches; otherwise, opportunities to
improve the energy performance by changing product features are missed. To
address this research question, we are proposing a framework that enables the
evaluation and improvement of the energy performance of AM in the design stage
resulting in a new method for DfAM. To validate the framework, two use cases
are presented to illustrate the feasibility of developed methods and tools.

1 Introduction

Additive manufacturing (AM) has been used in a variety of industrial areas where high-
value-addedpartswith complexgeometries are needed, such as in aerospace technologies
[1]. Since AM enables the creation of complex geometries that are difficult or impossible
to manufacture with conventional milling or casting processes, novel design approaches
such as topology optimization and cellular structures can be used in the design stage
for AM, which further brings up the research field of design for additive manufacturing
(DfAM) [2, 3]. On the part dimension, conventional DfAMusually aims at improving the
functionality and manufacturability of AM parts [4]. Thus, to achieve these objectives,
a number of previous works have focused on the development of innovative DfAM
methods for structural topology optimization or lattice design for AM parts [4]. For
example, in terms of material layout optimization, the multi-agent algorithm has been
used in a method for designing, evaluating, and optimizing the manufacturability of AM
parts [5]. Furthermore, the method based on constructive solid geometry is developed
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to generate multiple design variants and select the optimum design based on a genetic
algorithm [6]. In terms of the cellular structure design, a method based on the moving
asymptotes method is proposed [7]. In this area, another method for gradient lattice
design using bidirectional evolutionary structural optimization has been developed [8],
and the method based on the optimality criteria algorithm is proposed for the functional
gradient lattice design [9]. In terms of support structure design, the method based on a
genetic algorithm is developed to create and optimize tree-like support structures of AM
parts [10].

Nevertheless, in assessing these works, it is seen that they do not consider other
objectives in addition to the geometry and manufacturability, such as the energy perfor-
mance thatwill be discussed in this paper. Therefore, conventionalDfAMmethods do not
ensure the improvement of the environmental impact of AM in the product design stage.
However, environmental issues have been another important topic in AM, in addition to
the DfAM topics [11]. While the technology was emerging, AM was often considered
to be generally more environment-friendly than conventional manufacturing processes.
For example, Huang et al. have summarized the environmental benefits of AM, such as
the absence of cutting tools or dies in AM leading to reduced resource usage, limited
scraps during the build process leading to reduced wastes in AM, and the improved
engineering performance of AM parts using lightweight leading to environment-related
benefits during their usage phase [12]. However, the latest findings also point out that
the environmental benefits of AM can only be ensured if they are considered during
the design stage [11, 13]. Otherwise, the environmental benefit of AM (i.e. AM is more
environment-friendly than conventional manufacturing) may be just an illusion [11].
Furthermore, recent studies have proven that energy consumption is the main contrib-
utor to the overall environmental impacts of the AM-based production phase [14], and
therefore, the improvement of energy performance is currently an emerging research
topic [15].

In existing methods, the energy performance is usually studied during the process
planning or during the process chain planning for AM and is rarely considered in the
design phase. Thus, chances that would help improve the energy performance of AM by
varying product-related features are not fully exploited [16].

Aiming at the above background, this paper introduces the development of a new
framework that considers energy performance as the optimization objective during the
DfAM. The proposed framework consists of three key parts: structural topology opti-
mization (1), tool-path length assessment (2), and multi-player competition algorithm
(3). These three parts are combined in a holistic computational procedure, which enables
the exploration of possible design variants from a given domain with the aim of finding
out the design variant with the highest energy performance. To validate the framework,
two use cases are presented to illustrate the feasibility of developed methods and tools.
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2 Research Background

2.1 Energy Performance Issues in Additive Manufacturing

Energy performance is the key issue for ensuring the environmental sustainability of
AM, considering that energy use may cause 67% to 75% of environmental impacts in
the production phase [14]. In the past years, it was frequently argued that AM has more
environmental benefits than conventional manufacturing for reasons that AM requires
no cutting tools or dies, results in limited scrap, and enables design benefits leading to
environmentally-related benefits during the lifetime of AM products [11–13]. Neverthe-
less, the latest findings have shown that these benefits can only be ensured if they have
been carefully examined and validated during the design stage [11]. Thus, the energy
performance ofAMshould be analyzed and assessed prior to the start of the build process
of AM products. With respect to energy conversion [17], current studies on the energy
issues of AM can be distinguished between primary energy, electricity (use energy), and
thermal energy (final energy) issues.

The assessment and improvement of primary energy use of AMare usually discussed
when determining the design solution related to a manufacturing process chain, supply
chain, production network, or entire product life-cycle with AM. For example, primary
energy demand can be used as an indicator to compare the use ofAMversus conventional
manufacturing in order to validate the benefits of AM (i.e. AM-based scenario has less
primary energy demand than that of the conventional manufacturing-based scenario for
providing the same function) [18–21]. For these works, the primary energy demand
is usually quantified using the life-cycle assessment (LCA) or the cumulative energy
demand (CED) method (e.g. [22]).

For electricity uses, energy performance quantification and improvement are per-
formed when defining the parameters for a build process or a process chain. For exam-
ple, the estimated electricity usage can be used as an indicator to compare the different
design solutions with different process parameters or different manufacturing process
chains based on different AM processes. For the electricity demand estimation, predic-
tion software tools or analytical models are used [23–26]. For the improvement of energy
performance inAM, optimization algorithms (e.g. genetic algorithm) can be used to opti-
mize the process parameters [27]. Moreover, electricity issues are also widely analyzed
using experiments, where process parameters (e.g. layer thickness and laser power) are
varied, and the corresponding electricity consumption is measured using power meters.
The relation between process parameters and electricity consumption can be analyzed
using statistical methods (e.g. regression models), which can be further contributed to
the design of AM build tasks [28–30].

For the thermal issues, the energy performance is improved when defining materials
or energy input-related process parameters. For example, mixing copper powders with
additive nanoparticles or defining a higher laser powerwill increase the energy absorption
during the laser processing of laser powder bed fusion [31, 32].

In assessing the above works, only limited studies have addressed the DfAM and
the energy issues in the same time, e.g. [20, 21, 23, 33–35]. The key issues of these
approaches have been listed in Table 1. However, in these works, the authors consider
the design activities (i.e. DfAM) separately from the energy performance evaluation
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activities, as depicted in Fig. 1. In those works, the product design (e.g. DfAM activities)
is performed separately. Then, an AM build process or a manufacturing process chain
based on AM is modeled to represent an AM-based production scenario. After that, the
energy performance of the AM-based production scenarios is quantified and assessed,
and further decision-making for product improvement is made. In such a way, the DfAM
and the energy performance are rather two separate topics. This results in that the energy
performance improvement is not integrated into the DfAM activities of current DfAM
approaches. Subsequently, the time and effort for the design would be high due to the
repeated DfAM and evaluation activities required by the improvement loop.

In our proposed work, the DfAM and energy performance assessment are integrated,
as depicted in Fig. 1. The benefit of our approach is that it does not require repeated
individual design and evaluation activities, which further saves time and cost in the
design phase of AM. Moreover, if the time of a design cycle is reduced, AM designers
are able to explore more different design possibilities, which also implies more chances
to improve the functionality and utilization performance of AM products. To outline
the difference between our approach from the existing approaches, the key issues in our
approach have been described in italics and listed in Table 1.

Fig. 1. Difference between the existing approaches and the approach in this work.

2.2 Research Target and Tasks for This Work

Based on the evaluation of the research background introduced in Sect. 2.1, it is clearly
seen that the literature still lacks a methodology in which the energy performance eval-
uation is integrated with the DfAM. Therefore, this work aims at this research gap and
contributes to aDfAMcomputational framework inwhich the energy performance evalu-
ation andDfAMare iteratively executed in one algorithm. For this target, we have defined
three research tasks. First, a method is proposed to describe the energy performance of
AM during the DfAM. This is important since the description and quantification of the
energy performance is the pre-request to the optimization of the energy performance.
Second, the improvement of the energy performance of AM in the DfAM needs to be
formulated as an optimization problem together with a computational technique to solve
the problem. The third task is to implement and validate the feasibility of the proposed
computational framework. In the remainder of the paper, the results of performing these
three research tasks are discussed.
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Table 1. List of the existing approaches and our approach.

References DfAM issues Energy performance
evaluation issues

Collaboration
between DfAM and
evaluation

Ingarao et al. [20] Propose different
design geometries
suitable for
conventional and AM
processes

Use primary energy to
compare the different
manufacturing
process chains

Design the product
first, map the process
chains, and calculate
primary energy in
individual steps

Priarone et al. [34, 35] Redesign a product
using topology
optimization to make
them suitable for AM

Use primary energy to
compare the full
product life cycles
with conventional and
AM processes

Design the product
first, map the process
chain, and calculate
the primary energy in
individual steps

Yang et al. [21] Part consolidation of
an assembly into a
single part to make it
suitable for AM

Calculate the energy
consumption of each
phase with AM and
conventional
manufacturing
routines

Design the product
first, map the process
chain, and model and
calculate the energy
consumption in
individual steps

Tang et al. [33] Redesign of product
using topology
optimization to make
it suitable for AM

Calculate the energy
consumption of each
phase with AM and
conventional milling
process chains and
compare their
environmental impact

Design the product
first, map the process
chain, and calculate
the energy
consumption in
individual steps

Yi et al. [23] Use topology
optimization to
propose multiple
designs for AM

Use electricity
demand to compare
different product and
process designs

Design the product
first, simulate the
electricity demand in
individual steps

Our approach Design product using
topology optimization

Use tool-path length
assessment to replace
energy calculation

Topology
optimization and
evaluation of energy
performance are
integrated into one
algorithm
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3 Framework of Energy Performance Improvement in DfAM

3.1 Overview of the Framework

The concept of the proposed computational framework developed in this work is illus-
trated in Fig. 2 and described in the following subsection. The computational framework
includes three core parts.

• The first part is the structural topology optimization (TO) method, which enables the
generation of a material layout with the best mechanical performance for a given
design space and boundary conditions. In this framework, we have used the method
of “smooth-edged material distribution for optimizing topology (SEMDOT)”, which
is a state-of-the-art TO algorithm suitable for AM [36]. In comparison to other TO
algorithms, SEMDOT enables the creation of smooth geometric boundaries, which
further ensures the manufacturability of the TO results for AM processes [36], and
this is also the reason why this framework choses SEMDOT as the TO tool.

• The second core part is the “tool-path length assessment” method, in which the tool-
path length to create the geometry using the AM process is estimated. The reason
for choosing this method is that in the DfAM, the energy consumption calculation
is difficult because the energy is a time-dependent process characteristic (i.e. energy
is the time integral of power) instead of a product characteristic [16]. Therefore, it
is necessary to define a parameter that is relevant to the product and energy at the
same time. Thus, the evaluation of the energy can be replaced by the assessment of
this parameter. In this work, the AM tool-path length has been regarded as such a
parameter, which has a proportional relation to the energy consumption (i.e. longer
tool-path leads to higher energydemand) andpart geometry (i.e.more internal features
lead to longer tool-path).

• The third part of the framework is the method of “multi-player competition algo-
rithm”, which is an iterative optimization technique to compare and select the opti-
mumgeometry variant with theminimumAM tool-path length (i.e. the highest energy
performance in this work) [37]. The multi-player competition algorithm is used to
iteratively execute the SEMDOT and the tool-path length assessment in one compu-
tational procedure. The reason for choosing this algorithm is that it compromises the
computational efficiency and search quality for our problem.

The details of these three parts will be explained in the next subsections.

3.2 Structural Topology Optimization

In general, the design space for TO can be regarded as a discrete domain with a number
of elements, as shown in Fig. 3. Thus, the material layout for this design space under
certain boundary conditions can be considered as defining the relative material density
Xe (a dimensionless value, not the density in g/cm3) for each element in that discrete
domain. Given a minimum relative material density ρmin, the density of each element
Xe should be a value between ρmin and 1. For example, as depicted in Fig. 3, if Xe is
1, it means that this element is defined with a full material (i.e. black element), while
if Xe is ρmin, it means this element contains no material (i.e. while element). Thus, the
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Fig. 2. Overview of the proposed framework.

objective of a TO problem based on varying the material density of elements can be
described by Eq. 1 [36], where C represents the compliance; K, u, and f are the global
stiffness matrix, the displacement vector, and the force vectors, respectively; Ve and V*
represent the volume of elements and pre-defined target volume, respectively; andM is
the total number of elements.

minimize: C(Xe) = f T u
subject to: K(Xe)u = f

∑M
1 XeVe

∑M
1 Ve

− V ∗ ≤ 0

0 ≤ ρmin ≤ Xe ≤ 1; e = 1, 2, . . .M

(1)

However, element-based TO does not have a smooth edge, which does not meet
the manufacturability requirement for AM. The SEMDOT method uses an approach
involving inserting grid points within elements and then using a level-set function to
represent the smooth edges of the geometry [36]. For each grid point, a grid density is
defined (ρe,g), and therefore, the relation between Xe and ρe,g can be expressed by Eq. 2
[36], where N represents the total number of grid points of an element.

Xe = 1
N

N∑

g=1
ρe,g (2)

Finally, by using the Heaviside function, the smooth edges for the geometry can
be generated [36]. During SEMDOT, the formulation of geometry is controlled by two
pre-defined parameters: the radius of a circular filtering domain by elements (rfilter) and
the heuristic radius of a circular filtering domain by grid nodes (Yfilter) [36]. Different
combinations of these two parameters will result in different geometries, as shown by
examples in Fig. 3. In general, the rfilter should be varied between 1 and 3.5, and Yfilter
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should be varied between 1 and 3. Thus, in this work, the parameters (rfilter , Yfilter) are
varied to propose different variants in the TO part.

Fig. 3. Computational procedure and results of SEMDOT algorithms (own illustration based on
[36]).

3.3 Tool-Path Length Assessment

In general, the term ‘energy performance’ is regarded as a metric to express energy
efficiency, energy use, or energy consumption of systems or processes [38]. Therefore,
the prerequisite for the improvement of energy performance in AM is to quantify the
energy required to perform a build task of AM. In general, the quantification of energy
demand requires power and time information since energy is the time integral of power.
However, the power and time information is related to the process parameters (e.g.
laser power, laser speed, build orientation, and layer thickness), which directly affect
the build time and power demands of AM machines. In DfAM, process parameters are
not considered because they are mainly considered during the process planning stage
in which product design has already been completed. Subsequently, missing process
parameters in DfAM leads to difficulty in quantifying the energy demand for a build
task in AM. To overcome this challenge, we use an equivalent evaluation indicator which
should satisfy two requirements. First, the equivalent indicator should be related to the
geometrical features of a product, and therefore, it can be described and investigated at the
DfAM stage. Second, the indicator should be positively or inversely proportional to the
energy consumption of AM, and therefore, the minimization of the energy consumption
can be realized by the minimization or maximization of this equivalent indicator.

In this work, the AM tool-path length is regarded as the equivalent indicator since it
is related to the geometrical features and energy consumption of AM at the same time.
In general, the analogy of an AM tool can be considered as a means for processing the
material in AM, and different AM processes have different AM tools. For example, in
laser powder bed fusion, theAM tool is a laser beam,while in fused depositionmodeling,
the AM tool is a nozzle with a heating core. For each layer, the path of an AM tool can
be generally distinguished between ‘contour’ and ‘hatching’, as depicted in Fig. 4 on
the left.
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Fig. 4. Illustration of tool-path and its relation to the geometry variants.

The contour describes the path of the AM tool traveling on the edge of geometry,
while the hatching refers to the path of the AM tool walking through the cross-sectional
area of that geometry. Thus, the total tool-path length (ltp) of the AM tool can be the sum
of the path length for the contour (lc) and the hatching (lh), as expressed inEq. 3,whereLC
and LH indicate the length of individual contour lines and hatching lines, respectively,
and Ncontour and Mhatching represent the total number of contour and hatching lines,
respectively.

ltp =

lc
︷ ︸︸ ︷
Ncontour∑

n=1

LC(n) +

lh
︷ ︸︸ ︷
Mhatching∑

m=1

LH (m)

(3)

Given a geometric design (G0) with a specific area (A0), the tool-path to create
this geometry can be denoted as ltp0. If this geometry can be modified to other shapes
(Gk) with the same area size A0, the tool-path length for the new geometry would be
different since there may be many or fewer internal holes and more or less complex
curves in the new geometry. Given the constant power of AM tool during the material
processing, the energy demand of the AM tool to create a geometry is related to the tool-
path for reasons that the length of AM tool determines the processing time. If the AM
tool-path lengths of different geometries with the same area A0 are different, the energy
required to produce them would be different, as shown in Fig. 4 on the right. Thus, the
problem of finding out a design variant with the least required energy consumption can
be understood as being equivalent to the problem of finding out a design variant with
the shortest ltp, as expressed in Eq. 4, where G represents a geometry variant generated
by the SEMDOT method, SG represents the set of all geometries for a given population
K, and G* represents the optimum geometry to be found. This method is denoted as the
tool-path length assessment (TLA) in this work.

ltp(G∗) = argmin
G∗∈SG

{
G∗ ∈ SG : ltp(Gk) ≥ ltp(G∗) for Gk ∈ SG, k ∈ [1,K]

}
(4)

Finally, to implement the TLA, we have used an image processing technique, as
shown in Fig. 5, and explained in the following. First, the result of the SEMDOTmethod
is an optimized geometry, which can be exported in standard image file format (e.g.
JPG files). After that, we have used the python library OpenCV to detect and extract
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the contour of the geometry. At the same time, a hatching template is prepared in the
form of another image. In the example shown in Fig. 5, the distance between any two
neighbor hatching lines is defined to be 1 mm. Furthermore, the extracted contour is
infilled with the hatching line template. The result of that is the tool-path, including the
contour and hatching for the given geometry. Finally, the tool-path length of the image
can be conveniently detected and calculated using OpenCV.

Fig. 5. Image processing technique to implement TLA.

3.4 Multi-player Competition Algorithm

To solve the problem formulated in Eq. 4, we propose the multi-player competition
algorithm (MPCA), which is inspired by sport games in which multiple players compete
in multiple rounds, and finally, only one player wins the game (e.g. table tennis and
running). Considering our problem as a game, the scenariowould be thatmultiple players
are selecting geometry variants from a design domain, and the one who picks up the
geometry with the shortest ltp wins the game.

For a better understanding of theMPCA, the computational procedure is illustrated in
a pseudo code (as depicted in Fig. 6) and explained in the following. First, it is assumed
that there are a certain number of players (K), which is expressed in a set Splayer =
{1, 2, 3, . . . ,K}, and the game will be repeated in nmax rounds. In the first round, each
of them should pick up a parameter combination (rfilter , Yfilter) stochastically based on
respective value ranges (i.e. [rmin, rmax] and [Ymin, Ymax]). Thus, all parameter combina-

tions can be summarized in a new set SrY =
{(

r(1)filter,Y
(1)
filter

)
, . . .

(
r(K)
filter,Y

(K)
filter

)}
. After

that, the method SEMDOT is applied based on each parameter combination in the set
SrY , and the result is a set of geometry variants, denoted as SG = {

G(1),G(2), . . . ,G(K)
}
.

By applying the TLA for each geometry variant in the set SG, a new set, including tool-

path lengths for all geometry variants, is obtained Sltp =
{
l(1)tp , l(2)tp , . . . , l(K)

tp

}
. Finally,

all ltp values from the set Sltp are ranked in ascending order, and the player with the
shortest ltp is regarded as the winner in this round. For the next round, the total number
of players K is updated by K = K(1 − ηeli), where ηeli is a parameter between 0 and 1
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and indicates the percentage of players that should be eliminated from the game. This
is intended to enable the convergence of the computational procedure. Moreover, it is to
mention that onlyK·ηeli players with the lowest ranking positions (i.e., players who have
longer ltp) are eliminated from the game, whereas the surviving players will continue to
the next round. As an example, Fig. 6 shows a case in which 10 players are in the game.
Assuming the ηeli of 0.3, three players will be eliminated from the game (i.e. the players
marked with red colors).

Fig. 6. Pseudo code and update logic for (rfilter , Yfilter) to explain MPCA.

Moreover, to enable convergence, the pick-up domain of (rfilter , Yfilter) is scaled
down for each round following the strategy of “area selection by minimum mean ltp
(MeanToPaL)”. The MeanToPaL strategy is illustrated in Fig. 6 and explained in the
following. First, the value ranges for (rfilter , Yfilter) are initially defined to rfilter ∈ [1, 3.5]
and Yfilter ∈ [1, 3]. . Therefore, it can be regarded as a square playground, where each
play should pick up a point indicating a combination of (rfilter , Yfilter). Assuming 10
initial players in the game and player P9 wins Round 0, the playground will be split in
four regions: the regions at top-left (TL), top-right (TR), bottom-left (BL), and bottom-
right (BR). One of these four regions will be selected for a new competition round. In
the MeanToPaL strategy, the mean ltp of the players present in each region is calculated,
and the region with the lowest mean ltp is selected as the region for a new competition
round. In the example shown in Fig. 6, player P9 wins Round 0, and the region TR has
the minimum man ltp, and therefore, the other three regions are excluded in the next
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round (i.e. Round 1). In the next two rounds, the region keeps narrowing down, and
finally, player P9 wins the game.

By iteratively using TO and TLA in multiple competition rounds, the winner of the
last round is regarded as the final winner of the game.

4 Use Cases

4.1 Use Case 1: 2D Optimization Problem

4.1.1 Description of the Scenario and Implementation Procedure

In this work, the computational framework is first implemented in a 2D optimization
problem, where a simply supported beam is studied with force acting on the lower side
in the middle, as shown in Fig. 7. The reason for choosing this problem in the use case is
because this problem has been considered as a classical benchmarking geometry in the
TO research field. Therefore, studying this geometry in this use allows us to compare our
results with the results in the existing literature. The optimization problem is to reduce
70% of the volume by generating multiple geometries and comparing them to find the
variant with the minimum ltp.

Figure 7 shows the flowchart of theMPCA implementation for this use case, inwhich
the initial population K is defined to be 30, the ηeli is set to 0.2, and the maximal round
nmax is set to 5. Afterward, a loop is set to iteratively run the TO and the TLA methods
until only one player survives or themaximal number of rounds is achieved.Moreover, to
enable the comparison of the method without MPCA, we have also performed a baseline
study, in which rfilter and Yfilter values are varied from 1 to 3.5 and 1 to 3, respectively,
with a step of 0.1. For each variation, the SEMDOT and TLA are performed, and the ltp
is calculated. In total, 546 variations (i.e. 21·26) are considered. Since this method has
explored every combination of (rfilter , Yfilter) in the full search space, it can be regarded
as an exact solution approach, and the geometry variant with the shortest ltp can be
denoted as the global optimum, and the longest ltp can be regarded as the worst variant.
Finally, the winner ofMPCA is compared with the global optimum and the worst variant
for the 2D problem.

4.1.2 Results of the Computational Framework

Figure 7 shows the results of the winner of the MPCA, the global optimum, and the
worst variant. The corresponding ltp values of them are listed in Table 2. In comparing
the geometries of the global optimumwith that of the winner of theMPCA, it is observed
that they look very similar. Moreover, this is also supported by their ltp values, as shown
in Table 2. The ltp of the global optimum and the winner of the MPCA are 3338.8 mm
and 3340.2mm, respectively, with a difference of 1.4mm. Thus, althoughMPCA fails to
capture the global optimum, the difference is negligible. In comparing the geometries of
the winner of MPCAwith the worst variant, it is observed that the worst variant contains
five large internal contours, which enlarges the ltp length. To verify the effectiveness
of the energy consumption reduction by the MPCA, the geometries of the global opti-
mum, winner of MPCA, and worst variant are printed with a material extrusion printer
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Fig. 7. Description and implementation of the computational framework.

(the printer Ultimaker 3). The energy consumption is measured using a power meter,
and the results are also listed in Table 2. In comparing the results, a reduction rate of
approximately 6% is observed for this case, which verifies the feasibility of MPCA for
improving the energy performance during the DfAM in a 2D problem.

Table 2. List of the ltp and energy required to produce the geometries.

Geometries Global optimum Winner of MPCA Worst variant (ref.)

ltp in mm 3338.8 3340.2 3405.4

E in kJ 1028 1033 1097
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Moreover, for a better understanding of the functional logic of the MPCA, Fig. 8
shows the convergence process of the MPCA approach. First, it is noted that the 3D
contour surface is plotted based on the results of the full exploration (i.e. ltp of 546 design
variants). Themarkers on the 3Dcontour surface describe the pick-uppositions of players
in different rounds. In assessing the 3D contour surface, two areas are highlighted, as
described in “mountains” and “plains”, where the deepest position implies the global
optimum, as seen in in Fig. 8. In Round 0, it is seen that the markers are almost equally
distributed in the entire playground. The markers can be seen both in montain and
plain regions. For the next round (i.e. Round 1), the markers are only distributed in
the plain region. For Rounds 2 and 3, the markers are moving to the region, where the
global optimum is located. In the final round, although the players do not capture the
global optimum, the difference between the final winner and the global optimum is not
significant. Themoving behaviors of the markers on the 3D contour surface clearly show
the convergence of the MPCA. Moreover, the violin chart shows the ltp of players in
each round, where it is seen that the height of the violins is narrowed to smaller value
ranges. This is also proof of the convergence and computational capability of MPCA.

4.2 Use Case 2: 3D Optimization Problem

4.2.1 Description of the Scenario and Implementation Procedure

To verify the capability of our approach in 3D optimization problems, we have imple-
mented our MPCA approach for a beam use case, as shown in Fig. 9. Similar to the
reasons for choosing the deeply supported beams that this case has been chosen because
it is a classic design problem in the TO research field, which allows for benchmarking
and comparison of different TO methods. In this case, the beam is fixed on two sides
with a load in the center. The length, width, and height are 60 mm, 10 mm, and 10 mm,
respectively. Unlike the 2D optimization problem, in which the result of SEMDOT is a
2D contour suitable directly for image processing, the result of 3D SEMDOT is a 3D
mesh, which cannot be directly used for image processing. Thus, in this 3D optimization
problem, the mesh is first sliced into 50 layers, and each layer is further inserted with
the hatching patterns. To evaluate the ltp of a 3D mesh, the sum of the ltp for all 50
layers is calculated and compared. In addition to the slicing steps, the remaining steps
are kept the same as the computational procedure in the 2D use case, as shown in Fig. 7.
Moreover, the full exploration has also been carried out as the baseline study.

4.2.2 Results of the Computational Framework

Figure 9 shows examples of the hatching image of a layer for the three meshes. Table 3
summarizes the ltp values of the components for the global optimum, final winner of
MPCA, and worst variant. The mesh of the winner fromMPCA is finally converted into
an STL file, which can be directly used for AM.

In assessing the point and contour chart in Fig. 9, it is observed that the final winner
of the MPCA is not the global optimum. Nevertheless, the difference between the global
optimum and the winner of MPCA can be neglected. The (rfilter , Yfilter) values of the
global optimum, winner of MPCA, and the worst variant are, (1.5, 1.1), (1.2, 1.7), and
(3, 1.1), respectively. Moreover, it is also observed in the contour chart that the pick-up
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Fig. 8. Convergence process of the approach.

points of players are converged to the plain region,where the global optimum is allocated.
Moreover, in assessing the violin chart depicting the ltp of players, it is seen that the
distribution of the ltp picked up by players are successively narrowed into a smaller
range. Based on these observations, it is concluded that our MPCA is converged.

Furthermore, to verify the energy saving of MPCA, the STL files are used to print
the respective geometry using the same material extrusion printer as in the case of 2D
problem. The energy consumption measured is summarized in Table 3. In comparing
the energy consumptions, it is observed that the reduction rates for the global optimum
and the winner of MPCA are 1.8% and 1.5%, respectively. This implies that the MPCA
is suitable for the 3D problem.
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Fig. 9. Design problem and results for the case MBB-beam.

Table 3. List of the ltp and energy required to produce the geometries in 3D problems.

Geometries Global optimum Winner of MPCA Worst variant (ref.)

ltp in mm 47844.1 47949.3 48446.9

E in kJ 1785.6 1791.8 1819.8

5 Discussion

Based on the use cases, two issues should be further discussed. First, in comparing the
2D design problem with the 3D design problem, it is observed that the reduction rate
of 2D problem (6%) is higher than that of the 3D problem (1.5%). This implies the fact
that the energy reduction performance of our MPCA is case-specific. Nevertheless, in
terms of the effectiveness of the energy consumption reduction for the MPCA, it is still
concluded that the MPCA enables the energy-saving in 3D design problems for AM.

Second, in terms of the result quality of MPCA, it is seen that in both use cases, the
global optimum is not achieved. This can be reflected by the contour charts in Fig. 8
and Fig. 9 that none of any pick-up positions has been overlapped with the position of
the global optimum. The reason is that the MPCA approach is not an exact algorithm
that explores every possible pick-up position in the playground. The MPCA approach is
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an approximation method that searches the playground according to several pre-defined
rules (e.g. MeanToPal for updating the search domain), which also means that missing
the optimal solution is always possible. On the contrary, the full exploration approach,
which is considered the baseline for both use cases, is a typical exact solution that ensures
the capture of global optimum. However, ensuring the result quality comes at the cost of
the computational time. For example, in the 2D problem, the computational time for the
full exploration is approximately 37 h, while the time for the MPCA approach is only
approximately 11 h using a laptop with an i7 CPU and 32 G RAM. This means that the
MPCA approach has saved almost 70% computational time. Based on this observation,
it is still concluded that the MPCA is suitable for the energy-saving of AM processes in
the DfAM stage.

Third, the MPCA approach is proposed in this work by us and has never been com-
paredwith other existing optimizationmethods yet, such as the genetic algorithm and the
particle swarm optimization. Therefore, although the effectiveness of the MPCA app-
roach has been confirmed in this work, it still requires to be compared with conventional
optimization methods in future work.

6 Conclusion and Outlook

In summary, this paper introduces the development and validation of a computational
framework inwhich the energy performance ofAM is evaluated and improved during the
DfAM.Based on the use cases, three conclusions are drawn. First, it is confirmed thatAM
tool-path length can be used as an equivalent indicator during the DfAM to approximate
the energy performance assessment since the DfAM lacks process parameters for precise
energy consumption quantification. Second, in a 2D problem, it is confirmed that the
proposed MPCA enables a reduction rate of approximately 6% for energy savings,
while in a 3D problem, the reduction rate of energy consumption has been observed to
be approximately 2%. Third, the MPCA approach is a suitable approximation approach
to balance the result quality with the computational time in the proposed optimization
problem.

In terms of future works, the following three topics are suggested. The first one
is to keep improving the computational efficiency considering that the current com-
putational time of the MPCA can be up to hours. The second future work is to com-
pare the MPCA with other optimization techniques. Finally, future work should con-
sider multi-objective optimization scenarios to include more objectives (e.g. mechanical
performance and manufacturing cost), whereas this work only considers the energy
performance improvement as a single-objective problem.

Acknowledgment. This work is funded by Deutsche Forschungsgemeinschaft (DFG, German
Research Foundation) – 252408385 – IRTG 2057.



230 L. Yi et al.

References

1. Gibson, I., Rosen, D., Stucker, B.: AdditiveManufacturing Technologies. Springer, NewYork
(2015). https://doi.org/10.1007/978-1-4939-2113-3

2. Thompson, M.K., et al.: Design for additive manufacturing: trends, opportunities, consider-
ations, and constraints. CIRP Ann. 65, 737–760 (2016). https://doi.org/10.1016/j.cirp.2016.
05.004

3. Vaneker, T., Bernard,A.,Moroni,G.,Gibson, I., Zhang,Y.:Design for additivemanufacturing:
framework and methodology. CIRP Ann. 69, 578–599 (2020). https://doi.org/10.1016/j.cirp.
2020.05.006

4. Tang, Y., Zhao, Y.F.: A survey of the design methods for additive manufacturing to improve
functional performance. Rapid Prototyping J. 22, 569–590 (2016). https://doi.org/10.1108/
RPJ-01-2015-0011

5. Dhokia, V., Essink, W.P., Flynn, J.M.: A generative multi-agent design methodology for
additively manufactured parts inspired by termite nest building. CIRP Ann. 66, 153–156
(2017). https://doi.org/10.1016/j.cirp.2017.04.039

6. Wang, Z., Zhang, Y., Bernard, A.: A constructive solid geometry-based generative design
method for additive manufacturing. Addit. Manuf. 41, 101952 (2021). https://doi.org/10.
1016/j.addma.2021.101952

7. Wu, J., Aage, N., Westermann, R., Sigmund, O.: Infill optimization for additive
manufacturing-approaching bone-like porous structures. IEEE Trans. Vis. Comput. Graph.
24, 1127–1140 (2018). https://doi.org/10.1109/TVCG.2017.2655523

8. Tang, Y., Kurtz, A., Zhao, Y.F.: Bidirectional Evolutionary Structural Optimization (BESO)
based design method for lattice structure to be fabricated by additive manufacturing. Comput.
Aided Des. 69, 91–101 (2015). https://doi.org/10.1016/j.cad.2015.06.001

9. Li, D., Liao, W., Dai, N., Xie, Y.M.: Anisotropic design and optimization of conformal
gradient lattice structures. Comput. Aided Des. 119, 102787 (2020). https://doi.org/10.1016/
j.cad.2019.102787

10. Zhang, Y., Wang, Z., Zhang, Y., Gomes, S., Bernard, A.: Bio-inspired generative design for
support structure generation and optimization in Additive Manufacturing (AM). CIRP Ann.
69, 117–120 (2020). https://doi.org/10.1016/j.cirp.2020.04.091

11. Baumers, M., Duflou, J.R., Flanagan, W., Gutowski, T.G., Kellens, K., Lifset, R.: Charting
the environmental dimensions of additive manufacturing and 3D printing. J. Ind. Ecol. 21
(2017). https://doi.org/10.1111/jiec.12668

12. Huang, R., et al.: Energy and emissions saving potential of additive manufacturing: the case
of lightweight aircraft components. J. Clean. Prod. 135, 1559–1570 (2016). https://doi.org/
10.1016/j.jclepro.2015.04.109

13. Kellens, K., Mertens, R., Paraskevas, D., Dewulf, W., Duflou, J.R.: Environmental impact
of additive manufacturing processes: does AM contribute to a more sustainable way of part
manufacturing? Proc. CIRP 61, 582–587 (2017). https://doi.org/10.1016/j.procir.2016.11.153

14. Faludi, J., Baumers, M., Maskery, I., Hague, R.: Environmental impacts of selective laser
melting: do printer, powder, or power dominate? J. Ind. Ecol. 21, S144–S156 (2017). https://
doi.org/10.1111/jiec.12528

15. Peng, T., Kellens, K., Tang, R., Chen, C., Chen, G.: Sustainability of additive manufacturing:
an overview on its energy demand and environmental impact. Addit. Manuf. 21, 694–704
(2018). https://doi.org/10.1016/j.addma.2018.04.022

16. Yi, L., Ravani, B., Aurich, J.C.: Energy performance-oriented design candidate selection
approach for additive manufacturing using tool-path length comparison method. Manuf. Lett.
33, 5–10 (2022). https://doi.org/10.1016/j.mfglet.2022.06.001

https://doi.org/10.1007/978-1-4939-2113-3
https://doi.org/10.1016/j.cirp.2016.05.004
https://doi.org/10.1016/j.cirp.2020.05.006
https://doi.org/10.1108/RPJ-01-2015-0011
https://doi.org/10.1016/j.cirp.2017.04.039
https://doi.org/10.1016/j.addma.2021.101952
https://doi.org/10.1109/TVCG.2017.2655523
https://doi.org/10.1016/j.cad.2015.06.001
https://doi.org/10.1016/j.cad.2019.102787
https://doi.org/10.1016/j.cirp.2020.04.091
https://doi.org/10.1111/jiec.12668
https://doi.org/10.1016/j.jclepro.2015.04.109
https://doi.org/10.1016/j.procir.2016.11.153
https://doi.org/10.1111/jiec.12528
https://doi.org/10.1016/j.addma.2018.04.022
https://doi.org/10.1016/j.mfglet.2022.06.001


Framework to Improve the Energy Performance During Design 231

17. Kaltschmitt, M., Streicher, W., Wiese, A.: Renewable Energy. Springer, Heidelberg (2007).
https://doi.org/10.1007/3-540-70949-5

18. Faludi, J., Bayley, C., Bhogal, S., Iribarne, M.: Comparing environmental impacts of additive
manufacturing vs traditional machining via life-cycle assessment. Rapid Prototyping J. 21,
14–33 (2015). https://doi.org/10.1108/RPJ-07-2013-0067

19. Morrow, W.R., Qi, H., Kim, I., Mazumder, J., Skerlos, S.J.: Environmental aspects of laser-
based and conventional tool and die manufacturing. J. Clean. Prod. 15, 932–943 (2007).
https://doi.org/10.1016/j.jclepro.2005.11.030

20. Ingarao, G., Priarone, P.C., Deng, Y., Paraskevas, D.: Environmental modelling of aluminium
based components manufacturing routes: additive manufacturing versus machining versus
forming. J. Clean. Prod. 176, 261–275 (2018). https://doi.org/10.1016/j.jclepro.2017.12.115

21. Yang, S., Min, W., Ghibaudo, J., Zhao, Y.F.: Understanding the sustainability potential of
part consolidation design supported by additive manufacturing. J. Clean. Prod. 232, 722–738
(2019). https://doi.org/10.1016/j.jclepro.2019.05.380

22. Ehmsen, S., Yi, L., Aurich, J.C.: Process chain analysis of directed energy deposition: energy
flows and their influencing factors. Proc. CIRP 98, 607–612 (2021). https://doi.org/10.1016/
j.procir.2021.01.162

23. Yi, L., et al.: An eco-design for additive manufacturing framework based on energy perfor-
mance assessment. Addit. Manuf. 33, 101120 (2020). https://doi.org/10.1016/j.addma.2020.
101120

24. Giudice, F., Barbagallo, R., Fargione, G.: A Design for Additive Manufacturing approach
based on process energy efficiency: electron beam melted components. J. Clean. Prod. 290,
125185 (2021). https://doi.org/10.1016/j.jclepro.2020.125185

25. Yi, L., Glatt, M., Thomas Kuo, T.-Y., Ji, A., Ravani, B., Aurich, J.C.: A method for energy
modeling and simulation implementation of machine tools of selective laser melting. J. Clean.
Prod. 263, 121282 (2020). https://doi.org/10.1016/j.jclepro.2020.121282

26. Yi, L., Ravani, B., Aurich, J.C.: Development and validation of an energy simulation for a
desktop additive manufacturing system. Addit. Manuf. 32, 101021 (2020). https://doi.org/10.
1016/j.addma.2019.101021

27. Ma, F., Zhang, H., Hon, K., Gong, Q.: An optimization approach of selective laser sintering
considering energy consumption and material cost. J. Clean. Prod. 199, 529–537 (2018).
https://doi.org/10.1016/j.jclepro.2018.07.185

28. Baumers, M., Tuck, C., Wildman, R., Ashcroft, I., Hague, R.: Energy inputs to additive
manufacturing: does capacity utilization matter? University of Texas at Austin (2011)

29. Baumers, M., Tuck, C., Wildman, R., Ashcroft, I., Rosamond, E., Hague, R.: Transparency
built-in. J. Ind. Ecol. 17, 418–431 (2013). https://doi.org/10.1111/j.1530-9290.2012.00512.x

30. Lunetto, V., Galati, M., Settineri, L., Iuliano, L.: Unit process energy consumption analysis
and models for Electron Beam Melting (EBM): effects of process and part designs. Addit.
Manuf. 33, 101115 (2020). https://doi.org/10.1016/j.addma.2020.101115

31. Jadhav, S.D., et al.: Influence of carbon nanoparticle addition (and impurities) on selective
laser melting of pure copper. Materials 12, 2469 (2019). https://doi.org/10.3390/ma12152469

32. Ye, J., et al.: Energy coupling mechanisms and scaling behavior associated with laser powder
bed fusion additive manufacturing. Adv. Eng. Mater. 21, 1900185 (2019). https://doi.org/10.
1002/adem.201900185

33. Tang, Y., Mak, K., Zhao, Y.F.: A framework to reduce product environmental impact through
design optimization for additive manufacturing. J. Clean. Prod. 137, 1560–1572 (2016).
https://doi.org/10.1016/j.jclepro.2016.06.037

34. Priarone, P.C., Ingarao, G., Lunetto, V., Di Lorenzo, R., Settineri, L.: The role of re-design for
additive manufacturing on the process environmental performance. Proc. CIRP 69, 124–129
(2018). https://doi.org/10.1016/j.procir.2017.11.047

https://doi.org/10.1007/3-540-70949-5
https://doi.org/10.1108/RPJ-07-2013-0067
https://doi.org/10.1016/j.jclepro.2005.11.030
https://doi.org/10.1016/j.jclepro.2017.12.115
https://doi.org/10.1016/j.jclepro.2019.05.380
https://doi.org/10.1016/j.procir.2021.01.162
https://doi.org/10.1016/j.addma.2020.101120
https://doi.org/10.1016/j.jclepro.2020.125185
https://doi.org/10.1016/j.jclepro.2020.121282
https://doi.org/10.1016/j.addma.2019.101021
https://doi.org/10.1016/j.jclepro.2018.07.185
https://doi.org/10.1111/j.1530-9290.2012.00512.x
https://doi.org/10.1016/j.addma.2020.101115
https://doi.org/10.3390/ma12152469
https://doi.org/10.1002/adem.201900185
https://doi.org/10.1016/j.jclepro.2016.06.037
https://doi.org/10.1016/j.procir.2017.11.047


232 L. Yi et al.

35. Priarone, P.C., Lunetto, V., Atzeni, E., Salmi, A.: Laser powder bed fusion (L-PBF) additive
manufacturing: on the correlation between design choices and process sustainability. Proc.
CIRP 78, 85–90 (2018). https://doi.org/10.1016/j.procir.2018.09.058

36. Fu, Y.-F., Rolfe, B., Chiu, L.N.S., Wang, Y., Huang, X., Ghabraie, K.: SEMDOT: smooth-
edged material distribution for optimizing topology algorithm. Adv. Eng. Softw. 150, 102921
(2020). https://doi.org/10.1016/j.advengsoft.2020.102921

37. Yi, L., Wu, X., Nawaz, A., Glatt, M., Aurich, J.C.: Improving energy performance in the
product design for additive manufacturing using a multi-player competition algorithm. J.
Clean. Prod. 391, 136173 (2023). https://doi.org/10.1016/j.jclepro.2023.136173

38. ISO: ISO 50006:2014(en) Energy management systems—Measuring energy performance
using energy baselines (EnB) and energy performance indicators (EnPI)—General principles
and guidance (2014). https://www.iso.org/obp/ui/#iso:std:iso:50006:ed-1:v1:en

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

https://doi.org/10.1016/j.procir.2018.09.058
https://doi.org/10.1016/j.advengsoft.2020.102921
https://doi.org/10.1016/j.jclepro.2023.136173
https://www.iso.org/obp/ui/#iso:std:iso:50006:ed-1:v1:en
http://creativecommons.org/licenses/by/4.0/


Investigation of Micro Grinding via Kinematic
Simulations

N. Altherr(B), B. Kirsch, and J. C. Aurich

Institute for Manufacturing Technology and Production Systems, RPTU in Kaiserslautern,
Kaiserslautern, Germany

nicolas.altherr@rptu.de

Abstract. With increasing demand for micro structured surfaces in hard and brit-
tle materials, the importance of micro grinding increases. The application of micro
pencil grinding tools (MPGTs) in combination with ultra precision multi axes
machine tools allow an increased freedom of shaping. However, small dimen-
sions of the grinding tools below 500 µm substantiate high rotational speeds and
low feed rates to enable the machining process. Besides, the abrasive grits of the
tool can be large in comparison to the tool dimensions. All factors will influence
the resulting surface topography of the workpiece. But some of the topography
properties are no longer accessible for optical measurements, making process
evaluations and improvements difficult.

In the present contribution the measurement results are supplemented by the
results of a kinematic simulation model. The built up of such a kinematic simu-
lation is described, which considers real process and tool properties. The results
received by the simulation are compared to measurements to validate the model
and point out the advantages of the simulations. In a further step, a principle is
shown how the simulation can be used to make the undeformed chip thickness
accessible, a process result which cannot be measured within the real machining
process.

1 Introduction

Micro grinding is an abrasive process which is suitable to machine brittle materials such
as hardened steel, silicon [1], or glass [2]. Micro structuring such materials can be used
to create special surface properties and structures which are necessary for the application
in optical or electronic industry. Tools for this process are MPGTs which usually have
a diameter below 500 µm [3]. However, such tools have many statistical characteristics
concerning the grit geometry and the location of the grits on the tool surface. For this
reason, the distribution of the abrasive grits of each tool is unique. In peripheral grinding
this property is also transferred to the resulting workpiece topography leading to unique
scratch-structures on the surface [4]. Especially when using larger sizes for the abra-
sive grits, which are beneficial concerning tool life and cutting characteristics [5], the
scratches significantly influence the resulting surface properties. For the investigation of
the micro grinding process, this major influence of the scratches leads to a disadvantage:
The topography is no longer mainly influenced by the process parameters. Instead, the
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tools and their grit distribution become a prominent factor influencing the final surface.
However, the real tools cannot be used for multiple experiments since they are affected
by wear. This hinders the comparison between two surfaces, received by different pro-
cess parameters and different tools: The influence of the process parameter cannot be
separated from the influence of the tool statistics.

At this point, using kinematic simulations can simplify the investigation of the micro
grinding process. In its basic idea, a kinematic simulation model does not consider
material behavior, such as material deformations or machine stiffness [6]. Instead, the
focus of the simulation is on the influence of kinematic process parameters such as
feed rate or the tilt angle of the spindle on the resulting workpiece shape and surface
topography.

In general, a kinematic simulation model consists of a tool model and a workpiece
model [7]. Such simulations are time discrete, which means that the state of the model is
calculated after discrete time steps [8]. Hence, the relative motion between both models
is determined for discrete time steps evaluating kinematic equations [9]. For each time
step, the intersection between the virtual workpiece and the tool model is calculated
[9]. The intersecting volumes are removed from the workpiece model to update the
workpiece shape and to represent the virtual machining process.

For kinematic simulation, the workpiece model is spatially discretized. One suit-
able method is the dexel model, established by van Hook [10]. In the model, usually
two dimensions of the workpiece are divided into equidistant calculation points. In the
perpendicular third dimension, the surface height is stored on each calculation point
as a numerical value. Several authors already used comparable approaches to visualize
surfaces received by grinding [6, 11, 12].

The tool model is assumed to be a rigid body which means that it does not change
during the simulation. Hence, tool wear is usually not considered [13]. In grinding,
different approaches exist tomodel the toolwith focus on the abrasive grits. The challenge
is that each grinding tool is unique regarding the arrangement and shape of the abrasive
grits. One approachwhich is based on digitization of real abrasive grits was developed by
Klocke et al. [14]. They used a micro computer tomograph to receive three-dimensional
volumemodels of the abrasive grits [14]. However, such digitization techniques go along
with high measurement and data processing effort [14].

As an alternative, statistical properties of the grits on the grinding tool are used as
basis for modeling [15]. In this case, simplified grit geometries, based on standard geo-
metric bodies are used to approximate the real grit shape. In literature, spheres [16],
cuboids, octahedrons [17], tetrahedrons [12], cones [18], ellipsoids, or general polyhe-
drons [19] were used as basic geometries for the virtual grit representations. To improve
the compliance of the basic geometries with the real grits, further adaptations were
applied: The intersection of hexahedrons with tetrahedrons in different size ratios leads
to grit shapes fitting to the ideal crystal morphology of cubic boron nitride (cBN) grits
[14, 17]. Further adaptions of the resulting virtual grit representations were done byWar-
necke et al. by fitting planes with different orientations, randomly cutting areas of the grit
volume [17]. Compared to this, Chen et al. used tetrahedrons to model the grits, of which
the corner points were randomly cut off, resulting in further triangular facet on virtual
grit representation [12]. In general, the choice of the virtual grit representation depends
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not only on thematerial of the abrasive grits, but also on themanufacturing process, since
the grit shapes of, for instance, cBN depends on the temperature and pressure during the
synthetic production [20]. Due to the different shapes, the size of the abrasive grits is
not the same for all grits within a sample and they differ from the nominal value. Koshy
et al. took the sieving process of the grits as basis: The lower and upper mesh size of the
sieves were used to calculate the mean value and standard deviation [21], assuming a
normal distribution of the grit sizes [22]. Another approach is based on measurements of
the abrasive grits. Warnecke et al. used scanning electron microscopy (SEM) images of
the grits to measure the length of the short and long axis of the grits [17]. This approach
was also adopted by Chen et al. who measured the edge length of the grits via SEM
images [12]. For analyzing powders in general, laser diffraction is a suitable method
using the light scattering properties of the powders and solving the Maxwell equations
[23]. This method was already used for the characterization of abrasive grits [24]. Two
theories to evaluate the light diffraction and calculate the particle size exist: The Fraun-
hofer approximation and the Mie theory [23, 25]. For the Fraunhofer approximation, no
values for the optical properties of the particles are necessary, however it is only suitable
for larger diameters and does not consider light transmission through the particles [23].
For the Mie theory, the theoretical fundamentals were set by Gustav Mie [25]. This
theory does not only use light diffraction, but also transmission through the particles
[26] leading to more reliable results for particles below 10 µm [27]. However, the Mie
theory requires the value of the complex refraction index of the analyzed powder [23].
Concerning the results, the particle size distribution of real powders is often elongated
to larger dimensions [28]. This effect is not well described by the normal distribution,
but by the lognormal distribution [28].

For placing the virtual grit representations on the virtual tool surface, the single grits
are randomly rotated around their axis first [29]. The protrusion height of the grits on the
tool surface is modeled using a normal distribution with a mean value equal to the mean
value of the grit size [30]. The position of each virtual grit representation on the virtual
tool surface can be set with a uniform distribution, until a given grit density on the tool is
reached [6]. Another method was introduced by Chen et al. [31]. In their model, all grit
representations were initially located on an equidistant mesh on the virtual tool surface
to predefine the number of grits within the model [31]. Then, a slight deviation of the
position of each grit was added to randomize the grit positions [31]. Liu et al. denoted
the method as “shaking” of the virtual grit representations [18].

However, with this principle, overlapping of the grits with each other is possible.
To avoid this, the placing on the tool surface was restricted: When spheres are used as
virtual grit representations, Koshy et al. formulated a mathematical condition to assure
that the center points of two grits have at least a distance equal to the sum of both grit
radii [21]. If more complex grit shapes are used, the condition can also be applied by
calculating the minimum enclosing sphere of each virtual grit representation [12].

In previous works we already performed kinematic simulations for grinding pro-
cesses. Adjustments to the principle were made to determine forces and chip thickness
in the conventional grinding process [32]. With the help of kinematic simulations, we
investigated the undeformed chip thickness of single grit scratch tests in combination
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with the pile-up effect [33]. We also performed investigations concerning micro grind-
ing with MPGTs. The generation of the bottom surface of ground micro channels were
investigated via kinematic simulations [13]. We found that the radial position of the
abrasive grit on the tool face causes a step shaped workpiece topography [13].

The investigation of peripheral grinding using kinematic simulations for electroless
plated MPGTs was not yet performed. To fill this research gap, in the present contri-
bution the kinematic simulation is applied to micro grinding and the built up of the
simulation model is described. One advantage of the kinematic simulation is, that the
same tool model can be used for an arbitrary number of virtual experiments. Further-
more, errors appearing due to the digitization of the real ground surface topographies can
be avoided within simulations. The simulations were based on real grinding experiments
with MPGTs and implemented in Matlab1. The work originated within the IRTG 2057
on Physical Modeling for Virtual Manufacturing Systems and Processes.

2 Properties of the MPGTs

TheMPGTs consideredwithin this contributionwere self-manufactured. The tool blanks
were made of high speed steel and a cylindrical shape with a nominal height of 400 µm
and a diameter of 360 µm was manufactured on the tool tip. This cylindrical shape was
the base for the abrasive body of the MPGT. The abrasive body was produced via an
electroless plating process, a solely chemical process we developed previously [34]. The
abrasive grits were made of cBN with a nominal grit size between 20 µm and 30 µm.
For the plating process, the abrasive grits were added to the plating solution in the
form of loose powder. During the plating process a nickel-phosphorous compound was
deposited, which embedded the abrasive grits in one layer on the cylindrical shape of the
tool blank [35]. The final nominal diameter of the tool was 400 µm, which is composed
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tool blank
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bond
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Fig. 1. Geometric properties of the MPGTs

1 Naming of specific manufactures is done solely for the sake of completeness and does not
necessarily imply an endorsement of the named companies nor that the products are necessarily
the best for the purpose.
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of the blank diameter (360 µm) and twice the smallest nominal grit size (20 µm). The
properties of the tools researched within this contribution are depicted in Fig. 1.

3 Model of the MPGT for Kinematic Simulations

For modeling the tool, geometric properties of the real MPGTs are necessary. A digitiza-
tion of the complete micro grinding tool was not applicable due to the size and curvature
of the tools. As an alternative, statistical methods were applied to describe the proper-
ties of the tools and to get the geometric information. For this purpose, values for the
statistics of grit size and grit shape distribution were used for modeling. Both statistics
are received by analysis of the real cBN grits and the real MPGTs. In the following
sections it will be shown how the results of the analyses can be used to generate a virtual
representation of the MPGT.

3.1 Analysis of the Grit Size Distribution

The cBN particles used as abrasive grits for the tools were purchased in the form of
powder with a nominal size between 20 µm and 30 µm. However, solely the range is
not suitable to be used in the simulations, since within this range a uniform distribution
of the grit sizes would be assumed. Instead, the distribution of the grit sizes was needed
to receive realistic sizes of the virtual grit representation.

Amethod was necessary which delivered repeatable results, without subjective eval-
uation. This can efficiently be done via particle analysis. The 3P instruments Bettersizer
S3 plus (See Footnote 1) was applied which uses the principle of laser diffraction. A
large amount of grits can be analyzed within a short period of time and in a repeatable
way. The original cBN powder was used to measure the grit size distribution. For a
measurement of the grits, which were actually embedded on the MPGTs, hundreds of
tools would have had to be chemically dissolved to receive a suitable quantity of grits.

Within the particle analysis, water was used as dispersant medium and the dispersant
stirrer had a rotational speed of 2500 rpm. According to the standard measurement
procedure, cBN grits were added to the dispersant medium until an obscuration of
12% within the measurement system was displayed. Before the grit size analysis was
started, ultrasound was activated for one minute to remove bubbles within the dispersant
medium. During the measurement a total amount of 10,000 grits were analyzed. The
evaluation of themeasurementwas doneusing theMie theory since grit sizes partly below
10µm appeared in the cBN powder sample and the transmission of the light through the
particles is possible. For using this evaluation method, the complex refraction index was
necessary, a parameter which was not exactly known for cBN. Hence, the option of the
measurement system to calculate its value was used, leading to a value of 2.12-0.001i.
Using the calculated value of the complex refraction index, a measurement residual of
6.945% for the particle size analysis was reached. The histogram of the grit sizes is given
in Fig. 2. It can be seen that the distribution of the grit sizes has no symmetrical shape,
but the left flank is steeper than the right flank. Besides, ten percent of the grits have a
size below the d10 value of 12.57 µm and 90 percent of the grits are below the d90 value
of 27.77 µm. However, grit sizes below 12.57 µm and above 27.77 µm also occurred in
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the abrasive grit sample: The smallest grit size identified by the measuring system was
about 3.55 µm and the largest grit size about 51.82 µm.
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Fig. 2. Histogram of the grit size distribution received by the particle size analysis.

The finite number of analyzed grits cause that no continuous distribution function
of the grit sizes can be determined by the particle analysis. As a consequence, values
between the discrete measured values are also possible values for the grit size with a
certain probability. For this reason, a distribution function was fitted into the discrete
data using the Matlab (See Footnote 1) function “fitdist”. Due to the asymmetric shape
of the grit size distribution, the normal distribution did not fit well. A better correlation
was received using the log-normal distribution function. Fitting a log-normal distribution
function into the measured data of the particle size analysis led to a distribution which
is described by a mean value of 2.9375 and a standard deviation of 0.3133. Both values
were used as input parameters for the simulation.

3.2 Analysis of the Grit Shape

In case of the grit shape, it cannot be assumed that all grit shapes included in the original
powder of cBN are also found on the tool. Grits with an unfavorable geometry which
does not allow a form locked join within the bond are not embedded. For instance, this
can be grits which only have a small volume fraction inside the bond leading to a weak
connection between grit and bond. Hence, the shape of the grit had to be evaluated by
analyzing the abrasive body of the manufactured tools as it is shown in Fig. 3. Since the
protrusion height of the grits, which is the distance between the outermost point of the
grit and the bond material, is not evaluated within this contribution, three dimensional
topography measurements to receive the height information were not necessary. Hence,
SEM images of the peripheral surface of realMPGTswere analyzed which have a higher
lateral resolution in comparison to optical topography measurements. The procedure for
the evaluation of the SEM image is depicted in Fig. 3 and was applied to ten different
MPGTs for statistical validation. In detail, an area of 200µm times 200µm in themiddle
of the depicted tool surface was considered and a uniform number of 20 grits for each
tool were analyzed. The number of 20 grits was available within the evaluation area for
all analyzed tools. Furthermore, using a constant value of measured grits instead of all
available grits avoided overrating of individual MPGTs with larger grit density.
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Each grit shape was manually allocated to the best fitting basic grit shape. For the
allocation, two classes were defined for grits with the following properties:

• Elongated grits with large aspect ratios or predominantly sharp corner points and
acute angles.

• Bulky grits with aspect ratios similar to cuboids or predominantly obtuse angles.

Fig. 3. Area for evaluation of the grit shapes on a SEM image of the MPGT.

Subsequently to the allocation, the ratios of elongated and bulky shape were calcu-
lated in relation to the total number of evaluated grits in order to estimate the probability
of the grit classes. The result of the evaluation is depicted in Fig. 4. It can be seen that
both grit classes appear approximately with the same probability. The probability values
are used as input parameters for the simulation, what will be described in later sections.

3.3 Requirements and Assumptions for the Tool Model

For the application within a kinematic simulation of the peripheral micro grinding
process, the following requirements and assumptions for the tool model were defined:

1) Due to the comparatively large abrasive grits for micro grinding in combination with
the associated low grit density, each single grit has a high impact on the final surface
topography. Hence, the grit shape is represented in the resulting surface topography.
Therefore, detailed virtual grit representations are necessary for the simulation.

2) The exact number of grits on the real tool is not known. Hence, a predefined number
of grits on the tool model is not suitable. Instead, the goal is to implement a virtual
saturation process of virtual grit representations on the virtual tool surface.
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Fig. 4. Definition of the two grit shape classes

3) Input data for tool modeling are supposed to be determined with less effort in a
repeatable way and the procedure should be transferable to other tool diameters and
abrasive grit sizes.

4) As for the real tool, overlapping grits should be avoided within the tool model.

The superordinated procedure which is used to model the tool is depicted in Fig. 5.
In the next sections, the single steps are described in detail.

Fig. 5. Subordinated procedure to model the MPGT.



Investigation of Micro Grinding via Kinematic Simulations 241

3.4 Modeling of the Virtual Bond of the Tool Model

The bond is the material in which the grits are embedded with a certain volume fraction.
The embedded volume fraction depends on the thickness of the bond material.

For the toolmodel, the bond is considered to be an ideal cylinder.Within this cylinder,
the bond is limited by the blank material, which is also considered to be an ideal cylinder
with a smaller radius. The radius of the blank is set by the manufacturing process to
180 µm. The difference between the blank radius and the radius of the bond surface is
the thickness of the bond as it is depicted in Fig. 6. In the real manufacturing process
of the MPGTs, this value depends on the plating time. In previous work, we found a
deposition rate of about 21 µm/h [35]. For the tools, a total plating time of 35 min was
applied leading to a bond thickness of 12.25 µm. Adding the value to the radius of the
tool blank provides the radius of the bond. Both, the radius of the blank and the radius
of the bond are used for the tool model.

Fig. 6. Definition of the bond thickness for MPGTs.

3.5 Validation of the Bond Thickness

Measurements on real tools were used to check whether the analytical value for the
bond thickness is suitable for modeling. For the analysis, the faces of the tools were
considered, and the diameter of the bond was measured using SEM images of the tools.
Before the SEM images were performed, the tools were cut to make the bond visible and
improve the identification of the bond diameter. For cutting, the MPGT was rotated, and
a dicing blade was used. The feed rate of the dicing blade was set to a value of 1 mm/min
for a gentle cutting process. Dough mixed with cBN powder was used to remove the
emerging burr.

The electroless plating process does not produce ideally smooth surfaces and minor
variations in bond thickness may occur. Therefore, the determined value for the diameter
also varies depending on the measuring position. For this reason, the measurement
of the bond diameter was statistically validated. Within the measurement procedure,



242 N. Altherr et al.

rectangles were set around the tool with each side touching the bond of the tool image.
The rectangle led to two perpendicular measurements for the diameter of the bond, using
both dimensions of the fitted rectangle. For the statistical validation, the procedure was
performed three times using rectangles with an angle of 0°, +120° and −120° as it is
depicted in Fig. 7. Thus, for each tool six values for the bond diameter were available.
The measurement principle was applied to the SEM images of six different MPGTs.
To get the value for the bond thickness, the measured values are halved to receive the
values for the bond radius. Subtracting the radius of the tool blank leads to the value of
the bond thickness. The mean value of the measurements was 13.03 µmwith a standard
deviation of 2.91 µm.

Even though large standard deviations appear, which can be explained by material
deformations due to the cutting process of the tool faces, the mean value fits well to the
value received by using the deposition rate to calculate the bond thickness.

Fig. 7. Evaluation of the bond diameter using rectangles with different tilt angles.

3.6 Modeling of the Abrasive Grits

For the virtual grit representations, the previously defined two classes of grits are approx-
imated with basic geometries. In order to meet the requirement of realistic virtual grit
representations, those basic geometries were considered which are constructed of plane
facets and then fit to the real crystal shape of the grits. Thus, spheres and ellipsoids are
excluded.

The implementation of the virtual grit representations into the tool model was per-
formed considering the limited computational power: To keep the memory requirement
low, only the corner coordinates of each virtual grit representation is stored. Besides the
points, a list is created, in which the corner points are allocated to the grit facets.

At the beginning of the generation of a virtual grit representation, the corner points are
set so that the size of the virtual grit in each dimension is equal to one. Thus, multiplying
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the size of the grit by the coordinates of the corner points, the virtual grit representation
is stretched to its final size.

For the elongated grit class, tetrahedrons were selected as virtual grit representation
as it is shown in Fig. 8. Tetrahedrons consist of spatially arranged triangular faces,
which create sharp corner points as it was defined for the elongated grit class. Besides,
tetrahedrons appear in the ideal crystal morphology of cBN [36].

The bulky shape is represented using a polyhedron (see Fig. 8). Starting point for
modeling the polyhedron is a cuboid. Since the real grits allocated to the bulky class did
not have sharp corner points, the corner points of the cuboid are cut off at a randomized
position. It is done by spanning another triangular facet which substitutes the corner
point of the cuboid.

To span the new facet, the corner point of the original cuboid is used. The corner
point of the original cuboid is stored three times to receive three individual points at the
same position. Each of the three corner points is displaced in the direction of one edge
of the cuboid. The displacement is done with randomized values, leading to arbitrary
triangular facets. The procedure is depicted in Fig. 8.

The decision which virtual grit representation geometry is chosen is done by the
probability evaluated for the grit shape distribution. Subsequently, the virtual grit rep-
resentation size was adjusted. For this purpose, random sizes are calculated according
to a log-normal distribution. The distribution function is defined using the mean value
and standard deviation received by the particle size analysis. In a last step, the grit is
randomly rotated around its three rotational axes.

3.7 Positioning of the Virtual Grit Representations on the Virtual Tool

In the next step of the tool model generation algorithm, the virtual grit representations
are placed on the virtual tool surface. Since peripheral grinding is considered, the virtual
grit representations are only located on the peripheral surface of the virtual tool.

Using cylinder coordinates, the radial position of the grit determines the protrusion
height. The position is determined by a normal distribution. However, the grits are
supposed to be inside the virtual bond. Thus, the values for the radial position are
checked: It was avoided that the grit is located inside the blank material and outside of
the bond material.

For the first virtual grit representation, all height and angular positions on the tool
peripheral surface are equally probable. However, for all subsequent grits the positions
which are already occupied by virtual grits are no longer available. In order to represent
this effect in the simulation, a virtual saturation process of the tool model surface with
grits was replicated: The randomly calculated position of the virtual grit representation
is compared with the position of the grits already placed on the tool model. However, due
to the randomized shape of the virtual grit representations, computationally extensive
calculation would have been necessary to determine the intersection between two grits.
To circumvent such calculations, the comparison between the grit positions is abstracted:
Since only the height and angular positions of the grits are relevant for a possible inter-
action with other grits, the checking of the grit positions was reduced to two dimensions
(angular and height direction). Furthermore, the grit shape is reduced to a quadrangle
enclosing the virtual grit representation. Using this procedure, it is possible to calculate
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Fig. 8. Modeling of the polyhedron (a) and allocation of the grit models to the grit classes (b)

the intersections between the grits using two-dimensional geometry: A valid position is
only present if the smallest or largest angle respectively height position of the new grit
is not inside the squares of an already existing grit.

Two special cases are taken into account which could lead to overlapping grits event
though the previously mentioned condition was met:

• The new grit model completely encloses the quadrangle of an already existing virtual
grit representation.

• The angular position of the new grit is close or equal to 360°. Here, the maximum
angular position of the grit could reach values above 360°, leading to overlapping
with existing grits with minimum angular positions close to 0°.

If an overlapping of the virtual grit representations is detected, the calculated position
of the grit is discarded. Consequently, the algorithm skips back to the calculation of the
grit position and a newposition is generated. Especiallywith increasing amount of virtual
grit representations which are already placed on the virtual tool, the procedure can end
in an infinite program loop. To avoid this and to limit the total computing time, the
maximum number of loops was limited to 100 repetitions. When no valid position for
the virtual grit representation was found within this period, the virtual grit representation
is discarded and a new one is generated.With increasing computing time, the grit density
on the virtual tool is enlarged. At the same time, the probability of a new grit to be located
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on the tool model decreases which is comparable to the saturation process of the real
tool.

For the toolmodels usedwithin the present contribution, a number of 1,000virtual grit
representations were predefined. After generating the tool model, between 580 and 680
virtual grit representations were actually integrated into the final tool model depending
on the grit sizes. However, the amount of virtual grit representations on the virtual tool
is not a static value but it can change due to the statistical characteristics of the grinding
tool. The process fits to the real electroless plating process: Only if enough space is left
on the tool surface, a further grit can be embedded. Hence, also for the real process a
saturation point for the amount of grits on the tool is reached. A comparison between
the tool model and the real MPGT will be given in the next section.

3.8 Evaluation of the Grit Size on the Real Tool

During the plating process, the chemical solution is set into rotation to swirl up the cBN
grits. However, the rotation of the solution, including the cBN causes centrifugal forces
acting on the abrasive grits. Due to the centrifugal forces, especially larger and therefore
heavier cBN grits tend to move away from the middle of the plating solution. Such grits
cannot reach the tool surface and are therefore not embedded. Thus, the coating process
operates as grit size filter, what means, that not all grit sizes of the original cBN powder
are actually present on the final tool.

For the evaluation of this effect, the values of the particle size analysiswere compared
to values of grit measurements of the real tool. Optical measurements using a confocal
microscope were not suitable due to the same reasons mentioned in the section on the
grit shape analysis. Thus, the analyses were done using SEM images of tool peripheral
surface. To avoid the influence of the curvature of the tool, only the grits which were
located inside a 200µm× 200µmsquare in themiddle of the tool imagewere considered
as it was already done for the grit shape analysis. The measurement of each grit was
done two times: One measurement in the longest and one in the shortest expansion of
the grit. The dimension was measured using two parallel lines enclosing the grit. It was
applied to the SEM images of ten different tools and for each tool, the size of 20 grits
were analyzed. A log-normal distribution was fitted into the resulting grit sizes, as it was
also done for the results of the particle size analysis. The corresponding mean value and
the standard deviation are given in Table 1 in comparison to the values received by the
particle size analysis.

Table 1. Mean value and the standard deviation of the fitted distribution functions for the grit
sizes received via particle size analysis in comparison to the statistical values received by grit size
measurements in SEM images.

Value Particle size analysis Measurement via SEM

Mean value 2.9375 2.8211

Standard deviation 0.3133 0.2928
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The values show that themeasurements via the SEM images have a lowermean value
and a lower standard deviation. This supports the previously mentioned filtering effect
of the coating process of the MPGTs. To make the difference between both statistics
visible, both are used to generate a tool model. The comparison is depicted in Fig. 9.
On the left, the tool model using the complete data of the particle size analysis is shown
(tool model 1 (TM-1)). When comparing it to the image of the real tool in the middle,
it is again recognizable that the grit sizes are too large. On the right side, a tool model
calculated with the grit sizes (comparison tool model (TM-C)) measured via the SEM
images is shown, which fits much better to the real tool. For further analysis, both tool
models are compared. With the virtual tools, parameters are available which are not
directly accessible by measurements of the real tool. The first one is the total amount of
virtual grit representations. The tool modeled via the data received by the SEM image
(TM-C) has 680 grits on its peripheral surface, which is 100 grits more than for the other
tool model. This fact also corresponds to the smaller grit sizes of the tool model on the
right in Fig. 9: Since the virtual grit representations are smaller, more models can be
placed on the surface until the virtual saturation is reached. Furthermore, the protrusion
heights of the virtual grit representations were calculated virtual grit representation. For
the tool modelled via the particle size analysis (TM-1), the mean value of the protrusion
heights is 10.86µmwith a standard deviation of 6.89µm. For the toolmodels created via
the SEM measured values (TM-C), the mean value of 7.80 µm is significantly smaller
which is also true for the standard deviation of 5.72 µm.

Fig. 9. Comparison of the tool model 1 (TM-1) calculated via the data of the particle size analysis,
the tool model received by the data of the grit size measurement (TM-C) and the SEM image of
the real tool.

3.9 Adaption of the Grit Sizes for the Tool Model

In the previous section it was shown that the grit sizes of the real tool differ from the
grit sizes measured with the particle analysis. To feasibly use the data from the particle
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size analysis within the modelling procedure for the MPGT, the statistical distribution
received via the particle size analysis was adjusted in the following way: As larger grit
sizes do not appear on the final MPGT, values of larger grit sizes were excluded from the
distribution function. For this purpose, the threshold value was set to the d90 value of the
particle size distribution. It is a standard parameter [23], which is used to characterize
the particle size distributions. Its value is directly exported by the particle measurement
system. The implementation in the algorithm for the tool model is done by a testing loop
of the grit size: According to the determined distribution function of the particle size
analysis, a value for the size of the virtual grit representation is calculated. If the value is
above d90 it is discarded, and a new value is generated. The resulting tool model, which
will be called TM-2, is depicted in Fig. 10 in comparison to the tool model using the
original particle size distribution (TM-1), and to the model generated with the statistical
values received via the measurement of the SEM images (TM-C). Comparing TM-2
to TM-1, the amount of grits are increased as expected due to the decreasing average
grit sizes. The amount of modelled grits is also closer to the number of grits in TM-C.
Furthermore, the mean value and standard deviation of the grit protrusion heights of
TM-2 are much closer to the corresponding values of TM-C. An exact match does not
have to be achieved, since the parameters mentioned are subject to statistical fluctuations
even in real tools. In a last step, the grits were given an identification number to allocate
the corner points to the corresponding virtual grit representation.

Fig. 10. Comparison between tool model 1 (TM-1) and tool model 2 (TM-2)

3.10 Conclusion on Tool Modeling

A principle was presented to model MPGTs using data of particle size analysis of the
abrasive grits and the deposition rate of the tool bond during manufacturing.

For the tool model, polyhedrons with adapted corner points and tetrahedrons were
used as basic virtual grit representations. The virtual grit representations were placed
randomly on the tool surface and overlapping of the grits was avoided. The amount of



248 N. Altherr et al.

virtual grit representations on the virtual tool surface was not predefined, but a virtual
saturation process was used which better emulates the real manufacturing process of the
MPGTs. To adjust the size of the virtual grit representations, particle size analyses were
used, rapidly delivering statistically validated and repeatable results without subjective
assessments. However, when comparing the values of the particle size analysis with
the values received by measurements of the embedded grits in basis of SEM images of
the MPGTs, it was found that the real grits on the tools are smaller. In the modelling
procedure of the tool, this was considered by excluding virtual grit representation size
values larger than the d90 value of the particle size analysis. This resulted in virtual grit
representation sizes which fitted to the real grits on the tool.

All in all, themodeling procedure of theMPGT led to a realistic virtual representation
of the tool which is suitable for kinematic simulations.

4 Setup of the Simulation

For the application of the toolmodelwithin a simulation, a simulationmodel is necessary.
The steps for the setup of this model are described in the following sections.

4.1 Workpiece Representation Within the Simulation

Besides the tool model the second part of the simulation is the virtual workpiece. In the
case of ground workpiece surfaces, the contact paths of several grits overlap. This causes
that perpendicular to the feed direction, the enveloping profile of the tool peripheral
surface is imaged on the workpiece. In Fig. 11 this profile is depicted as a blue line. In
addition, the engagement of a grit is not continuous, but periodic with each tool rotation.
For this reason, an analytical description of the surface would lead to complex equation
systems. As an alternative, discrete workpiece models can be applied. Such models
facilitate the calculation of the tool-workpiece interaction by continuously updating the
resulting virtual workpiece surface.

The discretization method applied was the dexel model. A discretization of the
surface in two dimensions was used. The third dimension was the direction of the dexel
which has higher accuracy. The coordinates of the simulationmodelwere set in away that
the x-direction was the direction of the feed, the z-direction was equal to the rotational
axis of the tool and the y-directionwas the direction of the surface heights, corresponding
to the peripheral grinding processes [37].

Since optical surface measurements were used to digitize the real ground surfaces,
the dexel model was adapted to the measurement to ensure comparability: In the lateral
directions of the measurement system, the resolution was 0.7 µm. This value was also
used for the resolution of the dexel model in discretized x- and z-directions. The vertical
resolution is much higher and was used to identify the surface heights. The principle for
discretization is depicted in Fig. 11 [37]. In Matlab (See Footnote 1), the dexel grid was
implemented as a matrix. Each matrix entry depicts the height of one dexel. Hence, the
dexels can also be interpreted as discrete calculation points for the surface height of the
virtual workpiece.
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Fig. 11. Discretization of the workpiece model [37]

4.2 Kinematics and Time Discretization

For the calculation, the relative movements between the tool model and the workpiece
model are determined. The feed motion and the tool rotation are considered. Effects
due to process-machine-interactions, such as material deformations, tool deflections, or
limited machine stiffness were not taken into account.

The simulation is time discrete. Hence, the tool movement and its intersection with
the workpiece is calculated after equal time steps. In connectionwith the rotational speed
of the tool, the value of the time steps determines which angle of the tool rotation is
included within each calculation step. Due to the small diameters, high rotational speeds
are required for micro machining. Thus, a low value for the time steps was necessary.
For the simulations with a constant rotational speed of 30,000 1/min, a value of 10 µs
was used for the time steps to ensure, that the rotational position of the smallest virtual
grit representation in two consecutive time steps are at least touching each other and a
continuous engagement of the grit into the virtual workpiece is approximated. Within
each time step the grit passes a distance of 6.12 µm which is equal to the dimension of
the smallest grit within the tool model. On the other hand, the value of 10 µs of the time
step led to an acceptable calculation time of the simulation [37].

To calculate the kinematics, each corner points of the virtual grit representation is
virtually moved. For each time step, the current position is calculated in relation to the
initial position of the models to reduce a chain of errors due to the numerical calculation
of the trigonometry.Within the simulation, the feed motion is considered as a translatory
displacement of the virtual tool model. The distance for the displacement is calculated
using the feed rate multiplied by the value of the time step. The rotational motion of
the virtual grit representations is realized using a rotation matrix around the z-axis.
Analogous to the feed rate, the angle is calculated via the rotational speed of the tool
multiplied by the value of the time step.

The complete motion data is saved for the following calculations of the tool work-
piece interactions. However, a large part of the data could be excluded from further
calculations because they cannot geometrically reach the virtual workpiece surface.
For instance, this condition is true for grits which are turned away from the grinding
zone within the current time step. Excluding such grit provides the advantage that the
calculation time for the tool workpiece intersections is reduced [37].
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4.3 Calculation of the Tool-Workpiece Intersection

For the calculation of the intersection between tool and workpiece model, the main task
is to find the intersection point between dexels and the virtual grit representations and
to determine the new height value for each dexel. The principle is depicted in Fig. 12.

Fig. 12. Principle for the calculation of the surface heights [37]

For the calculation, a straight line is set for each dexel in the direction of the sur-
face heights. Each of the straight lines is intersected with the facets of the virtual grit
representations. To determine the intersection, a vectorial plane, spanned by the corner
point vectors, is placed on the facet and the geometric intersection point is calculated.
Since the points could also be outside of the facet, the facet and the intersection point
are projected into the x-z-plane leading to a polygon in two dimensions. If the projected
point is inside the two dimensional polygon, a valid intersection point is present. In this
case, the y-coordinate is used to define the new length of the dexel on condition that the
new length of the dexel is shorter than the original length [37].

5 Application of the Simulation Model to the Investigation of Micro
Grinding

In the following sections the simulation model is applied to investigate the kinematic
influence of two different feed rates on the resulting surface topography and to investigate
the undeformed chip thickness, which is a parameter, that cannot be measured during
experiments.

5.1 Influence of the Feed Rate on the Resulting Surface Topography

The simulation model was used to investigate the influence of the feed rate on the result-
ing surface topography when performing peripheral micro grinding. The advantage in
comparison to experiments is that solely the influence of the feed rate can be considered,
independent fromother effects on the surface topography that appear in real experiments.
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5.1.1 Experimental Setup

Micro grinding experiments were performed to compare the real surface topographies
with the topographies received by the simulations. The workpiece for the experiments
was made of 16MnCr5, hardened to 650 HV 30. The workpiece was tilted to 45° leading
to V-shaped grooves due to the horizontal feed direction of the tool. This setup, which is
depicted in Fig. 13 enabled to make the workpiece surface, generated by the peripheral
tool surface, accessible for optical measurements. The experiments were performed on
a LT Ultra MMC600H ultra precision machine tool with five axes. Two different feed
rates vf = 5 mm/min and vf = 1 mm/min were applied at a constant rotational speed of
30,000 rpm and a constant axial depth of cut of 150 µm which was achieved within one
single pass. For both feed rates the feed travel was 10 mm.

Fig. 13. Experimental setup a) kinematic properties, b) setup within the machine tool [37]

For the evaluation of the experimentally generated surfaces, a three-dimensional
topography measurement system Nanofocus µsurf Explorer (See Footnote 1) was used
to digitize the surfaces. Processing of the data was done according to DIN EN ISO
25178-2 [38] using the MountainsMap (See Footnote 1) software. Within the software,
the complete surfaces were aligned, a filter with a cutoff wavelength of 1.5 µm was
applied to remove surface fractions with short wavelength and another one was applied
with a cutoff wavelength of 24 µm to remove larger wavelength fractions of the surface.
For each experiment, three measurements were performed: One at the start, one in the
middle and one at the end of the groove. From the results, the arithmetic mean value Sa
and the root mean square Sq of the surface heights were calculated. Further details on
the measurement procedure can be found in [37]. The procedure for processing of the
data was used for both, the measured data and the data received by the simulations to
ensure comparability [37].

5.1.2 Results of the Experiments on the Feed Rate

The results of the experiments showed the expected structure of themicro ground surface:
The abrasive grits of the tool led to continuous scratches in feed direction. Perpendicular
to the feed direction, the enveloping profile of the grits on the tool were imaged on the
surface.

The evaluated surface parameters varied within one experiment for the different
measurement positions. For the experiments with a feed rate of 1 mm/min the values for
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both, Sa and Sq, showed a decreasing trend from the beginning of the machined groove
towards the end. This can be explained by the wear of the tool. With increasing feed
travel, the abrasive grits are subjected to wear. Hence, the envelope of the tool changes
leading to reduced surface parameters.

For the experiments using a feed rate of 5 mm/min the surface parameters are gen-
erally larger than those for a feed rate of 1 mm/min. In the experiments using a feed rate
of 5 mm/min, the surface parameters for the middle measurement decreased which was
explained due to wear. However, they increased again for the last measurement position
on the left. The effect can appear due to severe wear of the tools: Due to wear the abrasive
grits become smaller or even break out. This also partly changes the enveloping profile
of the tool especially at the edge between tool face and peripheral surface. This leads
locally to less material removal and hence increasing values of the surface parameters
[37].

The results of the measurements show an advantage of the simulations: Especially
the large grits cause rough surface topographies perpendicular to the feed directionwhich
are characterized by steep gradients. Hence, due to the limited resolution of the optical
measurement system, parts of the surface were not digitized correctly andmissing height
values within the measured data appeared. Since this is a physical constraint, it cannot
be avoided by repeating the measurement or adjustments to the optical measurement
procedure. These challenges do not occur when using simulations. Furthermore, since
tool wear is not considered within the simulations, the tool model can be used for
numerous virtual experiments which helps to compare the resulting surfaces. Hence,
the investigation of the kinematic influence of the feed rate on the resulting surface
topography is accessible when considering the results of the kinematic simulations [37].

Figure 14 exemplarily depicts the experimental results at the end of the groove and
for both feed rates in comparison to the results received by the simulations. It is evident
that the surface heights of the simulations fit to the real surface, showing characteristic
scratches in feed direction due to the abrasive grits.

Regarding the simulations the discretization of the model led to minimized but not
completely eliminable deviations. However, it was found that the values for both surface
parameters only had a divergence below 10 nm. This difference can be neglected since
the surface topography created by the grits is much more prominent. Hence, regarding
the described tools with a nominal diameter of 400 µm and nominal grit sizes between
20 µm and 30 µm it could be stated that both simulated surfaces for the two different
feed rates are almost identical when using the spatial discretization equal to the lateral
resolution of the opticalmeasurement system.On the other hand, the experiments showed
larger surface roughnesses for the larger feed rate. Comparing the experimental results
with the results of the simulation it can be concluded that the differences do not occur
due to the tool kinematics. Further effects such as wear and material behavior influenced
the experimental results [37].

Further details on the evaluation can be found in [37].
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Fig. 14. Experimental results of the surface heights exemplarily for the end of the groove. For
two different feed rates the comparison to the simulation results is given according to [37]

5.2 Calculation of the Undeformed Chip Thickness

One process parameter which cannot be measured during machining is the undeformed
chip thickness. It depicts the height of the removed material perpendicular to the tra-
jectory of the cutting edge respectively to the grit. The undeformed chip thickness is an
important measure to describe the grinding process, e.g. for determining the material
separation mode when grinding brittle materials according to the theory of Bifano et al.
[39].

Within the simulation, the undeformed chip thickness can be calculated using the
difference in height values of the dexels for two consecutive time steps. However, the
dexels are always aligned parallel to each other instead of perpendicular to the trajectory
of the associated grit. Hence, an estimation of the error was performed. For the error
estimation, the maximum feed rate was set to 5 mm/min and the minimum rotational
speed to 30,000 rpm, depicting a parameter combination which is limiting for micro
grinding with the described MPGTs. Lower feed rates or larger rotational speed would
decrease the undeformed chip thickness and thus promote material separation in ductile
mode. Using these parameters, estimated and approximated values for the undeformed
chip thickness in the two dimensional case were calculated as follows:
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First, the estimation of the undeformed chip thickness was calculated using the ver-
tical distance between two trajectories in direction of the dexel for discrete calculation
points. In Fig. 15a) the principle is marked with blue lines. The estimation of the unde-
formed chip thickness is depicted by the difference of the dexel heights of the two
trajectories.

Secondly, the ideal consideration of the undeformed chip thickness was calculated
according to its definition in the two dimensional case for one single grit. This means,
that the distance between both trajectories is calculated in radial direction of the tool as
it is shown as red lines in Fig. 15a). Hence, the direction is perpendicular to the second
trajectory. The positions for the calculation were identical to the positions of the dexels
enabling a direct comparison. The comparison between both principles is shown on the
left in Fig. 15.

Fig. 15. a) general principle for the calculation and estimation of the undeformed chip thickness
(not to scale) and b) the corresponding results using the limiting process parameters

It shows the values for the undeformed chip thickness as a function of the position
in cutting direction x. For x-values below approximately 60 µm, the difference between
the calculation of undeformed chip thickness and the estimation via the dexel data is not
visible in the diagram.For the x-values below60µm,undeformed chip thicknesses below
54 nm are estimated. The relative error was determined by calculating the difference
between the ideal calculation of the undeformed chip thickness for the simplified two
dimensional case, and the estimation via the dexels, divided by the value of the ideal two
dimensional undeformed chip thickness. For the x-values smaller than 60µm, the relative
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error was below 5%. Furthermore, the relevant x-positions can be limited: Since a large
part of the resulting surface is machined by further grits, only the chip thicknesses that
occur at small x-values are relevant for the final workpiece surface. In the extreme case,
assuming that only one grit is located on the tool, the grit would penetrate the workpiece
with each tool revolution. Hence, the maximum distance between two workpiece-grit-
contacts would equal the feed per revolution, which has a value of 0.167 µm and can be
set as maximum x-value. In this case, the relative error would be below 0.00004%.

As a conclusion, the vertical dexel data is suitable to approximate the undeformed
chip thickness in micro grinding. The limiting values for the feed rate and the rota-
tional speed represent parameters suitable for micro machining. However, for machin-
ing in ductile mode, the feed rate will be much lower and the rotational speed higher
than the limiting values. Hence, the error between the approximation and the ideal two
dimensional calculation of the undeformed chip thickness will be further reduced.

The determination of the undeformed chip thickness via the vertical dexel data was
done by calculating the difference between the dexel heights in two consecutive time
steps. Hence, for each dexel not only a single value for the undeformed chip thickness
is received, but one for each time step. As a consequence, the value of the last time
step which is not equal to zero was chosen. The reason is that only the final surface is
considered which is generated with the last adjustment of the dexel height.

The undeformed chip thickness was analyzed using the same parameters as for the
investigation of the feed rate with 5 mm/min. Figure 16 shows that the majority of the
surface has a chip thickness in the expected range of nanometers. The large value for
the undeformed chip thickness at low x-values appear due to run-in effects which will
be avoided in further simulations.

The patterns in feed direction (x-direction) result from the necessary discretization
within the simulationmodel. According to the simulation, the undeformed chip thickness
is not equal for the complete surface: Someareas of the surface have very lowundeformed
chip thicknesses below 1µmwhereas they tend to be in the area of one-digit micrometers
for other areas, especially for larger values of the z-direction. The reason is the grit
distribution on the tool. Depending on the grit sequence and the grit protrusion height
on the tool, the undeformed chip thickness increases or decreases. The effect especially
appears when comparably large grit sizes are used. The conclusion of the simulation is
that for a complete material separation in ductile mode, the process parameters have to
be optimized.
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Fig. 16. Result for the undeformed chip thickness of the final surface estimated via the dexel data
of the simulation.

6 Conclusion and Outlook

Within the IRTG 2057 a kinematic simulation model was built up to investigate micro
grinding. A method was presented to virtually represent the MPGT using input data
generated by particle size analyses and knowledge about the deposition rate of the
electroless plating process. The tool model considered realistic grit geometries which
made a detailed analysis of the resulting surface possible. Furthermore, the detailed grit
geometries enabled the calculation of the undeformed chip thickness which’s values
depend on the grit shape. The modeling of the tool was supported by analysis of the real
MPGTs.

The kinematic model was validated by comparing the surfaces received by the sim-
ulations with topography measurements of real micro ground surfaces. Both surfaces
depicted the characteristic scratches in feed direction originated by the abrasive grits.
When using the lateral resolution of the measurement system as the distances of the dex-
els, the simulations showed that differences between the surface topography generated
by the different feed rates were not based on kinematic effects.

The model also made the undeformed chip thickness accessible, a parameter that
cannot be measured experimentally. It was found that for micro grinding applications
with MPGTs the undeformed chip thickness can vary strongly due to a comparable wide
range of abrasive grit sizes.

In future investigations, the kinematic simulation model will be used for further
analysis of micro grinding regarding process results which are not available via mea-
surements. This includes the detailed study of the influence of the feed rate on the
resulting surface, as well as the study of the chip thickness regarding the machining of
glass in ductile mode.
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Abstract. Molecular dynamics simulations are an attractive tool for studying the
fundamental mechanisms of lubricatedmachining processes on the atomistic scale
as it is not possible to access the small contact zone experimentally. Molecular
dynamics simulations provide direct access to atomistic process properties of the
contact zone ofmachining processes. In this work, lubricatedmachining processes
were investigated, consisting of a workpiece, a tool, and a cutting fluid. The tool
was fully immersed in the cutting fluid. Both, a simple model system and real sub-
stance systems were investigated. Using the simplified and generic model system,
the influence of different process parameters andmolecular interaction parameters
were systematically studied. The real substance systems were used to represent
specific real-world scenarios. The simulation results reveal that the fluid influ-
ences mainly the starting phase of an atomistic level cutting process by reducing
the coefficient of friction in this phase compared to a dry case. After this starting
phase of the lateral movement, the actual contact zone is mostly dry. For high
pressure contacts, a tribofilm is formed between the workpiece and the cutting
fluid, i.e. a significant amount of fluid particles is imprinted into the workpiece
crystal structure. The presence of a cutting fluid significantly reduces the heat
impact on the workpiece. Moreover, the cutting velocity is found to practically
not influence the coefficient of friction, but significantly influences the dissipation
and, therefore, the temperature in the contact zone. Finally, the reproducibility of
the simulation method was assessed by studying replica sets of simulations of the
model system.

1 Introduction

Understanding the fundamental mechanisms of lubricated tribological processes on the
atomistic scale is crucial for many technical applications such as cutting and grinding
in manufacturing. Cutting fluids are used for two reasons: a) reduce the friction and b)
reduce the heat impact and temperature of the workpiece. The fundamental mechanisms
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in the small contact zone between a tool, a workpiece, and a lubricant behind these are
today not fully understood. However, understanding these processes on the atomistic
scale can be helpful for improving the macroscopic process, e.g. for modern micro- and
precision machining technology. In-situ experimental investigations of the fundamental
mechanisms on the atomistic scale are not possible today. As an alternative, classical
molecular dynamics (MD) simulations can be used to gain insights into lubricated tri-
bological processes on the atomistic scale. Due to the strong physical basis, molecular
simulations can be applied in two general ways: a) the prediction of thermophysical
properties of matter and b) modelling nanoscopic processes. In this work, the focus is
on the modeling of nanoscopic cutting processes using molecular dynamics simulation.

Molecular simulations are based on solving Newtons equation of motion for an
atomistic many particle system – considering boundary condition imposed by the sim-
ulation scenario, e.g. the movement of a tool. The interactions between the particles
on the atomistic level are defined by force fields. Force fields aim at representing the
molecular interactions and structure of a given real substance and, hence, mostly pro-
vide a reliable representation of the behavior matter. Besides using force fields for real
substances, model systems can be favorably used in molecular simulation to study the
link between molecular interaction parameters and macroscopic properties for obtaining
generic information on processes [36, 35, 17, 4, 14, 33, 28]. Thereby, model systems
can be used to study the fundamental mechanisms of complex processes in detail [8, 18,
13, 19, 9]. The Lennard-Jones model system is the most popular and widely used model
system [34, 37]. In this work, both real substance systems and Lennard-Jones model
systems were used for studying the atomistic processes of lubricated cutting.

In the literature, there are several MD studies available investigating the deformation
of a workpiece and material removal caused by a tool, e.g. Refs. [36, 11, 1, 25, 27, 32,
39, 38]. However, in most studies, only dry contact processes (no cutting fluid) are
considered, e.g. on the influence of the shape of the tool [2, 10] and the solid material
[17, 11, 3, 42, 16]. The influence of cutting fluids is considered in only few studies, e.g.
Refs. [39, 45, 26, 30, 31, 6].

In this work, the influence of cutting fluids on cutting processes were investigated on
the atomistic scale. Thereby, different aspects of a cutting process were investigated such
as the behavior of the fluid in the lubrication gap [36, 32], the formation of a tribofilm
on the workpiece surface [32, 39], the influence of the cutting speed on the process [27],
the thermal balance of the system, and the temperature field in the contact zone [36, 27].
Also, the reproducibility of cutting simulations was investigated [38].

This chapter is organized as follows: First, the simulation scenarios, the molecular
models, as well as the observables used for characterizing the system are introduced.
Then, the results are presented and discussed, which includes mechanical properties, the
workpiece deformation, lubrication and the formation of a tribofilm, thermal properties,
and the evaluation of the reproducibility.
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2 Methods

2.1 Simulation Scenario

The simulation scenario used in this work is depicted in Fig. 1. It consists of a workpiece,
a (cutting) tool and, in the lubricated cases, of a fluid. This models the contact zone of
a machining process, e.g. the tip of an abrasive particle in micro grinding or an asperity
contact. In the lubricated simulations, the tool was fully submersed in the fluid. In the
dry cases, the tool was in a vacuum. The workpiece surface is in the x-y plane.

Fig. 1. Sketch of the simulation scenario. The scenario consists of a workpiece (grey), a tool
(green), and a fluid or vacuum (blue).

The simulation box had periodic boundary conditions in x- and y-direction. The
fluid was confined in the box by a soft repulsive wall at the top. The workpiece was
locked in position by prescribing the at least three atom layers at the bottom of the box.
Dissipated heat is removed from the system by imposing the initial system temperature
(specified below for the different systems) to at least four atom layers above the fixed
layer. In the course of the simulation, the tool carries out three consecutive movements:
the indentation (negative z-direction), the cutting (positive x-direction), and the retraction
(positive z-direction). Hence, themovement of the tool is predefined. Three different tool
shapes were used: a sphere [27, 32], a spherical cap [39], and a cylinder [36, 38]. In
the latter case, a quasi-2D scenario was considered. Moreover, different cutting gaps
hgap were considered for the cutting, cf. Figure 1. The simulations contained up to 9.2
× 106 particles per simulation. For the model system simulations, 5.43 × 106 particles
were used in the simulations: 3.65 × 106 for the workpiece, 7.9 × 105 for the tool, and
1.78 × 106 for the fluid. For the real substance simulations, at least 8 × 105 particles
were used for the workpiece, 7 × 105 for the tool, and 8.68 × 105 for the fluid. The
molecular simulation software LAMMPS [24] was used for the simulations. Details on
the simulation scenario can be found in Refs. [36, 27, 32, 39, 38].
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2.2 Molecular Model

Simulations were carried out using a simplified model system as well as a real substance
system, which are briefly introduced in the following. Details on the model system
simulations are given in Refs. [36, 27, 38]. Details on the real substance systems in Refs.
[32, 39].

2.2.1 Model Systems

The Lennard-Jones truncated and shifted (LJTS) model system is a generic and sim-
plified system. Yet, this provides a reasonable representation of a real substances as
the basis molecular interactions, i.e. repulsive and dispersive, are captured [35, 12, 44].
Hence, the simulations with the LJTS model system do not aim to model a specific
real cutting process but to investigate general mechanisms of cutting processes and the
influence of molecular interaction parameters. Despite its simplicity, the LJTS system
provides a physically robustness model backbone and is, at the same time, computa-
tionally relatively cheap. In the presented model system, all occurring interactions were
modelled by the LJTS potential (cf. Eq. 2.1).

uLJ (r) = 4ε
[(

σ
r

)12 − (
σ
r

)6] and

uLJTS(r) =
{
uLJ(r) − uLJ

0
r ≤ rc
r > rc

with rc = 2.5σ
(2.1)

In Eq. (2.1), uLJ indicates the full Lennard-Jones potential. For the LJTS potential,
interactions are truncated at rc and the potential energy u is shifted such that no discon-
tinuity appears at the truncation radius. Each component (workpiece, fluid, and tool) has
two molecular interaction parameters: the energy parameter ε and the size parameter σ .
The size parameter σ as well as the particle mass m of all components were the same in
all cases. The solid-solid interactions between the workpiece and the tool were described
by the LJTS potential with a cut-off radius of rcut = 21/6σ such that they only interact
repulsively. The workpiece energy parameter was chosen to represent iron [12] and the
fluid energy parameter was chosen to represent methane [44]. All quantities for the LJTS
model systems are given in reduced units (cf. Table 1) with respect to the fluid particle
interaction parameters εF and σF. The solid-fluid interaction energy was systematically
varied in the range 0 ≤ ε∗

SF ≤ 1.7 to study its influence on the cutting process. The
initial temperature was T* = 0.8 and the initial pressure was p* = 0.014.

2.2.2 Real Substance Systems

In the real substance simulations, the workpiece was modeled as a single crystal iron
block, the tool was modeled as a diamond single crystal with a spherical tip shape,
and the fluid was either methane or decane [32, 39]. The iron workpiece was described
by an embedded atom model (EAM) [21]. The fluid was either modelled as methane
by a BZS force field [44, 43] or as n-decane by the TraPPE force field [22], which
provide an excellent description of the fluid bulk phase properties [29]. The diamond
tool was modelled by a Tersoff potential [41]. For methane, the initial temperature was
either 100 K (for simulations with a spherical indenter) or 130 K (for simulations with
a spherical cap indenter). The initial pressure was 0.1 MPa and 50 MPa, respectively.
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Table 1. Definition of physical quantities in reduced units. Reduced quantities are marked by (*).
The Boltzmann constant is indicated as kB.

Length L∗ = L/σF

Temperature T∗ = T/(εF/kB)

Force F∗ = F/(εF/σF)

Time t∗ = t/
(
σF

√
mF/εF

)

Velocity v∗ = v/
√

εF/mF

Energy E∗ = E/εF

2.3 Definition of Observables

Different quantities were computed from the simulation trajectories, which are briefly
introduced in the following. The forces on the tool in tangential (x) and normal (y)
direction, Ft and Fn, respectively, were calculated as the sum of all forces acting on
the particles of the tool. The forces were calculated every 1000 timesteps. Mean values
have been calculated during the cutting phase in the stationary part of the process. The
coefficient of friction is defined as μ = Ft/Fn. The coefficient of friction was calculated
by the mean values of the forces from the stationary cutting phase. The internal energy
of the fluid UF and the workpiece US were calculated as the sum of the interaction
energies between all respective particles. They were also sampled every 1000 timesteps.
The energy dissipated by the thermostat in the substrate �Uthermo was computed as the
energy difference after and before the thermostatization in each time step. The following
quantities were calculated based on the configurational data of the particles that were
written out at least every 104 timesteps. The number of fluid particles in the gap between
the tool and the substrate were computed as Ngap. The gap was geometrically defined as
depicted in Fig. 2 as the volume between the tool and the workpiece surface in front of
the tool center and below the undeformed surface height. The surfaces were analyzed
using the alpha shape algorithm [7]. Based on the calculated workpiece surface, the
number of fluid particles below the surface that form a tribolayer were computed as
Ntribo. The temperature profile in the x-z plane was sampled by averaging the per-atom
temperature binwise. The bins are defined as depicted in Fig. 2. An estimation of the
statistical uncertainty and significance of the observations is possible by the separate
reproducibility study [38]. Details on the definition and sampling of the observables are
given in Refs. [36, 27, 32, 39].

3 Results

3.1 Mechanical Properties

Figure 3. Shows the time evolution of the tangential and the normal force in cutting
simulations for a dry case and a lubricated case. During the indentation, the normal force
increases drastically when the tool penetrates into the workpiece and causes elastic and
plastic deformation. In that phase, the tangential force fluctuates around Ft = 0. In the
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Fig. 2. Sketch illustrating the definition of observables. Left: Side view with the gap between the
tool and the substrate and the bin to sample the temperature in x-y plane. Right: Top view with the
bin to sample the temperature profile in x-y plane for the case of a spherical (top) and a cylindrical
tool (bottom).

cutting phase, the normal force decreases and the tangential force increases until a steady
state is reached. During the retraction, the both forces decay to zero.

Overall, the results from the dry and lubricated case are similar. Yet, the normal force
on the tool is slightly affected by the cutting fluid during the indentation and the starting
phase of the cutting. The peaks observed during the indentation in the dry case (caused
by dislocation movement) are damped by the presence of the cutting fluid molecules in
the gap. During the indentation, the vast majority of fluid particles is squeezed out of the
gap. During the starting phase of the cutting, until a steady state is reached, the tangential
force is slightly increased in the lubricated case compared to the dry case, which is due
to an effective enlargement of the tool due to adsorbed fluid particles [32], i.e. the tool
causes more elastic and plastic deformation of the workpiece in the lubricated cases. The
coefficient of friction increases strongly in the starting phase of the cutting. In the starting
phase, the lubricated simulations yield slightly lower coefficients of friction compared to
the dry simulations due to lubricant molecules remaining in the gap between the tool and
the substrate. In the stationary phase, the coefficient of friction is very similar in the dry
and the lubricated case with values between 0.4 and 0.6. Since the differences between
the dry and lubricated case are small and might in general be within the scattering of the
results, the reproducibility of the findings discussed here was studied (and confirmed)
using the model system, cf. Sect. 3.4.

The influence of the solid-fluid interaction energy ε∗
SF on the cutting process was

systematically investigated using the LJTS model system [36]. The results are shown
in Fig. 4. In the starting phase of the cutting process, the coefficient of friction in the
lubricated cases is reduced by about 25% compared to the dry case. This is due to an
increased normal force and a slightly decreased tangential force in the starting phase
[36]. In the stationary phase, the coefficient of friction is increased in the lubricated
case compared to the dry case by approximately 15%, which is due to individually fluid
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Fig. 3. Normal (top) and tangential (bottom) forces on the tool as a function of time for a dry and
a lubricated simulation [32]. The tool had a spherical shape. The temperature was T = 100 K. The
workpiece was an iron single crystal, the tool was a diamond, and the fluid was methane.

particles being imprinted into the workpiece surface. Interestingly, these findings do not
dependent on the solid-fluid interaction energy. The coefficient of friction is reduced in
the starting phase due to fluid molecules remaining in the gap and effectively increasing
the tool size. Thesefluidmolecules are squeezedoutmostlywith ongoing cutting process.
The squeeze out process is discussed in detail in Sect. 3.3.

Figure 5. Shows the results for the influence of the cutting speed on the coefficient of
friction. For both cases (dry and lubricated), no significant influence of the cutting speed
on the coefficient of friction is observed in the considered velocity range. For the smallest
considered cutting speed v∗ = 0.66, the coefficient of friction is nearly the same for the
dry and the lubricated simulations with μ∗ ≈ 0.85. For the velocities 0.1 < v∗ < 0.3,
the lubricated simulations yield smaller values for the coefficient of friction compared
to the dry simulations. These differences are probably within the uncertainty of the data.
This is supported by the result for the highest considered velocity v∗ = 0.332, which
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Fig. 4. Tangential force (top), normal force (middle), and coefficient of friction (bottom) of the
lubricated simulations related to the dry simulation as function of the solid-fluid interaction ε∗

SF
[36]. The tool had a cylindrical shape. The temperature was T* = 0.8. The workpiece, the tool,
and the fluid were modeled by the LJTS potential. Mean values for the starting phase (red, 142 <

t* < 335) as well as the stationary phase (blue, 335 < t* < 625).

show the opposite trend. Using the potential parameters for methane and iron [12, 44]
for the fluid and workpiece, respectively, the cutting speed range corresponds to 20 -
100 m/s in SI units, which is typical for cutting and grinding processes [20, 5]. In the
literature, relative velocities between two solid bodies up to 400 m/s were considered
using molecular simulation (which is not representative for common manufacturing
cutting processes). Nevertheless, in this high-speed regime, the coefficient of friction
was reported to decrease with increasing velocity [23, 46].

Using the real substance system simulation setup, the influence of the cutting depth,
i.e. the z-position of the tool with respect to the workpiece surface, was systematically
investigated [39]. Here, also configurations with no direct contact between tool and
substrate were considered, i.e. hydrodynamic lubrication (HL). In Fig. 6, the forces on
the tool as well as the coefficients of friction are shown as function of the cutting depth h.
Results are given for decane as fluid. Three different lubrication regimes can be identified
for different cutting depth: hydrodynamic lubrication (HL), mixed lubrication (ML), and
boundary lubrication (BL). The normal and tangential force on the tool increase with
increasing cutting depth as expected. The normal forces are larger than the tangential
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Fig. 5. Coefficient of friction μ as a function of the tool velocity v∗ for a dry and lubricated cases
[27]. The tool had a spherical shape. The temperature was T* = 0.8. The workpiece, the tool, and
the fluid were modeled by the LJTS potential.

forces in general. The coefficient of friction behaves differently in the three regimes.
In the HL regime, the coefficient of friction is lowest – as expected. Here, a stable
fluid film separates the two solids and leads to a good lubrication with small values of
the coefficient of friction. In the ML regime, the coefficient of friction increases with
increasing cutting depth as the normal force strongly increases due to the direct contact
between the tool and the workpiece, which is transferred via the thin lubrication film.
The coefficient of friction reaches amaximum ofμ ≈ 0.21 at the border between theML
and BL regime. For larger cutting depth (BL regime), the coefficient of friction decreases
with increasing cutting depth. The behavior in the BL regime is mainly determined by
the formation of a tribofilm, the squeeze-out and the resistance of the lubrication film.
Therefore, the tangential force increases more strongly compared to the normal force,
which leads to a decrease of the coefficient of friction.

3.2 Workpiece Deformation

In the following, phenomena related to the surface of the workpiece and to the formation
of dislocations in the workpiece are discussed. Figure 7 shows the results for the total
dislocation length as a function of the simulation time for a dry and a lubricated case.
Overall, the results for the dry and the lubricated case are similar. In the indentation phase,
the presence of the cutting fluid leads to a slightly earlier formation of dislocations
compared to the dry simulation, which was also confirmed by replica simulations of
a model systems in an earlier work of our group [38]. This is probably due to fluid
adsorption layers on both the workpiece and the tool surface that effectively increases
the size of the tool and lead to an earlier starting of elastic and plastic deformation on
the workpiece. During the cutting phase, the dislocation length slightly increases in the
dry case and the lubricated case. The presence of the fluid has only minor effects on
the dislocation behavior – also considering the statistical uncertainties of the data [38].
After the retraction, an annihilation of some of the dislocations can be observed as the
total dislocation length decreases.
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Fig. 6. Normal and tangential forces on the tool (top) and coefficient of friction (bottom) as a
function of the cutting depth for simulations with decane [39]. The tool was a spherical cap. The
temperature was T = 350 K. The workpiece was an iron single crystal, the tool was a diamond,
and the fluid was decane. Three different regimes were distinguished: boundary lubrication (BL),
mixed lubrication (ML), and hydrodynamic lubrication (HL). The statistical uncertainties were
estimated from the fluctuation of block average values in the quasi-stationary cutting phase.

Figure 8 shows the deformed substrate surface at the end of the cutting process.
Results are shown for two different cutting depths for both methane and decane as fluid.
For a cutting depth of h = −2Å, the cutting process roughens the surface over the entire
cutting length, which is mostly due to the formation of a tribofilm.

No distinct chip formation is observed for h = −2Å, cf. Fig. 8. A distinct chip
formation is obtained for h = −6Å, cf. Fig. 8 (bottom). The chip forms primarily at the
sides of the tool which is built-up by the workpiece atoms that are thrust aside of the
tool. Comparing themethane results with the decane results, the chip ismore pronounced
and the atoms at the workpiece surface are less disordered in the methane case. This is
due to the different characteristics of the adsorption layers of methane and decane [39]
including the particles trapped in the gap between the tool and the substrate.

3.3 Lubrication and Formation of Tribofilm

The number of fluid particles trapped in the gap between the tool and the workpiece (cf.
Fig. 2) were computed at the end of the indentation phase. These results are shown as a
function of the solid-fluid interaction in Fig. 9. For the case of no attractive interactions
between the solid and the fluid particles, the number of particles in the gap Ngap at the
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Fig. 7. Dislocation length in the workpiece as a function of time for a dry and a lubricated
simulation [32]. The tool had a spherical shape. The temperature was T = 100 K. The workpiece
was an iron single crystal, the tool was a diamond with a spherical tip shape, and the fluid was
methane. The dislocation analysis was carried out with the DXA algorithm [40].

Fig. 8. Top view on the workpiece surface at the end of the cutting phase for the cutting depths
h = −2, −6Å (top to bottom) [39]. Results are shown for simulations with methane (left) and
decane (right) as fluids. The tool was a spherical cap. The workpiece was an iron single crystal
and the tool was a diamond. The visualizations were created using Paraview [15].

end of the indentation is lowest and close to zero. With increasing solid-fluid interac-
tion energy, more particles remain trapped in the gap until a steady plateau is reached
for approximately ε∗

SF ≈ 0.75. For larger values, Ngap stays approximately constant.
Interestingly, this behavior is in line with the contact angle behavior of the studied LJTS
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system [4], i.e. total wetting is reached at approximately ε∗
SF ≈ 0.75. This means the

number of particles increases with decreasing contact angle until total wetting is reached.

Fig. 9. Number of fluid particles in the gap between the tool and the workpiece N∗gap (cf. Fig. 2)
as function of the solid-fluid interaction energy ε∗

SF [36]. The tool had a cylindrical shape. The tem-

perature was T* = 0.8. The workpiece, the tool, and the fluid were modeled by the LJTS potential.
The dashed line is an empirical correlation of the form N∗gap = 126.5 − 101.7e−ε∗

SF/0.422.

The properties of the surface are strongly influenced by single fluid molecules that
are imprinted into the workpiece surface. This is observed for both the methane as well
as the decane case. Yet, both systems show different characteristics due to the different
molecular shape of the fluid molecules. A screenshot of each system is shown in Fig. 10.
The imprinted fluid molecules can be interpreted as a tribofilm that forms in the upper
part of the workpiece near the surface due to the extreme load. In the case of methane,
the tribofilm is mainly build-up by methane atoms occupying regular lattice sites of the
iron crystal. The overall lattice structure of the workpiece remains undamaged in this
case. Due to decane being a long linear chain molecule, the workpiece lattice structure
is significantly broken up in the decane case. Decane molecules are also imprinted into
the substrate surface, but the imprinted molecules destroy the regular lattice and cause
an unstructured formation of the upper atom layers of the workpiece.

The formation of a tribofilm is further analyzed in Fig. 11, which shows the number
of fluid particles imprinted in the substrate surfaceNtribo as a function of the z-coordinate
for three different cutting depths.

The formation of the tribofilm ismainly observed at large cutting depth as the number
of imprinted fluid particles is significantly lower. For both studied fluids, the number of
fluid particles is largest for z ≈ −2Å and the number decreases with decreasing z. For
methane, the imprinted sites reach depths of up to z = −12Å. The decane sites only
reach depths of up to z = −9Å. The different characteristics observed in the screenshots
(cf. Fig. 10) can be confirmed by the histograms shown in Fig. 11. The methane particles
are accumulated at specific depths, i.e. distinct peaks forming in the histogram. This is
due to the methane particles occupying regular lattice sites of the workpiece lattice.
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Fig. 10. Screenshots of the rear side of the contact zone (tool moves to the right) at cutting depth
h = −6Å [39]. The tool was a spherical cap. The workpiece was an iron single crystal, the tool
was a diamond, and the fluid was methane (left) or decane (right). Green particles indicate tool
particles, grey particles the workpiece particles, dark blue CH4 (left) or CH3 (right) sites (end
group of decane), and light blue CH2 sites (middle group of decane).

Fig. 11. Histograms of fluid particles imprinted in the workpiece surface Ntribo as a function of
the z-coordinate [39]. Results for h = 4,−2, −6Å. The tool was a spherical cap. The workpiece
was an iron single crystal, the tool was a diamond, and the fluid was methane (left) or decane
(right).

For the decane simulations, these peaks cannot be observed which is in line with the
unstructured tribofilm observed in Fig. 10.

3.4 Thermal Properties

Thermal properties of a cutting process such as the temperature in the contact zone and
the heat flux absorbed by the workpiece, are crucial for the product quality and the man-
ufacturing process. TheMD simulations carried out in this work were evaluated in detail
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regarding the thermal properties. Figure 12 shows the spatial temperature distribution in
the x∗ − y∗ plane by snapshots at a cutting length of L∗ = 77.

Fig. 12. Temperature profile in the x∗ − y∗ plane at the cutting length L∗ = 77 for dry (left) and
lubricated (right) simulations [27]. Results shown for two different velocities, v∗ = 0.066 (top)
and v∗ = 0.332 (bottom). The tool had a spherical shape. The bulk temperature was T* = 0.8.
The workpiece, the tool, and the fluid were modeled by the LJTS potential.

The evaluation procedure is depicted in Fig. 2. Simulation results for two different
cutting speeds, v∗ = 0.066 and v∗ = 0.332, are shown. Results from a dry case are
compared to the results from a lubricated case. The temperature increases for both cases
with increasing tool velocity. In the dry simulation, the temperature increases mainly in
the chip, i.e. the energy dissipates in the direct vicinity of the contact zone – as expected.
From the chip, the heat is transported to the bulk of the substrate in the dry case. In the
simulation scenario, the tool is thermostatted which is why the temperature in the tool
keeps constant. If a fluid is present, the increase of the temperature in the contact zone
is reduced as the heat is also transported into the fluid. Therefore, the temperature of the
cutting fluid near the contact zone is increased compared to the bulk fluid temperature.
Hence, the fluid has important cooling capabilities.

In Fig. 13, the results for the energy balance of the system are shown. The energy
balance includes all sources and sinks of the system. Energy is added to the system
by the work done by the tool. Energy is removed from the system by a thermostat in
the workpiece (cf. Fig. 13). In the cutting simulations, the thermostat acts as a heat
sink and removes dissipated energy from the system such that a quasi-stationary state is
established. The energywhich is not removed by the thermostat heats up the substrate and
(if present) the fluid, i.e. their internal energy increases. The change of the internal energy
of the workpiece UW and the fluid UF, energy removed by the thermostat �Uthermo, and
the work done by the tool WT are shown in Fig. 13 as a function of time. Therein, UW
and UF indicate the changes of the total energy (kinetic and potential) of the workpiece
and fluid particles, respectively. The energy removed from the system �Uthermo was
computed from the rescaled kinetic energy imposed by the thermostat. The work done
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by the tool WT was computed from the integral of the total force (in moving direction)
during the process. The fluid strongly influences the energy balance of the process.

Fig. 13. Energy balance of the system including internal energy changes of the workpiece UW
and the fluid UF, energy removed by the thermostat �Uthermo, and the work done by the toolWT
[36]. The shaded areas include all lubricated simulation caseswith different solid-fluid interactions
energies. The solid lines represent the dry simulation case. The tool had a cylindrical shape. The
initial temperature was T* = 0.8. The workpiece, the tool, and the fluid were modeled by the LJTS
potential.

The heat removed by the thermostat as well as the change of the internal energy
of the substrate is reduced up to 20% by the presence of a fluid. This cooling effect
depends on the solid-fluid interaction energy [36]. The fluid reduces the friction during
the cutting phase, and part of the dissipated energy in the contact zone heats up the fluid,
which directly cools the contact zone. Nevertheless, the main part of the energy added
to the system by the cutting process is dissipated. The energy dissipated is significantly
larger than energy required for the defect generation and plastic deformation.

3.5 Reproducibility

The statistical uncertainties and the reproducibility of the simulation method was
assessed using a set of eight replicas. The single simulations of the set only differ in their
initial velocities that are assigned before the equilibration of the simulation box. Based
on the eight replica simulations, the standard deviation σ was calculated for several
observables. In Fig. 14, the results for the normal force are shown. The time evolution
of the normal force agrees in general with the results given in Fig. 3. The higher normal
force in the case with a fluid compared to the dry case is confirmed by these results. The
standard deviation of the normal force among the replica simulations is relatively small
in the indentation phase.
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Fig. 14. Normal force on the tool as a function of time for the dry and the lubricated case (top)
and the corresponding instantaneous standard deviation (bottom) [38]. The shaded area includes
the entire range of the results of all eight replica simulations. The tool had a cylindrical shape.
The temperature was T* = 0.8. The workpiece, the tool, and the fluid were modeled by the LJTS
potential.

The standarddeviation increaseswith progressing indentation. In the startingphase of
the cutting (cf. Sect. 3.1), the lubricated simulations show significantly higher statistical
uncertainties. At the beginning of the stationary phase (t∗ ≈ 300), the normal forces in
the dry and the lubricated simulations agree within the scattering of the replica sets. The
standard deviation is slightly higher in the dry simulations in the starting phase of the
cutting compared to the lubricated simulations.

In Fig. 15, the coefficient of friction calculated from the eight replicas is shown with
its corresponding standard deviation. In the starting phase (t∗ < 300), the coefficient of
friction of the dry simulations is significantly larger compared to the simulations with a
fluid. The difference exceeds the scattering of the replica sets, which indicates that the
differences between a lubricated and a dry case in the starting phase are significant. The
coefficient of friction is reduced in the lubricated case in the starting phase of the cutting
due to fluid particles trapped in the gap between tool and the workpiece (cf. Sect. 3.3).
Until the fluids are squeezed out of the gap, the tool experiences a larger normal force,
which decreases the coefficient of friction in a lubricated case compared to a dry case. In
the stationary phase of the cutting process, the coefficient of friction is slightly increased
in the lubricated case, which is due to individual fluid particles being imprinted into the
workpiece surface, which requires additional work done by the tool in the lubricated
case. In general, no systematic differences in the reproducibility of dry and lubricated
simulations were found. Moreover, the time dependency of the standard deviation for
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the normal force and the coefficient of friction indicate that no differences between the
simulations of a replica build up with ongoing process.

Fig. 15. Coefficient of friction as a function of time for the dry and the lubricated case (top) and
the corresponding instantaneous standard deviation (bottom) [38]. The shaded area includes the
entire range of the results of all eight replica simulations. The tool had a cylindrical shape. The
temperature was T* = 0.8. The workpiece, the tool, and the fluid were modeled by the LJTS
potential.

4 Conclusions

In this work, the influence of lubrication on the contact zone of cutting processes was
studied on the atomistic scale using classical MD simulation. Thereby, new insights
were obtained on the fundamental mechanisms of lubrication and cooling provided by
the presence of cutting fluids. Different simulations scenarios were used includingmodel
systems as well as real substance systems. Themechanical properties of the contact were
studied in means of the normal and tangential force as well as the coefficient of friction.
It was found that the presence of a fluid has an important influence in the starting phase of
the atomistic cutting process, i.e. decreases the coefficient of friction,which is due to fluid
molecules trapped in the gap between the workpiece and the tool. The influence of the
cutting depth on the cutting process was investigated using two different fluids: methane
and decane. Based on the results, three different lubrication regimes were identified for
different cutting depths: the hydrodynamic lubrication regime for very small cutting
depths, the mixed lubrication regime for cutting depths that correspond approximately
to the size of fluid molecules, and the boundary lubrication regime cutting for cutting
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depths that yield significant elastic and plastic deformation of the workpiece. Within
these different regimes, the coefficient of friction shows different characteristics.

The presence of a fluid has important thermal effects on the atomistic cutting process,
i.e. it is found to reduce the maximum temperature in the contact zone and reduce the
heat impact of the workpiece. The heat absorbed by the workpiece is reduced by up to
20% by the presence of a fluid lubricant. For future for, the simulation scenario should be
refined, e.g. considering a rough surface topography, such that the reality of tribological
contact processes is captured in more detail.
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Abstract. The automated tracking of objects in factories via real-time locating
systems (RTLS) is gaining increased attention due to its improved availability,
technical sophistication, and most of all, its plethora of applications. The tracking
of workpieces through their production process, for example, unlocks a detailed
understanding of timings, patterns, and bottlenecks.While researchmostly focuses
on technological advancements, the analysis of the generated data is often left
unclear.We propose a visual analysis framework based on ultra-wide-band (UWB)
RTLS tracking data ofmaterial flow for this purpose.With this, we present an anal-
ysis and define a practical approach for how factory-level data can be analyzed.
Advanced algorithms adapted fromnon-adjacent research domains are used to pro-
cess and detect anomalies in the data, which would otherwise be hidden behind
oversimplified analysis methods. Our approach considers different levels of gran-
ularity for the analysis in its visualization and, therefore, scales with increasing
data sizes effortlessly. We also generated a ground truth dataset of RTLS UWB
data with labeled anomaly cases. Combined, we provide a full, end-to-end, effi-
cient processing and multi-visualization analysis pipeline for self-contained yet
generalizable UWB RTLS data.

1 Introduction

The manufacturing of products usually requires multiple steps to complete, often split
among several working stations. In general, it is true that the more complex a product
is, the more steps are needed to manufacture it. Additionally, it is not uncommon that
a complex product requires other sub-products and might have some variations that
address the specific needs of a particular customer. This introduces a lot of complexity
into the manufacturing process. The path a product takes through the factory is linked
to that complexity. In order to make any statements about the performance of a factory
layout or production process pipeline, a general overview and understanding of the
material flow are necessary. When and where a workpiece is produced and in what time
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frame is critical information for the assessment of productivity and efficiency. For that,
real-time-locating-system (RTLS)-based approaches reduce the work required to gather
this information. Instead of labor-intensive manual tracking of workpieces or expensive
full-scale robotic automation or digitalization of factories, only a pair of tracking devices
need to be used. This makes this solution especially interesting for small and midsized
companies without an abundance of either of these resources. The use of RTLS in
factories covers a lot of different applications, such as layout planning or adjusting raw
material buy orders. [4, 7] Hammerin et al. [8] proposed the use of RTLS for real-time
management of production environments. Thiede et al. [9, 10] concentrated on optical
and AI-based image recognition RTLS-based approaches capable of identifying humans
in factory settings. Wolf et al. [11] derived efficiency data from human-centered ultra
wide band (UWB) tracking.While Löcklin et al. [12] focused on the prediction of human
movement to avoid accidents. Other technologies, like radio-frequency identification
(RFID), were shown by Arkan et al. [13] to work in different scenarios. Küpper et al.
[14] investigated the application of 5G for RTLS. Sullivan et al. [18] introduced value
stream mapping using UWB as a valid method for the decision making process in
manufacturing systems. The visualization, classification of the data, and detection of
outliers are some of the contributions that we add to enhance the capabilities of this
approach.

While the technical aspects ofRTLSare thoroughly explored, the application anddata
analysis remain ambiguous. In order to derive knowledge and make informed decisions,
the raw data has to be processed and displayed in an effective way. Type and quality
of visualizations influence our decision-making process. [15] Visual analysis tools are
therefore key components of any material flow optimization approach. The scalability
of RTLS approaches also needs to be considered. If it is necessary to manually review
each data point, automating the data collection phase does not add much efficiency. To
bring up important information while minimizing the analyst’s workload, an intelligent
framework is required.

Typically, a company may want to review its manufacturing processes on a regular
basis, but especially after new machines, products, or employees are introduced into the
process. The analyst tags certain workpieces with the tracking device and gathers the
data automatically. It can then be processed, displayed, and determined what changes are
required to maximize productivity (e.g., an additional machine or employee is required,
milling must be done differently to produce fewer workpieces that must be reworked,
etc.).

To detect these anomalies, simple statistics are often not sufficient. Demonstrated in
Fig. 1 is a plot of our workpiece trajectory data. Each column corresponds to a workpiece
trajectory. Workpiece trajectories may differ in duration because of traffic building up,
the reworking of a product, or any other reason. Based on that, one would expect to
spot all outliers this way. However, the total duration correctly indicates an anomaly for
trajectory index 3, but misses other anomalies for indexes 0, 5, and 6. Further analysis
methods have to be provided to identify them.

To improve on all that and enable a proper analysis ofRTLS tracking data,we propose
a visual analysis framework and processing pipeline. Our core contributions are

• the generation of a UWB material flow dataset, its filtering, and its preprocessing
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Fig. 1. Total time of material paths of the unfiltered dataset. Anomalies in path 0, 5, and 6 cannot
be identified.

• the specification and automated detection pipeline of anomalies for bottleneck
identification

• the workpiece specific graph-based trajectory visualization for comparability
• the concept of data type similarity between streamlines in flow fields and RTLS

trajectory data
• and the embedding and clustering of workpiece trajectories for automated anomaly

detection and pattern identification

In the following, we will chronologically describe the data acquisition and experi-
mental setup before the preprocessing explains how the data needs to befiltered and trans-
formed. The visualization chapter then goes into detail about the analysis and anomaly
detection. At last, the limitations and future work are contained in the discussion section
before the final conclusion.

2 Method

2.1 Dataset

Since the research on RTLS in the context of material flow is relatively new, there have
not been any state-of-the art datasets made available for benchmarks or comparisons.
In other domains of research (e.g. computer vision, machine learning, etc.) there is a
consensus among researchers to compare their work on the same datasets to enable an
objective assessment of the quality of their models. [1–3] This development has not
yet taken place in the manufacturing research community. However, it will become
increasingly important in the future to establish these types of datasets in order to enable
a standardized common ground and build more complex models for automated and
reliable systems. The generation of these come with their own set of unique challenges.

Often times, companies will decide to withhold the publication of their data so as not
to give competitors insights or other advantages. This isolates the R&D departments of
different companies, drives up costs, and hinders innovation. Some companies adopted
a middle course, cooperating with universities and sharing insights into non critical
processes.
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Another challenge is the generation ofmaterial flow data itself. Data collection under
real-world manufacturing conditions takes time if there is no steady production (as in
universities and laboratories). This leads to the current situation with little to no publicly
available datasets.

To still enable research on this topic, we recorded our own dataset to demonstrate
our approach and provide one building block to close that data gap. It can easily be
expanded or modified in the future and serves to provide reproducibility.

There are multiple RTLSs known, each with advantages and disadvantages. [4]
Radio-Frequency-Identification (RFID), for example, provides high spatial accuracy but
has a very limited operating range (1 m). Bluetooth Low Energy (BLE) suffers from a
similar range limitation. With different WiFi localization methods, the range is between
150–200 m, with an accuracy of 1–5 m. Similar accuracy is achieved by 5G, whose
range is virtually unlimited for factory scale RTLS. This also applies for GPS, whose
accuracy is the worst with 2–10 m and its inherent limitation to outdoor use.

We selected UWB tracking since its precision is the most accurate (~0.5 m) among
other technologies and its range can cover a significant part of the factory floor (150–200
m). The tracking was done by a station and a client device. Since UWB tracking is not
yet a standard feature for consumer-grade smartphones, a modified Raspberry Pi was
used as a handheld device to track the position. It is small enough to be moved together
with any other workpiece through a factory.

For our dataset, we used an existing factory hall and set up virtual stations that
can represent any kind of material processing, like milling, drilling, or quality control.
These stations do not exist in reality, since the actual manufacturing of workpieces would
massively exceed the scope of this research and do not contribute directly to the quality
of the data. Instead, the stations are simulated using cardboard boxes and tables. Similar
to a factory setting, the material is introduced into the factory at some position (the start
point). A sketch in Fig. 2 illustrates the qualitative layout of our setup. After the material
is present in the manufacturing environment, the tracking device is associated with a
single workpiece. It then moves to the first station. In our case, the raspberry pi was
taken and moved to one of our artificial stations.

It is then processed at that station. For our setup, this means that we let the tracking
device lie near the station just like it would in a real setting while the workpiece is
processed. The benefit of our approach is that we can shorten the time span compared
to real processing of workpieces. A fixed amount of time, usually in the magnitude of
a couple seconds, is enough to simulate the processing of a workpiece. This lets us
record more data without any loss in quality. The tracking is then continued from station
to station until our fictional product is completed. To enhance the dataset, pre-planned
anomalies were introduced at certain steps. This allows algorithms to identify these
anomalies and compare their findings with the ground truth. In Table 1 the recorded
trajectories and the incorporated anomalies are listed for the first dataset. This clearly
identifies what an anomaly is and what an algorithm is supposed to identify. Depending
on the manufacturing context, the notion of what constitutes an anomaly might change.
For our setup, a significant amount of extra waiting time at a particular station or a
different route (rework at the previous station) are considered different from the normal
production flow.
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Fig. 2. Sketch of the factory layout for artificial material flow data generation.

Table 1. List of pre-planned anomalies introduced in first dataset. The paths 2, 3, 5, and 8 do not
include any anomaly and are thus not shown here.

Material flow path Anomaly

1 Wait Double Time at Station D

4 After Step 4 go back to repeat step 3 and then 4 again

6 Wait Double Time at Station D

7 Wait Double Time at Station D

We generated three additional datasets, each corresponding to a fictional product
with its own path and anomalies, in the same manner as described above. The addi-
tional datasets enable us to split it into training and validation data. The robustness and
generalizability of any data processing and exploration approach are critical properties.
The effects of shifts in scale, noise, time, and other factors can be examined by cross-
validation. In the following, we will be using these datasets to present our visual analysis
framework and anomaly detection pipeline.

2.2 Preprocessing

Although the precision of UWB tracking is among the most precise technologies avail-
able and theoretically resilient to multi-path interferences. [4, 6] It is prone to noise
and interferences with metal objects in its path. [5] Disconnects result in duplicates or
extreme outliers in the recorded positions for our setup. For the data to be used in any
analysis tool, it first has to be cleaned and filtered so that structures can become visible.
We did this by removing duplicates and outliers from the trajectories, which allowed
them to be identified. All trajectories from the first dataset are shown in Fig. 3, which
lets us clearly identify the working stations and rough layout of the factory.
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Fig. 3. Unfiltered material flow trajectory dataset with outliers already removed. Paths and
working stations can be identified but signal is still very noisy.

However, the signal is still very noisy. To facilitate further processing, filtering has to
be applied. While there are many filtering techniques available, we used our knowledge
of the system and basic filtering methods to avoid any distortions and preserve the
underlying structure.

Since the measurements are taken in the real world, physical and virtual units are
correlated. The movement of the workpiece is therefore also bound by the laws of
physics. If the acceleration or velocity is outside of expected ranges (e.g. <10 km/h),
the recorded point is likely to be an outlier and should be removed. After that, we apply
a moving average filter to exclude any high frequency noise.

An important component of the data is centered around the working stations. The
length of time a workpiece remains there and the order in which it is visited are useful
pieces of information for any type of analysis. For this, we extract stations out of the
trajectories by detecting clusters of signals. A cluster is a place where the workpiece
stayed for an extended period of time. This way, the working stations and all the points
associated with them can be identified. To create the finished material flow path, they
are combined, corrected for timestamps, and collapsed if part of a small loop. In Fig. 4 a
single filtered trajectory with identified working stations is displayed. It is the basis for
further analysis.

This approach may also lead to stations being falsely identified if a workpiece stays
in between stations for a longer time. In comparison to other routes, an additional station
will pop out immediately. This allows for easy identification of material flow traffic jams
in factories.
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Fig. 4. Single filtered trajectory. Path is can be clearly seen. Stations have been identified.

2.3 Visualization

To quickly allow the identification of the cause of an anomaly, it is important to display
the data in a meaningful way. With a visual understanding of why there has been an
outlier in the data, it becomes easier to determine what actions need to be taken in order
to mitigate the problem. Numerical information about the duration at each station is only
useful in the second step.

For this, we chose a graph-based approach. This has several benefits. The general
positions of the stations and the trajectory of workpieces remain the same. This lets the
user grasp the spatial domain better and understand the scope of the problem. Secondly,
the graph-based layout is intuitive because it is used in other applications. The user is
therefore already used to it and does not need extensive training to understand what is
displayed.

The primary requirement for a material flow visualization in this application is the
ability to display and distinguish its properties. For that, we choose a directed graph since
the order of workpiece processing is generally relevant. Another property is the timing,
which is cumulatively encoded as the thickness of the arrow or circle. It represents the
time it took for the workpiece to traverse it. If the trajectory has one of a set of known
anomalies that can be detected in the filtered data, it can be marked with a different color
to quickly draw attention to it.
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2.3.1 Graph Visualization

The benefits of this visualization lie in its ability to display trajectory data without
excessive visual clutter. Positional information is still conveyed without details about
the exact position of the workpiece. For efficiency analysis purposes, it is irrelevant
if a workpiece moves a couple of centimeters more to the right or left of the path.
Time information is tightly linked to efficiency. So the time information is displayed
cumulatively. A workpiece should be built in the same amount of time regardless of the
time of day. To use scale as the channel to display duration information has the benefit
that it lets users qualitatively compare the quantities, which is needed if outliers need
to be identified. However, the representation of duration as size also comes with known
human-centered biases. It is known that an area is underestimated (by an exponent of
~0.7) while other visual stimuli are overestimated. [17] One might want to adjust for
this factor to aid visual perception, but this sacrifices absolute comparability. For our
visualization, we decided against a perception-based correction. Lastly, the choice to
use the color of the glyph to highlight specific elements is natural due to the effect of
warning colors on human perception.

All this allows for intuitive exploration and quick assessment of different outliers.

Fig. 5. Graph visualization. Thickness of arrows and stations display the cumulative time it took
thematerial to traverse. Anomaly (double time at topmost station) (marked in red) can be identified
for left dataset (a) in comparison to right dataset (b).

An example can be seen in Fig. 5, where two trajectories of workpieces from the
same product group are displayed. Their position and direction all match up. The layout
of the factory can be conceptualized easily. Through careful examination, we are able
to identify that (a), the left workpiece trajectory, remains twice as long at the topmost
(3rd) station than (b), the right piece. Because excess time on a station is one of the a
priori known anomaly types, we can also color the affected node. Not only the presence
but also the accuracy of the detected anomaly are sufficient. Neither the recording nor
the filtering changed the qualitative scale of the trajectory. The node is twice the size,
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meaning the workpiece remained there twice as long, which is correct in comparison to
the ground truth.

Other anomalies, like additional stations caused by traffic jams or extremely slow
transportation times, can be detected in much the same way.

Fig. 6. Graph visualization. Anomaly (revisit station 3 then go back to station 4) (marked in red)
can be identified for left dataset (a) in comparison to right dataset (b).

Another example is shown in Fig. 6, where on the left side (a) the workpiece travels
back to station 3 before it then continues back to station 4 until finished. In comparison,
on the left side (b) the regular path does not involve loops. In our product specification,
this is considered an anomaly. The workpiece has some kind of defect, which needs to
be fixed at the previous station. But depending on the manufacturing procedure, this may
be part of the normal production cycle.

2.3.2 Overlapping Graph Visualization

There are also more advanced visualization techniques that suit the needs of particular
applications or improve workflow. Examples are shown in Fig. 7 (a), where additional
information in the form of overlaying trajectories may aid in the investigation of certain
events.

Increased practicability may be achieved by the overlapping graph visualization
of Fig. 7 (b), where less visual memory is required for the comparison between two
trajectories.

2.3.3 Embedding Visualization

The graph visualization is useful for single workpiece trajectories. The properties are
visualized intuitively.However, for larger amounts of data, it becomes tedious to compare
and analyze individual graphs with each other. This requires automatically detecting
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Fig. 7. Graph visualization with overlapping detailed trajectory plot on the right (a) and
overlapping graphs for direct comparison on the right (b).

patterns in the data and focusing onoutliers or groups of trajectories rather than individual
ones.

For this, we use the work of Rossl et al. [16] originally designed for the embedding
of streamlines. They optimized their embedding using MDS by using the hausdorff
distance between two streamlines.

Fig. 8. Embedding using hausdorff distance and MDS. Cluster in embedding (left) represent
similar workpiece trajectories (right). Can be used for pattern recognition and identification of
outliers.

Similarly, we can apply this to our data and generate an embedding, as seen in
Fig. 8. Workpiece trajectories can be thought of as streamlines of material flow inside a
factory. Using this insight, we can apply methods designed for fluid flow and streamlines
to our data. Using their approach, the product trajectories get embedded into a lower-
dimensional space (here 2D), where Euclidean distance corresponds to similarity. With



Visual Analysis and Anomaly Detection of Material Flow in Manufacturing 291

this, similar workpiece trajectories naturally form clusters in the embedding and unique,
dissimilar ones form outliers or anomalies. In Fig. 8, the embedding on the right contains
a single point in the top left-hand corner. It corresponds to the trajectory of the workpiece
that had to revisit the previous station. But also trends or structures that aremore common
in the dataset can be identified that way. If the dataset is shifted or roughly equally
divided, it may not show any statistical abnormalities, but half the time, small delays are
introduced that eventually propagate further. For example, the three points selected in
the middle have all spent more time at a station than the rest. Even though they form a
considerable portion of the dataset, it is still possible to identify them as different. With
this tool, it is possible to detect larger trends and patterns in the data, which can then be
individually analyzed using the graph visualization.

3 Discussion

Explorative visual data analysis is important to examine workpiece trajectories of RTLS
systems. We showed how automatic processing and visualization can be constructed to
aid in the identification of anomalies and production bottlenecks. With the novelty from
this paper of pairing technical advancements in RTLS with established visual analysis
tools comes the discussion on how such system should be created.

It can be argued that the simplicity of the presented visualizations could be exchanged
in favor of more sophisticated target-specific visualizations and proper training of per-
sonnel. The filtering and preprocessing of the data also allow for a variety of tech-
niques. Spatio-temporal data might benefit from dedicated trajectory filtering. Advanced
approaches were not necessary for our data but may be needed for other factory settings
with more metal surfaces causing interferences for UWB receivers. The scalability of
our graph visualization is also limited by the number of nodes and arrows that can
intersect each other before the result becomes too cluttered. A dynamic alpha value for
an interactive exploration of very long paths (high alpha values for nodes close to the
selected time) could be one solution. This was not necessary for our data, though. Future
work might also inevitably produce more specialized solutions for factory-level feature
analysis. Lastly, we expect advancement to be dependent on the availability of public
datasets. For this, different kinds of anomalies and other problems in manufacturing can
be introduced as an extension to our dataset. Also, our approach is limited to a number
of experimental workpiece trajectories. Real manufacturing environments may include
additional obstacles like obscuring objects or more volatile movements. Systems for real
world applications may have to deal with these additional technical challenges.

Another promising research topicwould be the utilization ofmore advancedmethods
for analysis, such as machine learning. The application of traditional streamline, flow, or
other domain-specific algorithms on workpiece trajectory data has already proven useful
and surely holds more opportunities for further optimization.

4 Conclusion

In this paper, a visual analysis and automated processing pipeline for UWB trajectory
data was introduced. We used UWB tracking to generate datasets for material flow in
manufacturing environments (RTLS). Through filtering and preprocessing, we enabled
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the automated detection of anomalies and were able to accurately identify bottlenecks. A
workpiece trajectory specific graph based visualization allowed the intuitive and quick
comparison of individual paths, while bigger datasets could be examined by approaches
developed for streamlines in fluid flow visualizations because of its datatype similarity.
We showed that cluster selection of embeddings greatly increases the scalability of
anomaly detection and enables the systematic examination of factory material flow
efficiency. In the future, we expect more work in the automated detection and analysis of
this data, together with the rise of industry 4.0 to utilize the computational advancements
in other fields and leverage the efficiency of manufacturing factories.
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