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Preface

In today’s rapidly evolving technological landscape, the concept of edge computing 
has emerged as a groundbreaking paradigm shift, revolutionizing the way we process 
and analyze data. As the traditional model of centralized cloud computing faces chal-
lenges related to latency, bandwidth limitations, and privacy concerns, edge comput-
ing offers a compelling alternative. At its core, edge computing brings computational 
power and data storage closer to the source of data generation, enabling real-time 
processing and analysis at the edge of the network. By distributing these tasks across 
a network of edge devices, such as routers, gateways, and Internet of Things (IoT) 
devices, edge computing enhances efficiency, reduces latency, and mitigates the 
strain on cloud infrastructure. This book delves into the multifaceted world of edge 
computing, offering a comprehensive exploration of its principles, applications, and 
implications, as well as its potential to reshape industries and empower emerging 
technologies.

Throughout the pages of this book, readers will embark on a fascinating journey that 
unravels the transformative potential of edge computing across various domains. 
From smart cities and autonomous vehicles to healthcare systems and industrial 
automation, the applications of edge computing are vast and far-reaching. By leverag-
ing the proximity of computational resources to data sources, edge computing enables 
real-time decision-making, enhanced security and privacy, and improved reliability. 
Through insightful case studies and expert analysis, this book illuminates the ways 
in which edge computing is driving innovation and paving the way for the future 
of technology. It also delves into the challenges and considerations associated with 
implementing edge computing architectures, addressing topics such as edge device 
management, data orchestration, and edge-to-cloud integration.

Edge Computing Technologies

The utilization of edge computing technologies presents a multitude of benefits 
that have the potential to revolutionize various industries and enhance the overall 
digital ecosystem. Firstly, one of the key advantages lies in the significant reduction 
of latency. By processing and analyzing data closer to the source, edge computing 
minimizes the time it takes for data to travel to and from the cloud. This is par-
ticularly crucial for applications requiring real-time or near-real-time responses, 
such as autonomous vehicles, industrial automation, and immersive virtual reality 
experiences. The reduced latency not only improves the overall user experience but 
also enables time-sensitive decision-making, leading to increased efficiency and 
productivity.

Secondly, edge computing offers enhanced security and privacy. With traditional 
cloud computing, sensitive data often has to be transmitted and stored in remote data 
centers, raising concerns about potential security breaches or unauthorized access. 
Edge computing mitigates these risks by keeping data closer to its origin, reducing 



the exposure to external threats during transmission. Additionally, by enabling local 
processing, edge computing allows for data to be anonymized or encrypted at the 
edge devices themselves, further bolstering privacy protection. This capability is 
particularly relevant in industries handling sensitive data, such as health care and 
finance, where compliance with stringent data protection regulations is paramount. 
Whether you are an industry professional, an academic researcher, or simply curi-
ous about the cutting-edge advancements shaping our digital landscape, this book 
provides a comprehensive guide to understanding and harnessing the potential of 
edge computing.

Edge Computing Management

While edge computing offers numerous benefits, its implementation and manage-
ment also present a set of challenges and issues that need to be addressed. One of 
the primary challenges is the complexity of managing a distributed network of edge 
devices. Unlike traditional centralized cloud computing, edge computing involves a 
multitude of devices located at various edge locations, often with different hardware 
capabilities and operating systems. This heterogeneity poses challenges in terms of 
device management, software updates, and ensuring consistent performance across 
the network. Coordinating and maintaining a large number of edge devices requires 
robust management frameworks that can handle tasks such as provisioning, monitor-
ing, and troubleshooting in a scalable and efficient manner.

Another significant challenge is data governance and orchestration. Edge comput-
ing involves processing and storing data closer to its source, which means that data 
is distributed across multiple edge devices. This distributed nature raises concerns 
about data governance, security, and compliance. Organizations must establish robust 
policies and mechanisms to ensure data integrity, privacy protection, and regulatory 
compliance. Additionally, orchestrating data flows and managing the movement of 
data between edge devices and the cloud poses a challenge. Efficient data orchestra-
tion requires careful consideration of factors such as data priority, network band-
width, and latency. Balancing the distribution of data processing and storage between 
the edge and the cloud while maintaining data consistency and minimizing data 
transfer costs is a complex task that requires intelligent data management strategies. 
Addressing these challenges and issues requires innovative solutions and frameworks 
for edge computing management. Efficient device management systems, centralized 
control planes, and automated provisioning mechanisms are essential to streamline 
the deployment and maintenance of edge devices.

Edge Computing Integration

The integration of edge computing with other emerging technologies holds immense 
potential to drive innovation and unlock new possibilities across various domains. 
One such synergy is the combination of edge computing with artificial intelligence 
(AI) and machine learning (ML). By bringing computational power and data process-
ing closer to the source, edge computing facilitates real-time data analysis, enabling 
AI and ML algorithms to make informed and instantaneous decisions at the edge. This 
integration is particularly valuable in applications that require quick response times 
and autonomous decision-making, such as autonomous vehicles, smart surveillance 
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systems, and predictive maintenance in industrial settings. The combination of edge 
computing and AI/ML also reduces the need for constant data transmission to the 
cloud, optimizing bandwidth usage and minimizing latency, which is critical for 
time-sensitive applications.

Another promising integration lies in the convergence of edge computing and the 
Internet of Things (IoT). The IoT ecosystem is characterized by a vast network of 
interconnected devices that generate and exchange large volumes of data. By integrat-
ing edge computing with IoT, data can be processed, filtered, and analyzed at the edge 
devices themselves, reducing the need for data transmission to centralized cloud serv-
ers. This enables faster response times, improved scalability, and enhanced reliability 
of IoT applications. For instance, in smart cities, edge computing can enable real-time 
analysis of sensor data to optimize traffic management, energy consumption, and 
waste management systems. Similarly, in health care, edge computing integrated with 
IoT devices can support remote patient monitoring, real-time diagnostics, and timely 
intervention, enhancing the delivery of healthcare services.

Organization of the Book

This edited book is organized into two sections with eleven chapters. The first sec-
tion on “Edge Computing” looks generally at edge computing technologies like 
cloud, fog, network, and swarm computing. Chapter 1, “Cloud Computing to Fog 
Computing: A Paradigm Shift”, provides an overview of healthcare services using 
cloud and fog computing. Chapter 2, “Perspective Chapter: A View – Cloud-Edge 
Computing Technology ” looks at different types of cloud computing and edge com-
puting services. Chapter 3, “Network Powered by Computing: Next Generation of 
Computational Infrastructure”, deals with the convergence of data communications, 
cloud, and high-performance computing. Chapter 4, “Perspective Chapter: Cloud 
Lock-in Parameters – Service Adoption and Migration”, highlights technical advance-
ments that contribute to interoperable migration in heterogeneous cloud environ-
ments. The first section ends with Chapter 5, “Swarm Computing: The Emergence of 
a Collective Artificial Intelligence at the Edge of Internet”, which provides a compre-
hensive vision of the key aspects of the swarm computing paradigm.

The next section is on “Edge Computing Applications”. Edge computing has been 
applied to control unmanned aerial vehicles (UAVs), IoT, digital epidemiology, hyper-
parameter tuning, 5G emerging technologies, and the Industrial Internet of Things 
(IIoT). In Chapter 6, “Optimal Unmanned Aerial Vehicle Control and Designs for 
Load Balancing in Intelligent Wireless Communication Systems”, the authors propose 
a methodology to significantly improve the system’s performance. Chapter 7, “IoT 
on an ESP32: Optimization Methods Regarding Battery Life and Write Speed to an 
SD-Card”, deals with optimizing battery life methods for microcontrollers. Chapter 8, 
“Perspective Chapter: 5G Enabling Technologies – Revolutionizing Transport, 
Environment, and Health”, examines how 5G technologies can revolutionize trans-
port, health, and the environment. Chapter 9, “Federated Learning Hyper-Parameter 
Tuning for Edge Computing”,  proposes to facilitate the integration of federated 
learning and edge computing by optimizing federated learning hyper-parameters, 
which can significantly reduce training overhead and make it more affordable for 
edge computing Chapter 10, “Perspective Chapter: Edge Computing in Digital 
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systems, and predictive maintenance in industrial settings. The combination of edge 
computing and AI/ML also reduces the need for constant data transmission to the 
cloud, optimizing bandwidth usage and minimizing latency, which is critical for 
time-sensitive applications.

Another promising integration lies in the convergence of edge computing and the 
Internet of Things (IoT). The IoT ecosystem is characterized by a vast network of 
interconnected devices that generate and exchange large volumes of data. By integrat-
ing edge computing with IoT, data can be processed, filtered, and analyzed at the edge 
devices themselves, reducing the need for data transmission to centralized cloud serv-
ers. This enables faster response times, improved scalability, and enhanced reliability 
of IoT applications. For instance, in smart cities, edge computing can enable real-time 
analysis of sensor data to optimize traffic management, energy consumption, and 
waste management systems. Similarly, in health care, edge computing integrated with 
IoT devices can support remote patient monitoring, real-time diagnostics, and timely 
intervention, enhancing the delivery of healthcare services.

Organization of the Book

This edited book is organized into two sections with eleven chapters. The first sec-
tion on “Edge Computing” looks generally at edge computing technologies like 
cloud, fog, network, and swarm computing. Chapter 1, “Cloud Computing to Fog 
Computing: A Paradigm Shift”, provides an overview of healthcare services using 
cloud and fog computing. Chapter 2, “Perspective Chapter: A View – Cloud-Edge 
Computing Technology ” looks at different types of cloud computing and edge com-
puting services. Chapter 3, “Network Powered by Computing: Next Generation of 
Computational Infrastructure”, deals with the convergence of data communications, 
cloud, and high-performance computing. Chapter 4, “Perspective Chapter: Cloud 
Lock-in Parameters – Service Adoption and Migration”, highlights technical advance-
ments that contribute to interoperable migration in heterogeneous cloud environ-
ments. The first section ends with Chapter 5, “Swarm Computing: The Emergence of 
a Collective Artificial Intelligence at the Edge of Internet”, which provides a compre-
hensive vision of the key aspects of the swarm computing paradigm.

The next section is on “Edge Computing Applications”. Edge computing has been 
applied to control unmanned aerial vehicles (UAVs), IoT, digital epidemiology, hyper-
parameter tuning, 5G emerging technologies, and the Industrial Internet of Things 
(IIoT). In Chapter 6, “Optimal Unmanned Aerial Vehicle Control and Designs for 
Load Balancing in Intelligent Wireless Communication Systems”, the authors propose 
a methodology to significantly improve the system’s performance. Chapter 7, “IoT 
on an ESP32: Optimization Methods Regarding Battery Life and Write Speed to an 
SD-Card”, deals with optimizing battery life methods for microcontrollers. Chapter 8, 
“Perspective Chapter: 5G Enabling Technologies – Revolutionizing Transport, 
Environment, and Health”, examines how 5G technologies can revolutionize trans-
port, health, and the environment. Chapter 9, “Federated Learning Hyper-Parameter 
Tuning for Edge Computing”,  proposes to facilitate the integration of federated 
learning and edge computing by optimizing federated learning hyper-parameters, 
which can significantly reduce training overhead and make it more affordable for 
edge computing Chapter 10, “Perspective Chapter: Edge Computing in Digital 
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Epidemiology and Global Health”, looks at the application of edge computing in 
public health, critical medicine, and epidemiology. Finally, Chapter 11, “Perspective 
Chapter: Edge-Cloud Collaboration for Industrial IoT – An Online Approach”, 
proposes how edge and cloud should converge for Industrial Internet of Things (IIoT) 
applications.

I am proud to present Edge Computing – Technology, Management and Integration 
and I would like to thank the staff at Intech Open, especially Ana Javor and Kristina 
Cvitan, who have ably supported me in getting this book to press and publication. I 
would also like to humbly thank all the authors who submitted chapters to this book. 
Without their tireless efforts and contributions, this book would not have been pos-
sible. I hope we can collaborate again in the future and publish more books together.

I hope everyone will enjoy reading and learning from this book and I hope it will 
inspire and encourage future research on edge computing. The adoption of edge 
computing technologies brings forth a host of benefits, including reduced latency, 
enhanced security and privacy, and improved reliability. 

Any comments or questions can be emailed to sam.goundar@gmail.com

Sam Goundar
RMIT University,

Hanoi, Vietnam
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Chapter 1

Cloud Computing to Fog
Computing: A Paradigm Shift
Syed Rizwan Hassan and Muhammad Rashad

Abstract

Fog computing scatters the resources throughout the system to provide services
close to the edge of the network. This chapter provides an overview of different
segments associated with the fog computing paradigm for implementing efficient
Internet of Things (IoT) applications. Section 1 provides an overview and motivation
behind the provision of healthcare services using cloud and fog computing paradigms.
Section 2 provides the literature and research work related to the deployment of
healthcare applications using cloud and fog computing architectures. Section 3 pro-
vides the architectural design of a fog computing-based remote pain monitoring
application. Section 4 provides the simulation parameters and architecture that are
arranged for the evaluation of the proposed policy. Finally, Section 5 concludes and
discusses the results of simulations obtained on different scales.

Keywords: e-healthcare, fog computing, cloud computing, remote pain monitoring,
latency, network consumption

1. Introduction

Due to recent technical advances in the field of information and technology, the
provision of online services in every area of life has become possible. The IoT tech-
nology links the devices in regular use by humans with the Internet and provides an
interconnection between billions of devices throughout the globe. According to Ref.
[1], the number of such devices is estimated to reach 12 billion by the year 2021, which
will bring an enormous revolution in living aspects and social routines of human lives.
The limited processing and storage capacity of IoT devices restricts them from
implementing applications involving data of heterogeneous nature or performing
tasks involving big data. So, most of the IoT applications are designed on cloud
computing architecture that allows resourceful cloud servers to access the data sensed
by the IoT devices for processing and storage [2]. This integration of the cloud
computing paradigm and IoT technology has numerous benefits allowing the deploy-
ment of diverse types of applications with different requirements.

Integration of IoT technology in the healthcare industry is shifting toward the
remote provision of health services to patients without the physical intervention of
doctors. This will not only accelerate the healthcare process but also provide ease to
the patients to get doctor prescriptions and diagnostics required by uploading their
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health-related data. Smartphones are a perfect example of IoT devices. Cloud
computing offers massive computational resources for the fast processing of diverse
and huge amounts of data coming from a large number of patients in healthcare
applications [3]. However, latency and network load problems arise in cloud-based
IoT healthcare applications when implemented on large scales due to a huge rise in
data to be processed [4]. Therefore, it is not viable to implement latency-sensitive
healthcare systems in the cloud computing paradigm.

Fog computing term was introduced by CISCO in 2012 [5]. The fog computing
paradigm provides the solution to the challenges that evolved in the cloud computing
paradigm by the provision of computational and storage resources in a distributed
manner near the edge of the network to implement IoT applications. The fog para-
digm introduces fog devices having limited version of cloud resources between the
IoT devices and the cloud servers, which offers computational supports to edge
devices to process heterogeneous types of data generated by IoT devices, which results
in less delay and reduced network load. Hence, these formerly mentioned prominent
features of the fog computing paradigm make it a better choice for the implementa-
tion of IoT healthcare applications.

This chapter briefly describes the beneficial aspects of adopting the fog computing
paradigm for the design and implementation of healthcare applications. Initially, a
literature review covering different healthcare applications designed on the cloud
computing paradigm, their architecture, benefits, and challenges is presented. Later,
the architecture of the fog computing paradigm to implement healthcare applications
in a distributed manner is presented. Correspondingly, a detailed literature review of
different applications designed using the fog computing paradigm is presented.
Finally, the design of a remote pain monitoring application using the fog computing
paradigm is presented with a comparative analysis between fog and cloud-based
implementations to show the effectiveness of the fog computing paradigm.

Internet of Things (IoT) applications are drastically growing to facilitate mankind.
Before the adaptation of the fog paradigm, mostly these applications are deployed on
cloud-centric architectures. Due to the high demand for IoT applications, cloud com-
puting faces numerous challenges, such as high delay, burdened network bandwidth,
poor Internet connectivity, scalability, and high execution cost. To address these
challenges, fog paradigm comes into play that extends the cloud resources close to the
edge of the network by employing fog devices throughout the network. Fog devices
have limited resources for the storage and processing of detected information. To
provide real-time response to the end users, some applications are interested in pro-
viding computational services near the edge of the network but still, some of the
applications are there that require big data analysis that needs to be processed at the
cloud server. To implement efficient IoT infrastructure, there is a need of seamless
and effective orchestration of resources. Fog devices work as smart gateways between
cloud and end devices, providing fog and cloud connectivity. The main objective of
this research is to address the critical issues involved in the deployment of IoT appli-
cations on cloud and fog computing paradigms. A solution is implemented in this
research to improve the efficiency of the applications. The second aim of the research
is to investigate the architectural performance of the fog computing paradigm from an
application perspective and the design of policies to implement applications in a way
to achieve optimal performance. Simulations are executed on multiple scales to eval-
uate the proposed design. The simulations results confirm the effectiveness of the
proposed paradigm in achieving a reduction in delay, network utilization and
processing cost at the cloud.
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2. Related work

Several remote e-healthcare monitoring applications deployed on different com-
puting paradigms are presented in this section. In Ref. [6], a mobile cloud computing
paradigm is adopted to deploy applications to provide remote healthcare services. The
authors discussed various schemes for the interconnection of different healthcare
systems and proposed a design of an application used for fall detection of patients
based on the cloud paradigm. The authors in Ref. [7] presented a design of an appli-
cation that utilizes the cry of newborn babies as a pathological tool for the detection of
pain. This remote pain detection application is designed on a cloud paradigm. The
Support Vector Machine (SVM)-based neural networks are used for the classification
of patterns and the proposed application provides remote access to the detected pain
statistics by using the Thinkspeak IoT platform. Medical practitioners and medical
service providers can access the detected pain by using mobile devices. The research
in Ref. [8] presents a cloud paradigm-based application for remote pain monitoring of
patients. In the proposed design, the cloud server acts as a link between the edge
nodes and the web platform. The proposed design includes a wearable sensor mask as
an edge node for the detection of different biopotential signals of patients, which are
processed at the cloud server for the detection of pain intensity. Afterward, the
detected pain information is transmitted to the web platform connected to the cloud
server for providing remote access to the end users. Researchers adopt the same
paradigm in Ref. [9] for the implementation of an application for remote monitoring
of patients that are in a persistent vegetative state (PVS) by analyzing their real-time
facial expressions.

For the provision of pervasive healthcare services to end users, the system
deployed in Ref. [10] is based on the mobile cloud paradigm. High network con-
sumption, latency, and reliability are the major limitations in the large-scale deploy-
ment of efficient e-healthcare applications on mobile computing paradigm for the
provision of real-time medical services to the patients. To resolve these problems
and to provide high QoS the researchers designed a layered healthcare architecture
named as UbeHealth. For remote services and supervision related to healthcare, the
first layer is based on medical practitioners and doctors. The second layer contains
cloudlets that are used for the prediction of the upcoming network traffic volume
which is used for adaptation of a specific data rate to maintain high QoS. The cloud
server is placed at the third layer for the provision of high computational and storage
resources.

For the provision of advanced healthcare services to the end users, the
importance of the placement of gateway devices close to the network edge is
enlightened by authors in Ref. [11]. The authors proposed a fog-based healthcare
warning system that provides an early warning related to healthcare issues. The
authors in Ref. [12] describe the major issues involved in the deployment of
healthcare applications on cloud computing and mobile computing paradigms. The
authors also proposed the fog computing paradigm for the execution of healthcare
applications in a scattered manner to efficiently utilize available resources. In Ref.
[13], a fog-based healthcare application monitors the patients using the sensor
nodes and processes this information using fog computing resources. The cloud
server resides on the top of the network to provide additional processing
services. An application for the monitoring of ECG signals of patients is designed in
Ref. [14] that utilizes the cloud and mobile platforms for the provision of healthcare
services.
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In Ref. [15], a cloud-based system that employs a social-technical design scheme to
implement a healthcare application in the Nigerian healthcare system is presented.
The proposed system is used to provide services to the residents of rural areas, which
results in the reduction of cost and delay. The fog-based remote healthcare monitoring
design is emerging as a solution to several existing healthcare issues in developing
countries. The system presented in Ref. [16] is specially designed to provide services
to patients suffering from chikungunya. The proposed system avoids an outbreak by
enabling real-time virus detection and diagnosis arrangement. In their strategy, clas-
sification is accomplished on patients’ data using a decision tree for the detection of
viruses and the result is instantaneously communicated to the users through mobile.
Furthermore, the virus outbreak state is monitored by performing chronological net-
work analysis on the patient’s data collected from the vicinity.

Integration of IoT, biosensors, and cloud computing paradigm enhances the
implementation of e-healthcare applications that results in addressing the factors
limiting the delivery of healthcare services to each patient, which includes the avail-
ability of expensive, sensitive medical equipment in each medical unit, shortage of
medics and health workers, limitations in hospital information systems. Cloud com-
puting enhanced the medical facilities provision on large scales by providing a remote
interconnection between patients and doctors. Besides this interconnection, the cloud
also offers continuous access to medical records whenever and from wherever
required, further enhancing patient care. Cloud servers have plenty of resources to
handle the huge and heterogeneous types of medical data sensed by healthcare IoT
devices.

Several e-healthcare applications are designed on the cloud paradigm. An existing
challenge in the healthcare and medical support systems is the delivery of medical
services to the increasing number of elderly people. To overcome the challenges
involved in this area, the authors in Ref. [17] proposed a Cloud-Based Smart Home
Environment (CoSHE) for home healthcare, which uses Software-as-a-Service (SaaS)
architecture with wearable sensors to collect different biopotentials of the patient to
provide information remotely to doctors and caretakers. This application uses a pri-
vate cloud facility that enables remote monitoring of patient records by healthcare
professionals. The proposed system consumes high energy as it uses non-invasive
sensors for the monitoring of the entire home.

In cloud-based healthcare applications, the IoT devices are equipped with different
types of sensors that are used to sense different medical information related to
patients, which are conveyed to cloud servers by IoT devices through the wireless
communication link. The sensed data of patients are stored in cloud databases and are
used for further analysis in diagnostic procedures. Based on the patient’s condition,
alert signals are conveyed to the doctors and related caregivers. Cloud-based
healthcare systems provide initial diagnosis and some precautionary measures for
better health.

The integration of IoT devices, biosensors, and cloud paradigm results in an effi-
cient structure for the implementation of real-time healthcare applications to
remotely facilitate elderly and disabled persons. For real-time monitoring of disabled
and elderly patients, a cloud-based structure is presented by authors in Ref. [6] based
on sensors to continuously detect ECG signals of patients. Cloud computing provides a
huge amount of storage and computational resources to process the sensed data from
many patients. The cloud server provides access to the stored medical data to several
healthcare service providers. To achieve medical data privacy, ECG signals are
watermarked and enhanced on the client side and are stored in databases before
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sending to the cloud for further processing. This process enables sharing of specific
medical information with the only relevant and appropriate healthcare services.

Owing to the integration of IoT technology in the healthcare industry, this area is
not just limited to Electronic Medical Records (EMRs) and Hospital Management
Systems (HMS). Healthcare systems are becoming more digital and patient-centric by
providing computer-aided surgical treatments and remote patient healthcare man-
agement. The research in Ref. [18] provides the challenges faced by the healthcare
industry related to the adoptation of digital data. Afterward, a system as an
example based on the cloud computing paradigm is illustrated, offering healthcare as a
service (HaaS). By adopting cloud-based healthcare applications, patients can
connect to healthcare specialists to attain medical guidance on time. Cloud
computing is a centralized approach that stores all the collected data at cloud
servers located at remote locations, which seems to be challenging in preserving the
privacy of the stored data. The aforementioned concern is one of the key motives
behind the limited adaptation of such centralized systems. In Ref. [19] a fog-based
framework for cloud healthcare applications is presented that uses intermediate fog
nodes to pre-process the patient’s data to maintain privacy and confidentiality of their
health record. The proposed approach provides an accurate outcome with the facility
of content privacy and security at the edge. Privacy concerns appear to be more
significant in cloud-based healthcare systems where the sensitive and heterogeneous
type of data generated from wearable biosensors needs to be processed and stored.
The existing privacy preservation techniques available are not applicable due to their
high processing and communication cost. To address this issue, a cloud-based user
validation scheme for medical data is presented in Ref. [20] that performs mutual
authentication for secure transmission between patient and wearable sensor nodes by
secret session key allocation. To address the existing problems in the information
exchange procedures in healthcare systems, a novel hybrid cloud system named
MedShare is presented in Ref. [21]. Medical organizations operating on large
scales maintain their cloud servers, and to share the medical records of patients
with other organizations, they use peer-to-peer (P2P) mode following some
defined policies. To preserve the privacy of the sensitive medical record and
patient identity on cloud-based healthcare networks from impostors and to maintain
security, anonymous authentication data exchange is vital among the different peer
organizations.

On pairing-based cryptography, an anonymous on-the-fly secure data exchange
protocol is proposed in Ref. [22] that permits cloud servers to vigorously create
temporary identities to generate session keys for each session of information
exchange. The proposed approach is beneficial against different cyber-attacks. To
significantly reduce the processing time of medical queries in cloud-based healthcare
services, the optimal selection of virtual machines (VMs) plays an important role. To
achieve optimal VM selection, a chronic kidney disease diagnosis and the prediction
model are presented that employs Parallel Particle Swarm Optimization (PPSO) with
linear regression and a neural network. The prediction of the proposed model is 97.8%
with a reduction in execution time [23]. The engagement of mobile devices for the
facilitation of human lives through useful applications has almost achieved its ultimate
level. The factors restricting the use of mobile devices are the limited amount of
processing, storage, and battery. A mobile cloud computing model for big data e-
healthcare services is presented in Ref. [24] that engages cloudlets. A huge amount of
data is generated and needs to be processed to provide remote healthcare services.
One of the best choices to handle this big data is cloud computing.
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A detailed analysis of cloud computing techniques to handle the healthcare big data
segment and future research dimensions in this area are discussed in Ref. [25]. In Ref.
[26], a mobile cloud computing-based effective and intelligible framework for stroke
detection is presented, which consists of two application elements, for example,
mobile application and server application. For the classification of subtypes of strokes,
an artificial neural network module is used, whereas a server module is used to save
the information from the patients. Robust protection against untrusted clouds and
unauthorized users is mandatory to secure sensitive healthcare data in cloud-based
healthcare systems.

Currently, security mechanisms adopted in most of the cloud-based healthcare
systems are based on cryptography, SOA, Secure Multi-party Computation (SMC),
and Secret Share Schemes (SSS). The computational cost of image processing tasks
performed to prevent unauthorized access to healthcare records is a significant prob-
lem in the implementation of such security techniques. To protect healthcare infor-
mation from possible disclosure, machine learning-based security schemes using SVM
and Fuzzy C-means Clustering (FCM) to classify image pixels are applied. Results of
the evaluations performed utilizing the proposed technique using two datasets con-
firm that for data protection and simultaneous image segmentation use of SVMs is an
efficient concept. ECG monitoring plays a vital role in diagnosing and monitoring
heart conditions.

Almost all ECG monitoring systems deployed so far are based on mobile applica-
tions. A new monitoring method was proposed that uses wearable sensor nodes for
ECG detection. The proposed system uses a cloud-based framework with Hypertext
Transfer Protocol (HTTP) and MQTT protocols to provide visual and timely access to
recorded ECG data [27]. A blockchain-based approach for secure and robust
healthcare data transmission is presented that collects the sensed data of patients
using wearable devices to store it in cloud storage. The blockchain concept is
implemented on individual patient records to maintain the privacy that generates a
distinct block as a chain. Experimental results reveal that the proposed model provides
a reduction in average delay and execution time with an improved success rate as
compared to conventional models [28].

Cloud computing is the base architecture to implement IoT-enabled applications.
Cloud due to its centralized architectural approach offers high latency and restricts
large-scale implementation. Fog computing offers solutions to these problems. The
issues involved in interoperability and integration of cloud and fog architectures are
explored in Ref. [29] to provide healthcare services. To provide cost-efficient
healthcare services with low latency and reliability, several IoT-based healthcare
frameworks are designed using different paradigms. The challenges to maintaining
the quality of service in such systems are due to the heterogeneous nature of
healthcare data.

A five-layered heterogeneous architecture to simultaneously handle mist, fog, and
cloud-based networks to efficiently handle and route real-time healthcare data is
proposed. The proposed framework ensures efficient resource allocations, high QoS,
and reduction in latency by adopting software-defined networking and link
adaptation-based load balancing [30]. A new public, private, and hybrid cloud-based
conceptual computing model is presented that adopts multiple cloud services to
resolve existing critical issues involved in the modeling of health management
systems [31].

A cloud-based framework using a fuzzy rule-based neural classification algorithm
for the diagnosis of diabetes is designed in Ref. [32]. The cloud paradigm offers a two-
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level hierarchical processing structure that is inefficient in reducing delay and energy
utilization. A model is proposed in Ref. [33] that provides an energy-efficient cloud
paradigm for deploying IoT applications using dynamic voltage and frequency scaling
(DVFS) technology. The proposed model migrates and reuses virtual machines with
round-robin scheduling.

In Ref. [34], a module placement for the fog-cloud paradigm is proposed that splits
the resources of fog nodes into slots to which slotted versions of services are allocated
on availability to perform energy-efficient execution of services. To increase the
reliability, efficiency, and performance of the computing systems with efficient net-
work bandwidth consumption, a data duplication idea is proposed in Ref. [35] that
provides a copy of original data near the end nodes. The proposed concept reduces the
burden on the network. A cognitive intelligent IoT smart healthcare framework, based
on a cloud paradigm to provide cost-efficient and rapid healthcare services for moni-
toring patient state, is presented in [36].

In Ref. [37], a deep learning-based seizure detection of epileptic patients is pro-
posed that consumes cloud resources for the execution of sensed information. Cloud
computing architecture proves to be a cost-efficient solution to deliver flexible and
enhanced quality of service in the healthcare industry. Deploying e-Healthcare appli-
cations on the cloud paradigm results in the transfer of sensitive health-related data of
patients between several entities. Due to the application of modern cryptographic
techniques, the communication channels between these entities are secure enough but
the protection of data at the endpoints from malicious insider attacks is still a prob-
lematic task. To prevent false examination of patients due to data manipulation from
malicious insiders, the study in Ref. [38] provides an insider attack detection process.
The proposed approach uses a combination of watermarking and cryptographic tech-
niques to provide transparency of patient data.

ECG feature extraction plays a pivotal role in detecting and diagnosing various
cardiac diseases. In cloud-based healthcare systems, the detected ECG signals of
patients are directly transmitted from biosensors to cloud servers for processing. In
Ref. [39], the fog computing concept is adopted to enhance the performance of such
health monitoring systems by providing distributed storage and processing resources
at the edge nodes. In their proposed model, ECG features extraction performed via the
lightweight wavelet transform method at fog devices, which results in achieving high
bandwidth efficiency and reduced latency.

In Ref. [40], a fog paradigm-based health monitoring system that uses Gigabit
Passive Optical Network (GPON) as an access scheme is presented. The designed
approach places fog nodes at optimum locations, calculated using Mixed Integer
Linear Programming (MILP) for energy-efficient implementation. The experimental
results confirm that the proposed approach is energy-efficient as compared to the
centralized cloud computing approach when used for healthcare applications with low
and high data rates.

In smart cities concepts, the fog computing paradigm bridges sensor networks and
smart homes. Fog nodes usually execute basic data processing and data translation
tasks. In smart healthcare systems, fog nodes, the gateway to sensitive medical data,
have high privacy and security threats. So, to deploy a secure and smart healthcare
system, a cognitive fog model is designed [41] that is capable of taking decisions
related to processes joining and relieving. The proposed model is also self-capable and
self-aware to initiate new processes to provide security to running modules in the fog
environment. In addition, the proposed model provides better accuracy, detection,
and error rate as compared to other available algorithms.
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iFogSim is the simulator used for the execution of various scenarios based on cloud
and fog computing paradigms. Most of the researchers have used this simulator for the
evaluation of their fog computing-based applications. The authors explain the steps
and procedures involved in modeling and implementing fog computing-based appli-
cations in iFogSim [42]. A fog paradigm-based disaster management system is
implemented in Ref. [43] and is compared with the cloud-based deployment using
iFogSim. Authors in Ref. [43] used iFogSim to monitor the effects of the CPU speed of
fog devices on energy utilization and latency of the system.

For optimum scheduling of tasks, a whale optimization-based scheme is compared
with the available several heuristic algorithms in implementing healthcare applica-
tions using the iFogSim simulator [44]. An efficient car parking application based on
the fog paradigm is simulated using the iFogSim toolkit and is compared with the
cloud-based deployment to illustrate the beneficial aspects of adopting the fog para-
digm [45]. The research in Ref. [46] categorized the iFogSim toolkit as the most
effective simulator available for the execution of different applications on the fog
computing paradigm. An energy-efficient module allocation approach based on a
heuristic algorithm is presented and simulated using the iFogSim toolkit by the
authors in [45].

3. Internet of thing-based remote pain monitoring application

Wearable sensors existing in the market by 2020 are about to be 237.1 million, with
an estimated reach of the market segment associated with the medical industry being
$117 billion by 2020 [47]. The data communicated by these large number of applica-
tions based on such a large number of sensors is estimated to be 507.5 zettabytes [48].
Generally, these applications are deployed using the cloud paradigm. The cloud para-
digm offers resources in a centralized way to process the huge amount of volume
sensed by a large number of sensor nodes. Due to the availability of large resources at
cloud servers, the cloud paradigm is very viable for implementing healthcare applica-
tions [49].

The cloud paradigm offers all resources in a centralized fashion for the completion
of different tasks. Gigantic and diverse type of information is sensed by the edge
nodes, which is to be handled by the cloud server. Due to the centralized nature, this
paradigm offers high latency and huge network consumption, which limits the
deployment of healthcare applications on large scale. Healthcare applications dealing
with the processing of ECG signals have strict QoS and latency requirements that are
not fulfilled by the cloud-centric paradigm when deploying applications on large
scales [38]. Therefore, the cloud paradigm is not viable for providing healthcare
services with stringent QoS requirements.

Pain is a significant factor in detecting a patient’s distress and ailment. The conse-
quences of an investigation performed on diverse groups of patients favor the neces-
sity of remote pain monitoring [50]. The key restrictions in the manual reporting
method are non-compliance of patients to manual entry, delay in medication, and the
inability of patients to express their conditions. The main factor that makes the self-
reporting scheme impracticable is the delayed provision of diagnosis. Significant
methods applied for the monitoring of pain comprise facial expression recognition
using face video [51], physiological signal fusion [52], and facial EMG. However,
various methods have been applied in designing systems for the remote detection of
pain that incorporates cloud services and various pain detection schemes [53]. The
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core issue in the large-scale deployment of healthcare applications that needs to be
resolved is the attainment of strict QoS requirements. Huge network consumption and
high latency are the major limitations in the implementation of pain monitoring
applications on the cloud paradigm.

In Ref. [8], an application based on a cloud paradigm for the detection of pain is
designed using wearable sensor nodes. The designed application provides remote
access to pain statistics through a web platform. The designed sensor nodes are used to
detect the patients’ biopotential signals, which are further processed by using the
cloud resources. The useful pain information is transmitted to the web platform for
the provision of remote access. This consistent involvement of cloud server introduces
high latency in the provision of services, which is not suitable for e-healthcare appli-
cations. Hence, a remote pain monitoring application based on the fog paradigm is
designed in this research to resolve these issues.

A summary of the main contributions of this research is defined below:

• A three-layer fog computing-based design of an application for the provision of
remote monitoring of pain is presented that utilizes fog resources for providing
real-time computational facilities to the end nodes.

• For evaluation of the proposed fog computing-based healthcare application as
compared to the cloud-based deployment, several scenarios are executed on
multiple scales. The targeted assessment metrics during all these simulations are
delay, network utilization, and cost of execution at the cloud.

• Outcomes of the evaluations executed on various scales confirm the proposed
design’s efficacy in decreasing delay and network utilization compared to cloud-
based implementations. The proposed approach also provides a reduction in the
execution cost in the cloud.

3.1 Background

Cloud computing architecture based on resourceful cloud servers delivers effective
handling of big data generated by different applications. This provision of a resource-
ful solution by cloud paradigm makes cloud architecture the most viable paradigm for
implementing Internet-based applications demanding analysis and processing of big
data. Due to the rise in the deployment of these types of applications, the main
restrictions confronted by the researcher in the cloud-based deployment of applica-
tions are high delay, and inefficient network consumption [54]. Owing to these
problems, deploying latency-sensitive healthcare applications on a cloud paradigm is
not feasible.

Fog paradigm, by offering resources close to the network boundary, significantly
reduces the network load and improves the quality of experience (QoE). This provi-
sion of resources close to the edge also decreases the latency in the delivery of services
to the end user. The fog-based model presented in Ref. [55] attains a 41% reduction in
power consumption by effectively offloading data between cloud and fog nodes. To
achieve stringent QoS requirements of the applications, the fog paradigm distributes
resources throughout the network for the provision of services adjacent to the sensor
nodes [56].

The latency offered by cloud-based healthcare applications is proportional to the
scale on which they are deployed [11], thus failing to attain real-time data provision
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for latency-sensitive healthcare applications [57]. Latency requirements to maintain
QoS in e-healthcare services are presented in Table 1 [58]. Cisco introduced the idea
of fog computing in January 2014 to resolve the high network utilization and delay
problems caused by cloud-based implementations [24].

The fog paradigm distributes the resources in such a manner that reduces the
computational load. The resource-constraint fog devices exist throughout the system
[27, 59]. The main reason behind the adoption of the fog paradigm is the real-time
provision of healthcare services to users [60].

Various applications built on distributed paradigms are proposed in different
studies providing efficient utilization of resources and cost-efficient implementations.
For seamless service provision to the end users, a multi-tier fog paradigm is proposed
in Ref. [61]. A mobility-aware three-layer fog computing structure for optimal
resource allocation is presented in Ref. [62]. The proposed model engages a Gini
coefficient-based FCNs selection algorithm (GCFSA) to get the optimum results. To
enhance security in fog-based ad hoc vehicular networks, the authors in Ref. [63]
presented a design of a new authenticated key agreement protocol. To
provide services like network virtualization and edge resource management to the
end-users by different network service providers using a fog-cloud paradigm is
proposed in Ref. [64].

Fog computing architecture reduces repeated cloud server participation for the
execution of tasks, resulting in reduced network utilization and delay. Several types of
research have shown a decrease in latency by adopting the fog paradigm as an alter-
native to cloud architecture to implement different applications [26, 43, 65]. Due to
the distributed structure of the fog paradigm, improved scalability and mobility are
offered. The reduction in network utilization is achieved by adopting the fog para-
digm because fog nodes process the sensed information near the end users. A double-
matching resource allocation scheme is proposed in Ref. [66] that achieves cost effi-
ciency by effectively allocating the network resources. Similarly, an algorithm is
presented in Ref. [67], which offers dynamic offloading and resource assignment to
achieve a reduction in cost and latency.

Fog computing distributes limited resources in the form of fog devices throughout
the network. The limited resources available at the fog devices are sufficient to per-
form various dynamic tasks assigned by the edge nodes [29]. In this chapter, a three-
layer fog paradigm-based design is proposed and implemented for the deployment of
an e-healthcare application that provides remote access to pain-related information of
the patients. The prominent characteristics of fog computing architecture include
reduced delay and efficient network utilization, which make this architecture the
most suitable candidate for the implementation of latency-sensitive e-healthcare
applications [68].

Facilities Applications Media Delay requirements

Audio transmission Audio conversation Audio < 150 milliseconds one-way

Video transmission Video conferencing Video < 250 milliseconds one-way

Robotic facilities Tele-ultrasonography Control signals < 300 milliseconds round-trip-time

Monitoring facilities Remote pain monitoring Biosignal < 300 milliseconds for real-time ECG.

Table 1.
QoS requirements for time-sensitive healthcare services.
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The proposed design integrates a fog computing paradigm and web platform
to provide real-time access to pain-related information of the patients. Several
signal processing techniques are executed utilizing fog resources to complete the
pain detection process. The pre-processing opportunity offered by the fog nodes
in between the cloud server and edge nodes correspondingly reduces the execution
cost.

3.2 Proposed architecture

Figure 1 describes the three-layer fog paradigm proposed for the deployment of a
remote pain monitoring application. The first layer is at the edge of the network,
which is based on biopotential sensors connected to patients admitted to the
hospitals. This layer exploits the sensors to detect and transmits the sEMG and
ECG signals of the patients to the second layer for further processing. The second
layer consists of resource-constraint fog devices that provide resources near the
edge layer to process the sensed biopotential information. The last layer in the
proposed architecture consists of a cloud server that provides a massive amount
of storage and computational resources for the execution of sensed and
preprocessed information forwarded by the connected fog nodes. The designed
architecture also provides remote access to pain-related information of patients
through a web platform. The proposed architecture minimizes the latency and
network utilization in providing remote services to the end users. A brief introduction
of each component involved in the proposed design is described in the following
sections.

Figure 1.
Proposed fog-based remote e-healthcare application for pain monitoring.
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3.2.1 The sensor layer

The sensor layer is responsible for detecting and transmitting biopotential signals
from hospitals to the fog layer. For the fulfillment of this purpose, the sensor layer is
comprised of wearable biosensors. The edge nodes contain battery-operated sensors
and are equipped with passive electrodes to detect biopotential signals. The edge
devices are responsible for the transmission of detected medical information to the fog
nodes, which is why they are integrated with the Wi-Fi module. The designed sensor
nodes for the detection of biopotential signals have a sampling rate satisfying the
Nyquist criteria. The edge nodes transmit the detected biopotential signals of patients
to the parent fog nodes for additional processing [69].

3.2.2 The fog layer

The fog layer exists in the middle of the proposed design. The fog computing
layer is comprised of resource-constraint fog devices that are responsible for the
provision of resources close to the edge of the network for providing real-time
processing of pain-related sensed data detected at the edge layer. The fog layer per-
forms primary processing on the detected biopotential signals for the recognition of
pain in patients.

Interoperability is an important feature of fog computing that permits various fog
devices to interconnect, allowing dealing with multiple types of edge devices. Multiple
fog devices contribute some of their available resources to fulfill the assigned
processing tasks [28]. The proposed design takes interoperability as an integral char-
acteristic of fog computing which is why the delay factor in intercommunication
between fog devices is not considered [45].

Specific indexes are used to distinguish between various patients, such as HS22
defines the second patient of hospital 2, as shown in Figure 2. To offer remote access
for pain monitoring to doctors and users, the proposed design links a web platform
with fog devices. The fog devices utilize limited available resources for the processing
of the detected pain-related biopotential signals and transfer the results of the
processed information to the web application. The cloud server is a resourceful
entity used to permanently store pain-related statistics to maintain patient
records. Before transferring pain-related information to a storage module located at
a cloud server, this data is temporarily stored in a fog database using limited
available storage. The proposed fog computing paradigm provides resources near the
patients for providing real-time processing of the pain-related signals detected at the
hospitals.

3.2.3 The cloud layer

This layer contains a cloud server accountable for providing storage and computa-
tional resources for processing tasks related to pain detection forwarded by the
connected fog nodes. The cloud server being a resourceful device is used for
maintaining the database related to pain-related medical records of patients. A proxy
server provides a link between the fog devices and the cloud server. Fog nodes process
patients’ detected sEMG and ECG signals for detecting pain and forward the pain-
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related information to the cloud server after periodic intervals. The cloud server is
only used in the proposed scheme when the resources available at the fog nodes
cannot complete the pain-related processing task.

3.2.4 Overview

The fog computing paradigm is deployed in the proposed scheme to implement a
remote pain monitoring application that uses ECG and EMG sensors for the continu-
ous detection of biopotential signals of patients residing in hospitals situated at distant
sites. The designed application structure consists of Wi-Fi modules assigned to differ-
ent network devices for providing an interconnection between different network
nodes.

The proposed design contains a web platform to offer users and medical practi-
tioners remote access to pain-related information. The designed approach places the
edge nodes at the hospitals that continuously detect patients’ pain-related signals and
transmit this information to the fog node assigned to that hospital. For detecting pain
based on the Facial Action Coding System [70], various facial muscles under the
observation of the detectors are Frontalis, Corrugator, Orbicularis oculi, Levator Nose,
Zygomaticus, NS Risorius, respectively. The pain-related signals detected by the edge

Figure 2.
The proposed design of e-healthcare application for multiple hospitals.
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nodes are processed using various signal processing and filtering techniques as defined
in Ref. [8], by the fog devices utilizing limited local resources for identifying pain and
its intensity. Afterward, the pain-related information is communicated to the web
platform for remote visualization.

Each hospital in the proposed structure is equipped with multiple numbers of
sensors to monitor patients. These sensor nodes are connected to fog nodes
assigned to the hospitals. In the existing design, one fog device is assigned to each
hospital to provide processing and storage facilities. The cloud server located at the
top of the network structure periodically updates a medical database to keep a record
of patients.

The resources available at the cloud server are enough to process the volume of
biopotential signals generated by the connected fog nodes. However, this distant
communication between sensor nodes and the cloud produces an additional delay and
extra network utilization.

This increase in network consumption and latency restricts the practice of cloud
paradigms for the implementation of such types of applications. The provision of a fog
layer reduces network utilization and latency. This reduction in network consumption
and latency is due to resource-constraint fog nodes providing computational services
near the end users.

This pre-processing of detected information using fog resources also cuts the
volume of information to be processed at the cloud server, resulting in saving execu-
tion costs at the cloud. Furthermore, the communication of pain-related statistics
directly between fog devices and web applications eliminates the auxiliary involve-
ment of cloud servers.

Figure 2 describes the structure in which multiple hospitals are to be monitored
using multiple fog devices. The network consumption and delay rise with an increase
in the number of hospitals to be monitored because of the simultaneous transmission
of the amplified size of information to the cloud and web server by multiple fog
devices.

Initially, all the sensors are initialized for the detection of biopotential signals of
the patients. These detected signals are transmitted to the parent fog nodes. Fog
devices consume available resources for the execution of various feature
extraction techniques, pattern recognition algorithms, segmentation schemes and
data reduction approaches to generate useful results related to pain-related
information of patients [71–75]. This pain-related information extracted from the
sensed information is communicated to the cloud and web platform to offer remote
access.

3.3 Simulation setup and results

An average of three simulations per scenario is executed to assess the
proposed design. In all the executed scenarios, the edge devices are increased to
monitor the increasing number of patients. The end devices are directly
connected to their parent fog nodes. The sensed signals by the sensors are
instantly transmitted to the resourceful fog devices. The iFogSim toolkit is used for
the simulations of multiple scenarios generated for the comparison of the
proposed design with the cloud-based deployment. The parameters under
observation during these scenarios are end-to-end delay, network utilization, and
execution cost.
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Algorithm A: Fog paradigm-based remote pain monitoring application with FCFS
scheduling

In the simulated scenarios, variables for the representation of hospitals and edge
devices are created. In all the scenarios, four hospitals are simulated. One fog device is
allocated to each hospital. In the first scenario, there are four sensors connected to
each hospital for monitoring patients. The proxy server provides an interconnection
between the cloud server and fog nodes. The sensors deployed in all the simulations
are designed with a CPU length of 1200 million instructions. The sensing frequency of
sensors used in simulations is 25 milliseconds. The number of sensors is increased in
each new simulated scenario.

Algorithm A defines the steps involved in the creation and execution of different
topologies for the evaluation of the proposed remote pain monitoring application on
different scales. Network utilization and delay are the parameters observed during all
the evaluations. The RMS data stream module is placed at the sensor nodes for the
detection of biopotential signals of patients. The digital filtering and dimension
reduction modules require more computational resources, so these modules are
assigned to fog devices. Furthermore, for the visualization of pain-related information
to the remote users the pain detection module is placed on the web server. The
scheduling scheme employed in our simulations is the First Come First Serve (FCFS)
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scheduling strategy. The data dependency between different modules is shown in the
algorithm. The tasks associated with any module are described in the form of tuples in
the simulation environment. Tuples are transmitted between the modules for task
assignment and are executed at modules.

For the assessment of the proposed design on multiple scales, the sensors associated
with fog devices are increased in each subsequent simulation scenario. This increment
of sensors gives rise to the volume of detected information to be processed at the fog
node, which increases delay and network utilization. As a result, the resources available
at the fog node are limited, and fog nodes have to perform all tasks within the limits of
the available resources. The advantage of such distributed computing design is to
reduce the processing burden on the cloud server and provide services near the edge of
the network. The values of different network parameters adopted for the creation of
different network devices in the simulation scenarios are defined in Table 2. The
proposed design is compared with the traditional cloud-based deployment. One of the
simulation scenarios created for fog-based deployments is shown in Figure 3.

3.3.1 Execution cost

In the scenarios, there are H number of smart hospitals (H ¼ h1, h2, h3, … , hHf g)
and the total volume of the sensed data of the system to be handled in a given
time t is denoted by Vt

H is the sum of the individual volume of each hospital
(Vt

H ¼ vth1 þ vth2 þ vth3 , … , vthH).

Parameter Cloud Proxy server Web server Fog node Sensor node

RatePerMIPS 0.01 0.0 0.0 0.0 0.0

RAM (GB) 40 4 4 4 1

Idle power 16*83.25 83.43 83.43 83.43 82.44

Downlink bandwidth (GB) 10 10 10 10 —

CPU (BIPS) 44.8 2.8 2.8 2.8 0.5

Uplink bandwidth (GB) 0.1 10 10 10 1

Table 2.
Value of parameters associated with different network devices used in simulations [47].

Figure 3.
One of the scenarios created in iFogSim for evaluating the proposed design.
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The overall time consumed (Tt
s) in the processing of biopotential signals at any

time t can be calculated by using Eq. (1), in which Tt
p denotes time spent at any

interval t in the sensing and processing of signals of a patient.

Tt
s ¼ Tt

p �
XH
i¼1

vthi (1)

Eq. (2) is used for the calculation of the overall time consumed (TF) from detec-
tion of biopotential signals to the provision of pain-related information through the
web platform.

TF ¼ Tt
s þ Tt

ef þ Tt
fw (2)

Here, Tt
ef is the time spent in the transmission of detected information from edge

nodes to fog devices and Tt
fw is the time spent to transmit pain evidence from fog

device to web platform.
In cloud-based deployment, Tec is the time spent in the transmission of detected

information from edge nodes to cloud server and the time it takes to provide this pain-
related information at web platform for visualization to end-users is Tcw. The overall
latency (TC) offered by the cloud-based deployment of remote pain applications is
calculated using Eq. (3).

TC ¼ Tt
s þ Tt

ec þ Tt
cw (3)

At any time t, network utilization for cloud Ut
c

� �
and proposed fog-based design

Ut
f

� �
is calculated using Eqs. (3) and (4) in which δ is the length of data encapsulated

in the tuple.

Ut
c ¼ δ� Tt

s þ Tt
ec þ Tt

cw

� �
(4)

Ut
f ¼ δ� Tt

s þ Tt
ef þ Tt

fw

� �
(5)

Fog nodes by utilizing the available resources process the sensed information. The
tasks demanding additional resources than those available at the fog nodes are transferred
to the cloud server. The proposed organization of network devices significantly reduces
the load on the server resulting in the reduction of processing cost at the cloud server.

Eqs. (6) and (7) are derived from [76] to compute the cost of execution at cloud
(Ec) and reduction in execution cost (ΔEc) respectively.

Ec ¼ ξc þ Sclock � Ltime � RMIPS � Lu � TMIPSð Þ (6)

ΔEc ¼ Ecloud
c ‐Efog

c (7)

Here, ξc is the execution cost, Sclock is the CloudSim clock, Ltime is the last utilization
update time, RMIPS is the rate per MIPS, Lu is the last utilization, TMIPS is the total
MIPS of the host, Ecloud

c is the cost of execution for cloud scenario, and Efog
c is the cost

of execution for fog computing scenario.
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The cloud architecture provides additional computational support to the fog para-
digm by providing a resourceful cloud server. Fog computing delivers services close to
the edge users. The fog node provides resources for the processing of the detected
biopotential signals at the edge layer.

The processing cost at the cloud is based on the consumption of cloud resources
for the execution of tasks in the cloud [76–78]. The decrease in the processing cost at
the cloud can be attained by the induction of fog nodes in the system, as fog nodes
process the detected data by using their resources, resulting in the reduction of
information to be processed at the cloud server. Figure 4 illustrates the reduction in
execution cost by adopting the proposed model as compared to cloud implementation.
The reason for this decrease in information to be processed in the cloud is the intro-
duction of fog resources in the network.

3.3.2 Latency

Healthcare applications require real-time processing. The key factor limiting
the large-scale deployment of such e-healthcare applications on the cloud paradigm
is the high delay offered by cloud architecture. The fog computing paradigm distrib-
utes the resources reducing the repetitive access to cloud servers. This ensures the
reduction of offered delays in the provision of processing services to edge users. In
the proposed design, one fog node is assigned to each hospital that processes the
sensed data at the hospital and transmits the suitable information to the web
platform without incorporating a cloud server. This procedure reduces the
overall latency offered in the provision of remote services to end users. iFogSim
simulator is used to execute all designed scenarios. Figure 5 presents the delay
offered in the provision of pain-related remote access services by the cloud and
fog-based deployments. The delay produced by the cloud-based deployment of the
application significantly rises with an increase in the number of patients, while the
proposed design offers reduced latency due to the provision of service near the
hospitals.

Figure 4.
Reduction in execution cost using the proposed approach.
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To evaluate the proposed fog-based deployment, four fog nodes are installed to
monitor four hospitals. In the initial scenario, each fog node is offered to process the
data of four patients attached to it. Afterward, the number of patients per fog node
increases in each succeeding scenario. The fog nodes have to process the information
detected by the increasing number of patients. Therefore, a rise in the sensed volume
results in an increased execution delay offered by the modules placed at fog nodes.
This simultaneous rise in the sensed volume on each fog node results in a sudden rise
in the latency of the system, as depicted in Figure 5, when the number of patients
increases from 48 to 52. This abrupt rise in the delay is the effect of individual delays
produced at each fog node which can be stabilized by the addition of more fog devices
in the network.

3.3.3 Network consumption

In cloud-based deployment, the cloud server processes all the sensed volume of the
patients. Thus, a rise in the number of patients to be monitored increases the volume
of sensed data to be processed at the cloud server, resulting in higher network con-
sumption. A reduction in network utilization is observed in the case of the proposed
design due to the provision of resources near the patients through fog nodes. Further-
more, this reduction in network consumption is also because each fog device has to
process the information of one specific hospital.

The achieved reduction in network consumption while deploying remote pain
monitoring applications on the proposed design is depicted in Figure 6. In cloud-
based deployment, all the connected patients’ sensed data must be processed at the
single cloud sever available. Thus, a simultaneous increase in the number of patients
burdens the network due to a rise in the sensed load traffic toward the cloud server.
Whereas, this abrupt increase of network load is not observed in the case of fog-based
design because the fog devices have to process the sensed data of patients of only one
hospital. In conclusion, the proposed design reduces latency and efficient network
utilization compared to the cloud paradigm for the deployment of latency-sensitive
e-healthcare applications.

Figure 5.
Latency comparison between the proposed paradigm and the cloud paradigm.
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4. Results and discussion

In this chapter, a design of remote pain monitoring applications using the fog
computing paradigm is presented. To confirm the effectiveness of the proposed
design as compared to cloud-based implementations several scenarios are
implemented [55, 56, 79]. During all these assessments, the parameters under obser-
vation are execution cost, end-to-end delay, and network utilization. The reduction in
the execution cost at the cloud is observed, as shown in Figure 4 while deploying the
application on the proposed paradigm. This reduction in processing cost at the cloud is
due to the provision of fog resources throughout the system.

Figure 5 depicts the delay caused by both of the paradigms in implementing the
application in all the simulated scenarios. The proposed design assigns one fog node to
each hospital for the processing of the sensed data without incorporating a cloud
server. This procedure reduces the overall latency offered in the provision of remote
services to end-users. However, the latency provided by the cloud-based design sig-
nificantly increases with an increase in the number of sensors, while the proposed
design offers reduced latency due to the provision of service near the hospitals.
Figure 6 shows that very high network consumption is offered by the cloud paradigm
for implementing remote pain monitoring applications. The reason behind this high
network consumption in cloud-based deployment is the only availability of resources
at cloud servers in a centralized manner.

4.1 Comparative analysis

The cloud computing paradigm offers resources in a centralized way. Real-time
service provision is a major apprehension in the implementation of e-healthcare
applications. Fog computing offers resources in a distributed manner through the
deployment of fog nodes throughout the network. The fog resources are enough for
the execution of processing tasks related to sensed medical signals. Hence, the fog
paradigm is proved to be a more suitable candidate for the deployment of e-healthcare

Figure 6.
Reduction in network utilization using the proposed fog paradigm.
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applications. Table 3 offers a brief comparison of the proposed fog-based design with
the existing healthcare systems. The outcomes of the simulation carried out in this
research validate that a decrease in network utilization and processing cost at the
cloud is realized using the proposed approach.

5. Conclusions

For the provision of services to elderly patients, patients with disabilities, and
patients residing in remote or rural localities, where frequent access to hospitals is not
an easy task, the healthcare applications providing remote medical facilities are get-
ting popular expeditiously. Mostly, the applications providing remote medical services
are deployed using cloud architecture because the cloud paradigm provides plentiful
resources for the execution and analysis of medical data involved in the procedure of
such applications. Due to the reliance of human lives on such applications, these
applications require real-time processing of medical information with minimum
delay. Owing to centralized architecture, the cloud computing paradigm lacks the
provision of real-time services to end users when such applications are deployed on
large scale. On the contrary, the fog paradigm offers computational services adjacent
to the network edge by distributing resource-constraint fog devices throughout the
network. This chapter presents a remote pain monitoring system based on a fog
computing paradigm that senses and processes the biopotential signals of remotely
situated patients to detect pain. Furthermore, the designed application offers remote
access to patient health-related information through a web platform for the rapid
provision of medical facilitation to the patient. To evaluate the proposed fog
computing-based design with the traditional cloud computing-based application, sev-
eral scenarios are created and executed on multiple scales using the iFogSim toolkit.
The outcomes of the simulations validate the effectiveness of the proposed design in
the provision of services with minimized delay. Furthermore, the proposed design
offers reduced execution costs at cloud and network load as compared to the cloud
computing-based design.

References Architecture Monitoring Delay Processing cost Network load

[80] Cloud Pain Medium High High

[7] Cloud Pain Medium High High

[81] Cloud Health Medium High High

[9] Cloud Patient Medium High High

[8] Cloud Pain Medium High High

Proposed design Fog Pain Minimum Low Low

Table 3.
Comparison between the proposed design and the existing systems.
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Chapter 2

Perspective Chapter:  
A View – Cloud-Edge Computing 
Technology
C. Santhiya and S. Padmavathi

Abstract

In the computing era, the users of Internet grow tremendously. Each individual is 
using a number of devices that access data indefinitely. For any desired task, we will 
have three sorts of basic work in terms of storing, processing, and computation. In 
distributed world, many applications depending upon individual or enterprise rely on 
cloud computing. Edge computing has also evolved after cloud computing. Both the 
technologies have many common characteristics. The advantage of edge computing 
technology is service provisioning and it is done at the device level closer to the user 
rather than cloud. The application that needs faster response time or that holds sensi-
tive data almost relied on edge technology for its computation.

Keywords: cloud, edge, latency, performance, cloud computing

1. Introduction

Cloud Edge technology is an innovative approach for managing and processing 
data in a distributed computing environment. It involves the integration of cloud 
computing with edge computing, which allows data to be processed and analyzed 
closer to the source of the data, reducing latency and improving response times.

At its core, cloud edge technology involves the deployment of edge devices or 
nodes that are connected to the cloud. These devices act as gateways that can process 
data in real time, and send only the relevant data to the cloud for further processing 
and analysis. This approach minimizes the amount of data that needs to be transmit-
ted over the network, which in turn reduces network congestion and lowers the costs 
associated with data transmission.

The benefits of cloud edge technology are many. For one, it enables organizations 
to harness the power of cloud computing while still retaining the benefits of edge 
computing. This means that data can be processed and analyzed in real time, even 
when network connectivity is limited or unreliable.

Another benefit of cloud edge technology is its ability to support the deployment 
of new applications and services. By providing a distributed computing infrastruc-
ture, cloud edge technology enables organizations to deploy applications and services 
closer to their users, which improves performance and enhances the user experience.
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Overall, cloud edge technology represents a significant advancement in the field of 
distributed computing. By combining the power of cloud computing with the benefits 
of edge computing, organizations can optimize their data processing and analysis 
capabilities, reduce latency, and enhance the overall user experience.

2. Background

Edge is the computing evolution after cloud computing but edge will not replace 
cloud in any means rather it will supplement cloud. On top level, always there will be 
cloud layer next to cloud layer bottom the edge layer will present, whenever applica-
tions is having data sensitive processing rather than cloud for faster processing. In 
research paper [1], all the basic scientific methods of cloud, edge, and fog comput-
ing have been discussed. Another research paper [2] compared this edge and cloud 
technology in performance parameters such as data filtering, processing, storage, 
and efficiency. Both the technological paradigms complement each other, n future 
industries such as manufacturing, mining, and transportation for detecting anomalies 
and sending alerts. In paper [3], comparison of fog nodes, edge nodes, and cloudlets 
is done on theoretical perspectives. The model reflects context awareness, access 
mechanisms, etc., and these have different set of characteristics that isolate them 
apart and it lacks standardization. The edge actually is acting as an interface, which 
connects all the edge devices to the cloud. Cloud will offer the services such as storing, 
processing, and analyzing the devices. By now in 2023 above 60% of the data is stored 
in network devices and managed in edge [4].

The major drawback cloud faces over edge is the amount of data processed per 
second, which is not passably supported by cloud. Next drawback is latency issues, 
and cloud also faces waste of resources as well. Also when data is piled and transferred 
to cloud it overloads the network so high bandwidth usage will occur. Edge computing 
[4] will not only helpful in minimizing data dependency over the app or service, and 
it will help in speeding up the process.

2.1 Why cloud computing?

Cloud computing offers many benefits that make it an attractive option for 
individuals and businesses alike. According to the research paper [5], there are some 
reasons why cloud computing is a popular choice:

Scalability: Cloud computing enables users to scale up or down their computing 
resources easily, depending on their needs. This means that users can adjust their 
computing resources as their requirements change, which can result in significant 
cost savings.

Cost-effectiveness: Cloud computing eliminates the need for organizations to 
invest in expensive hardware and software infrastructure. Instead, users pay for the 
computing resources they use on a pay-as-you-go basis, which can result in significant 
cost savings.

Accessibility: Cloud computing enables users to access their data and applications 
from anywhere with Internet connection. This means that users can work remotely, 
collaborate with others in real time, and access their data on any device.

Reliability: Cloud computing providers typically offer high levels of reliability 
and uptime, which ensures that users can access their data and applications when they 
need them.
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Security: Cloud computing providers typically employ robust security measures 
to protect their users’ data and applications from cyber threats. These measures often 
exceed what most organizations can implement on their own.

Agility: Cloud computing enables organizations to quickly deploy new applica-
tions and services, which can result in faster time-to-market and increased competi-
tive advantage.

Cloud computing offers numerous benefits that make it an attractive option for 
individuals and organizations. By enabling scalability, cost-effectiveness, accessibil-
ity, reliability, security, and agility, cloud computing has become an essential compo-
nent of modern computing infrastructure.

2.2 Types of cloud

There are three main types of cloud computing: public cloud, private cloud, and 
hybrid cloud. Here is a brief overview of each type.

Public Cloud: A public cloud is a cloud computing environment that is hosted by 
a third-party cloud service provider and made available to the public. These providers 
offer computing resources such as servers, storage, and applications to multiple cus-
tomers who share these resources. Public clouds are accessible to anyone with Internet 
connection and are typically priced on a pay-as-you-go basis.

Private Cloud: A private cloud is a cloud computing environment that is dedi-
cated to a single organization. These clouds are hosted either on-premises or by a 
third-party service provider and are typically used by large organizations that require 
a high degree of control over their computing resources. Private clouds offer greater 
control and security than public clouds but require significant upfront investment.

Hybrid Cloud: A hybrid cloud is a combination of public and private clouds that 
work together to provide a single computing environment. This approach allows orga-
nizations to leverage the benefits of both public and private clouds while addressing 
their specific needs for security, control, and scalability. In a hybrid cloud, organiza-
tions can use a public cloud for non-sensitive data and applications while using a 
private cloud for sensitive data and applications.

In addition to these three main types, there are also other types of clouds, such as 
community clouds and multi-clouds. Community clouds are clouds that are shared 
by multiple organizations with similar requirements, such as government agencies or 
healthcare organizations. Multi-clouds are environments that incorporate multiple 
cloud providers, enabling organizations to leverage the strengths of different provid-
ers for different applications or workloads.

Benefits of cloud computing:

• Lower IT infrastructure and computer costs for users

• Improved performance

• Fewer maintenance issues

• Instant software updates

• Improved compatibility between operating systems

• Performance and scalability
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• Increased storage capacity

• Increase data safety

Drawbacks of cloud computing:

• Downtime

• Security and privacy

• Vulnerability to attack

• Limited control and flexibility

• Vendor lock-in

• Cost concerns

2.3 Edge computing

Edge computing is a distributed computing paradigm that involves processing and 
analyzing data at or near the source of the data, rather than sending it to a centralized 
data center or cloud for processing. The term “edge” refers to the edge of a network, 
where data is generated, collected, and analyzed in real-time.

The main goal of edge computing is to reduce the latency and bandwidth require-
ments associated with transmitting data to a centralized location for processing. By 
processing data at the edge of the network, organizations can improve their response 
times, reduce network congestion, and improve the overall performance of their 
applications.

Edge computing involves deploying edge devices, such as sensors, gateways, 
and other types of computing devices, at the edge of the network. These devices 
are responsible for collecting data, processing it in real time, and sending only the 
relevant data to the cloud for further analysis or storage.

Edge computing is particularly useful in scenarios where low latency and high 
reliability are critical, such as in industrial automation, autonomous vehicles, and 
healthcare. It also enables organizations to process and analyze data in environments 
where network connectivity is limited or unreliable, such as in remote locations or on 
mobile devices. It is an important development in the field of distributed computing, 
as it enables organizations to improve the performance, reliability, and scalability of 
their applications by processing data at the edge of the network.

2.4 Working of edge computing

EDGE computing involves processing and analyzing data at or near the source of 
the data, rather than sending it to a centralized data center or cloud for processing. 
The following are the basic steps involved in the working of edge computing.

Data collection: Edge devices, such as sensors, gateways, and other types of com-
puting devices, are deployed at the edge of the network to collect data from various 
sources. These devices may also preprocess the data to reduce the amount of data that 
needs to be transmitted to the cloud for further analysis or storage.
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Data processing: Edge devices process the collected data in real time using local 
computing resources. This enables organizations to perform analysis and make deci-
sions quickly, without the delays associated with transmitting data to a centralized 
location for processing.

Data storage: Edge devices may also store data locally for quick access and offline 
processing. This helps to reduce the latency associated with transmitting data to the 
cloud for storage.

Data transmission: Edge devices transmit only relevant data to the cloud for fur-
ther analysis or storage. This reduces the amount of data that needs to be transmitted 
over the network, reducing network congestion and improving overall performance.

Cloud-based analysis: The cloud receives the relevant data from edge devices and 
performs further analysis or storage. Cloud-based analytics can provide insights into 
patterns, trends, and anomalies that can help organizations make better decisions and 
optimize their operations.

IT enables organizations to process data at the edge of the network, reducing 
the latency and bandwidth requirements associated with transmitting data to a 
centralized location for processing. By processing data at the edge, organizations can 
improve their response times, reduce network congestion, and improve the overall 
performance of their applications.

2.5 Types of edge computing

There are four main types of edge computing, each with their own specific charac-
teristics and use cases. These are as follows:

Local edge: Local edge computing is the simplest form of edge computing, and 
involves processing data at the edge of the network on a device or gateway that is 
directly connected to the data source. Local edge computing is used to minimize 
latency and ensure high availability for applications that require real-time processing.

Regional edge: Regional edge computing involves processing data at a regional 
data center or a group of data centers that are geographically close to the edge devices. 
Regional edge computing is used to support applications that require higher computa-
tional power or storage capacity than what is available on the local edge.

Distributed edge: Distributed edge computing involves processing data at mul-
tiple edge locations simultaneously. This approach is used to ensure high availability 
and redundancy for applications that require real-time processing and are critical to 
business operations.

Cloud edge: Cloud edge computing involves processing data at the edge of the 
network using a combination of cloud and edge resources. This approach is used to 
support applications that require scalability, high availability, and high computational 
power. Cloud edge computing can also enable edge devices to offload data processing 
and analysis to the cloud when needed.

Benefits of edge computing:
Edge computing offers several benefits to organizations, including the following:
Reduced latency: Edge computing reduces the time it takes for data to travel from 

the source to the processing location, resulting in lower latency and faster processing 
times. This is especially important for applications that require real-time processing 
and response times.

Improved reliability: Edge computing can improve the reliability of applications by 
reducing the impact of network outages or disruptions. By processing data at the edge of 
the network, applications can continue to function even if the network connection is lost.
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Lower bandwidth requirements: Edge computing reduces the amount of data that 
needs to be transmitted to a centralized location for processing, resulting in lower 
bandwidth requirements and reduced network congestion.

Enhanced security: Edge computing can enhance security by processing sensitive 
data locally, reducing the risk of data breaches and unauthorized access. Additionally, 
edge devices can be configured to encrypt data at rest and in transit, further enhanc-
ing security.

Improved scalability: Edge computing [6] can improve the scalability of applica-
tions by distributing processing and storage resources across multiple edge devices. 
This enables organizations to handle increasing volumes of data and user requests 
without impacting performance.

Cost savings: Edge computing can result in cost savings by reducing the need 
for expensive data center infrastructure and network bandwidth. Additionally, edge 
computing can reduce the cost of data transfer and storage by processing and storing 
data locally.

Drawbacks of edge computing:
Edge computing offers several benefits, and it also has some drawbacks that 

organizations should be aware of. These include the following:
Limited processing power: Edge devices typically have limited processing power 

compared to cloud servers or data centers. This means that complex applications 
or processing tasks may not be able to be handled at the edge, and may need to be 
offloaded to the cloud.

Limited storage capacity: Edge devices also typically have limited storage capac-
ity, which can be a constraint for applications that require large amounts of storage.

Increased complexity: Edge computing can increase the complexity of IT infra-
structure, as it involves managing and coordinating a large number of edge devices 
and data sources. This can be challenging for organizations that do not have the 
necessary expertise or resources.

Security risks: Edge devices are often deployed in remote or unsecured locations, 
making them more vulnerable to cyber-attacks. Additionally, managing security 
across many edge devices can be challenging, and can require additional resources 
and expertise.

Integration challenges: Integrating edge computing into existing IT infrastruc-
ture can be challenging, especially if legacy systems are involved. This can result in 
additional costs and complexity.

Maintenance and upgrades: Edge devices require regular maintenance and 
upgrades to ensure that they are functioning properly and are up to date with security 
patches and software updates. This can be challenging in remote or hard-to-reach 
locations.

3. Examples and use cases

Edge computing is being used in a variety of industries and use cases. Some 
examples include the following:

Manufacturing: In manufacturing, edge computing is used to optimize produc-
tion processes, monitor equipment performance, and reduce downtime. For example, 
edge devices can be used to collect sensor data from production lines in real time, 
analyze the data at the edge, and provide insights into operators and engineers to 
improve production efficiency.
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Healthcare: In healthcare, edge computing is used to monitor patients in real time, 
analyze data from medical devices, and provide alerts to healthcare providers when 
necessary. For example, edge devices can be used to monitor vital signs of patients in 
real time and provide early warning alerts when a patient’s condition is deteriorating.

Smart cities: In smart cities, edge computing is used to manage traffic, monitor 
air quality, and provide real-time public safety alerts. For example, in Ref. [7] edge 
devices can be used to collect data from traffic cameras, analyze the data at the edge, 
and provide real-time traffic updates to commuters.

Retail: In retail, edge computing is used to personalize customer experiences, 
optimize inventory management, and improve supply chain efficiency. For example, 
edge devices can be used to collect data from in-store sensors, analyze the data at the 
edge, and provide personalized recommendations to customers based on their shop-
ping behavior.

Oil and gas: In the oil and gas industry, edge computing is used to monitor and 
optimize production processes, reduce downtime, and improve worker safety. For 
example, edge devices can be used to collect data from oil rigs in real time, analyze the 
data at the edge, and provide insights into operators and engineers to improve produc-
tion efficiency and reduce downtime.

4. Cloud-Edge technology

Cloud-edge technology is the integration of cloud computing resources with edge 
computing devices. Edge computing is a distributed computing paradigm that brings 
computation and data storage closer to the location where it is needed, to improve 
response times and save bandwidth. Cloud computing, on the other hand, is the 
delivery of computing services—including servers, storage, databases, networking, 
software, analytics, and intelligence—over the Internet (“the cloud”) to offer faster 
innovation, flexible resources, and economies of scale.

By combining the two technologies, organizations can take advantage of the 
scalability and flexibility of the cloud while also [2] enjoying the low latency and 
high performance of edge computing. This allows for real-time data processing and 
decision making, as well as the ability to offload data and processing to the cloud for 
storage, management, and advanced processing.

One of the main use cases of cloud-edge technology is in the Internet of Things 
(IoT) and Industry 4.0. IoT devices generate [8] large amounts of data that need to 
be processed and analyzed in real time. By using edge computing, this data can be 
processed locally, reducing the amount of data that needs to be sent to the cloud for 
processing. This can also reduce the cost of transmitting large amounts of data over 
long distances. In addition, edge devices can also make decisions based on the data 
they collect, without the need for a constant connection to the cloud.

Another use case of cloud-edge technology is in the field of autonomous vehicles. 
Autonomous vehicles generate huge amount of data from sensors that need to be 
processed in real time to make decisions. By using edge computing, the data can be 
processed locally, reducing the amount of data that needs to be sent to the cloud for 
processing. This can also reduce the cost of transmitting large amounts of data over 
long distances. Cloud-edge technology also plays a vital role in 5G networks, which 
helps to reduce the latency and increase the data rate for the end-users.

In conclusion, cloud-edge technology is an important trend in computing that 
allows organizations to take advantage of the scalability and flexibility of the cloud 
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while also enjoying the low latency and high performance of edge computing. It has 
many use cases, including IoT, Industry 4.0, autonomous vehicles, and 5G networks.

5. Characteristics of cloud-Edge technology

The characteristics of cloud-edge technology can be summarized as follows:

1. Distributed computing: Cloud-edge technology is a distributed computing 
paradigm that brings computation and data storage closer to the location where 
it is needed, to improve response times and save bandwidth.

2. Low Latency: Edge computing can provide low latency as data does not need to 
be transmitted over long distances to a centralized location for processing.

3. Real-time data processing: Cloud-edge technology allows for real-time data 
processing and decision making, which is essential in some use cases such as 
IoT, Industry 4.0, autonomous vehicles, and 5G networks.

4. Scalability: Cloud computing offers scalability, as resources can be easily added 
or removed as needed. Edge computing, however, may have limitations in terms 
of scalability as resources are typically more constrained.

5. Flexibility: Cloud computing offers a high degree of flexibility as resources can 
be added or removed as needed. Edge computing, on the other hand, may have 
limitations in terms of flexibility as resources are typically more constrained.

6. Security: Edge computing devices are often located in remote or hard-to-reach 
locations, which can make them more vulnerable to security threats. Cloud 
computing, on the other hand, typically has more robust security measures in 
place to protect data.

7. Cost: Edge computing can be more cost-effective as it reduces the need for data 
transmission over long distances. However, the cost of deploying and maintain-
ing edge devices can be higher than cloud computing.

8. Integration: Cloud-edge technology allows the integration of cloud resources 
for storage, management, and advanced processing, with edge devices for real-
time data processing and decision making.

9. Multi-cloud: Cloud-edge technology can be used in a multi-cloud environ-
ment, where data can be processed on different cloud platforms depending on 
the use case.

10. 5G integration: Cloud-edge technology plays a vital role in 5G networks, which 
helps to reduce the latency and increase the data rate for the end-users.

6. Why cloud-edge technology?

Overall, cloud-edge technology allows organizations to improve their opera-
tions and stay competitive by taking advantage of the scalability and flexibility 
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of the cloud while also enjoying the low latency and high performance of edge 
computing.

6.1 Architectural concepts of cloud-edge technology

Cloud-edge technology refers to the integration of cloud computing and edge 
computing to create a hybrid computing environment. The main architectural 
concepts of cloud-edge technology include the following [9–19]:

1. Data processing: In a cloud-edge environment, data is processed both at the 
edge, near the source of the data, and in the cloud, allowing for real-time 
processing and analysis.

2. Distribution of resources: Cloud-edge technology allows for the distribution of 
resources such as storage, computation, and memory across the edge and the 
cloud. This enables efficient use of resources and reduces the need for large, 
centralized data centers.

3. Decentralization: Cloud-edge technology allows for a more decentralized com-
puting environment, where data and applications can be distributed across a 
network of devices and locations.

4. Scalability: Cloud-edge technology allows for easy scaling of resources as 
needed, enabling efficient use of resources and cost savings.

5. Security: Cloud-edge technology can provide enhanced security by allowing sensi-
tive data to be processed and stored at the edge, reducing the risk of data breaches.

6. Low Latency: Cloud-edge technology provides low-latency services by processing 
data on the edge devices, reducing the need for data transfer over the network.

6.2 Similarity of cloud-edge technology

A comparison of cloud and edge technology can be made based on several factors, 
including the following [9–19]:

Location of data processing: Edge computing involves processing data at or near 
the source of data collection, while cloud computing involves processing data in a 
centralized location such as a data center or the cloud.

Latency: Edge computing can provide lower latency as data does not need to 
be transmitted over long distances to a centralized location for processing. Cloud 
computing, on the other hand, may have higher latency due to the distance data needs 
to be transmitted.

Scalability: Cloud computing is known for its scalability, as resources can be easily 
added or removed as needed. Edge computing, however, may have limitations in 
terms of scalability as resources are typically more constrained.

Security: Edge computing devices are often located in remote or hard-to-reach 
locations, which can make them more vulnerable to security threats.

Cost: Edge computing can be more cost-effective as it reduces the need for data 
transmission over long distances. However, the cost of deploying and maintaining 
edge devices can be higher than cloud computing.
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Flexibility: Cloud computing offers a high degree of flexibility as resources can be 
added or removed as needed. Edge computing, on the other hand, may have limita-
tions in terms of flexibility as resources are typically more constrained.

By combining both cloud and edge technologies, organizations can take advantage 
of the scalability and flexibility of the cloud while also enjoying the low latency and 
high performance of edge computing. It also allows for real-time data processing and 
decision making, as well as the ability to offload data and processing to the cloud for 
storage, management, and advanced processing.

6.3 Dissimilarity of cloud-edge technology

The main difference between cloud and edge technology is the location of data 
processing and the way data is managed [9–19].

Cloud technology refers to the delivery of computing services—including serv-
ers, storage, databases, networking, software, analytics, and intelligence—over the 
Internet (“the cloud”) to offer faster innovation, flexible resources, and economies of 
scale. Cloud computing is a centralized approach where data is stored and processed 
in data centers, which can be located anywhere in the world. It allows for scalability 
and flexibility as resources can be easily added or removed as needed.

Edge technology, on the other hand, is a distributed computing paradigm that 
brings computation and data storage closer to the location where it is needed, to 
improve response times and save bandwidth. Edge computing devices are located 
at the edge of the network, closer to the source of data collection. These devices 
process data locally, reducing the amount of data that needs to be sent to the cloud 
for processing. Edge computing can provide lower latency as data does not need to be 
transmitted over long distances to a centralized location for processing.

By combining both cloud and edge technologies, organizations can take advantage 
of the scalability and flexibility of the cloud while also enjoying the low latency and 
high performance of edge computing. It also allows for real-time data processing and 
decision making, as well as the ability to offload data and processing to the cloud for 
storage, management, and advanced processing.

6.4 Cloud-edge management

Cloud-Edge management refers to the processes and tools used to manage and 
maintain the hybrid cloud-edge computing environment. This includes managing 
the distribution and allocation of resources, monitoring performance, and ensuring 
security and compliance.

Some of the key elements of cloud-edge management include the following:

1. Resource management: Managing the distribution and allocation of resources 
such as storage, computation, and memory across the edge and the cloud. This 
includes monitoring resource utilization and ensuring that resources are used 
efficiently.

2. Network management: Managing the network infrastructure that connects the 
edge and the cloud. This includes monitoring network performance, trouble-
shooting issues, and ensuring secure communication between the edge and the 
cloud.
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3. Security management: Ensuring the security of the cloud-edge environment by 
implementing security measures such as encryption, firewalls, and access con-
trols. This also includes monitoring for potential security threats and responding 
to security incidents.

4. Compliance management: Ensuring that the cloud-edge environment is compli-
ant with relevant regulations and industry standards. This includes implement-
ing policies and procedures to meet compliance requirements and monitoring 
compliance status.

5. Monitoring and analytics: Monitoring the performance of the cloud-edge envi-
ronment, including the edge devices, the cloud, and the network. This includes 
collecting and analyzing data to detect issues and identify opportunities for 
improvement.

6. Automation: Automating the management tasks and processes such as scaling, 
updates, and monitoring.

7. Cloud:-edge integration complexity

Cloud-edge integration can be complex due to a number of factors, such as:

1. Data management: Integrating data from the edge devices with data stored in 
the cloud can be complex, as the data may be in different formats and may need 
to be transformed or cleaned before it can be analyzed. Additionally, there may 
be issues with data privacy and security when transmitting data from the edge to 
the cloud.

2. Network connectivity: Ensuring reliable and secure communication between 
the edge and the cloud can be complex, as it requires a robust network infra-
structure and may involve integrating different types of networks and protocols.

3. Resource allocation: Managing the distribution and allocation of resources 
between the edge and the cloud can be complex, as it requires balancing the 
needs of different edge devices and applications with the available resources in 
the cloud.

4. Security: Ensuring the security of the cloud-edge environment can be complex, 
as it requires implementing security measures at both the edge and the cloud, 
and monitoring for potential security threats.

5. Compliance: Ensuring compliance with relevant regulations and industry 
standards can be complex, as it requires implementing policies and procedures to 
meet compliance requirements and monitoring compliance status.

6. Scalability: The scalability of the cloud-edge environment can be complex as 
the number of edge devices and the amount of data that needs to be processed 
increases.
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7. Latency: The latency of the cloud-edge environment can be complex as the pro-
cessing of data at the edge devices improves the latency, but it can also increase 
the complexity of the environment.

8. Management: The management of the cloud-edge environment can be complex 
as it involves multiple layers and multiple teams, which need to work together 
seamlessly.

Integrating cloud and edge technology can be a complex task, requiring coordi-
nation and collaboration among multiple teams and technologies. However, with the 
right approach and tools, the benefits of cloud-edge integration can be well worth 
the effort.

8. Real world examples of cloud-edge technology

There are many real-world examples of cloud-edge technology being used in vari-
ous industries. Some examples include the following:

Internet of Things (IoT): Cloud-edge technology is often used in IoT to process 
and analyze large amounts of data generated by IoT devices in real-time. For example, 
a smart city might use edge computing to process data from sensors in real time to 
adjust traffic lights and reduce congestion. The data can then be sent to the cloud for 
long-term storage and analysis.

Autonomous vehicles: Autonomous vehicles generate huge amounts of data from 
sensors that need to be processed in real time to make decisions. By using edge com-
puting, the data can be processed locally, reducing the amount of data that needs to 
be sent to the cloud for processing. This can also reduce the cost of transmitting large 
amounts of data over long distances.

Industry 4.0: Cloud-edge technology is often used in Industry 4.0 to process and 
analyze large amounts of data generated by industrial equipment and machines in real 
time. For example, a factory might use edge computing to process data from sensors 
on machines in real time to improve efficiency and reduce downtime.

5G networks: Cloud-edge technology plays a vital role in 5G networks, which 
helps to reduce the latency and increase the data rate for the end-users.

Healthcare: Cloud-edge technology is also used in healthcare, for example, in 
telemedicine, remote patient monitoring, and in clinical research. Edge computing 
can be used to process data from medical devices in real time, while the cloud can be 
used to store and analyze the data.

Retail: Retail companies are using cloud-edge technology to support the use of 
Internet of Things (IoT) devices such as RFID tags and sensors to keep track of inven-
tory and customer behavior in real time.

These are just a few examples of how cloud-edge technology is being used in 
various industries. As technology continues to evolve, it is likely that more and more 
companies will begin to adopt cloud-edge technology to improve their operations and 
stay competitive.

8.1 Market providers of cloud-edge technology

There are several major market providers of cloud-edge technology, including the 
following:
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1. Amazon Web Services (AWS): AWS offers a range of services for cloud-edge 
computing, including AWS Greengrass for edge computing and AWS IoT for 
Internet of Things applications.

2. Microsoft Azure: Microsoft Azure offers Azure Edge Zones for low-latency edge 
computing and Azure IoT Edge for Internet of Things applications.

3. Google Cloud: Google Cloud offers Cloud IoT Edge for Internet of Things 
applications and Cloud Edge for edge computing.

4. IBM: IBM offers IBM Edge Application Manager for edge computing and IBM 
Watson IoT Platform for Internet of Things applications.

5. Alibaba Cloud: Alibaba Cloud offers Apsara Stack for edge computing and IoT 
Platform for Internet of Things applications.

6. Huawei: Huawei offers FusionSphere for edge computing and IoT Platform for 
Internet of Things applications.

7. Cisco: Cisco offers Cisco Edge Intelligence for edge computing and Cisco IoT for 
Internet of Things applications.

These providers offer a range of services for cloud-edge computing, including 
software, platforms, and infrastructure for edge computing and Internet of Things 
applications. They also offer services for data storage, data analytics, and machine 
learning, to name a few. These providers are well-established, and many have a wide 
range of customers and partners, which can be a good indication of their experience, 
scalability, and reliability.

These are just a few examples of cloud-edge technology providers, but as the 
market is constantly evolving there are many more providers that are emerging and 
offering similar services. It is important to choose a provider that meets your specific 
requirements and that has a track record of success in your industry.

9. Conclusion

Edge computing technology with its advance features associated with IoT, smart 
mobile connected devices, etc., are bringing processing closer to the end devices. This 
enables low latency, mobility, low bandwidth, mobility, QoS, etc. This technology 
will act as a thin line between cloud and device tiers. Edge computing differs with 
cloud technology in terms of distributed architecture and mobility. Even though edge 
is having advantages, there are still flaws in cloud computing model that remains as 
the lead of data that continues to increase. The technology of edge computing further 
needs improvement, which will help to draw a line between cloud and edge.
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Chapter 3

Network Powered by Computing:
Next Generation of Computational
Infrastructure
Ruslan Smeliansky

Abstract

This paper is an extended version of my talk on the MoNeTec-2022. It gives a
detailed presentation of the concept Network Powered by Computing (NPC). The
main differences from the previously published one are that the functional architec-
ture of the NPC is presented, the main problems on the way to its implementation are
formulated, the mathematical statements of the problems of control and management
of the resources in the NPC environment by methods of multi-agent optimization are
given, the existence of a solution to these problems is justified, and the relationship
between the problem of control in such an infrastructure and the Barabási-Albert
model is shown. An example of the predicting execution time of services in the NPC
environment is given.

Keywords: cloud computing, edge computing, software-defined network, network
function virtualization, software defined wide area network, green computing, zero
footprint

1. Introduction

MIT professors J.L. Hennessy and D.A. Patterson in their 2018 Turing Award
lecture gave an excellent overview of the history of computer architecture and the
lessons of this history in Ref. [1]. In the conclusion of this paper, they wrote: “The next
decade will see a Cambrian explosion of novel computer architectures, meaning
exciting times for computer architects in academia and in industry.” This “explosion”
brings great opportunities for computational infrastructure. To paraphrase the title of
their paper, we can say that we are going through “A New Golden Age for Computa-
tional Infrastructure.” The term computational infrastructure will be treated here as
the architecture of computational infrastructure.1 Organization of computations is one
of the pillars of human civilization. Therefore, it is important to understand the main
trends and prospects of its development, to understand what problems will need to be
solved.

1 This paper is extended version of my talk on the MoNeTec-2022 published in [2].
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If we have a look at the history of the progress of computing infrastructure
from the individual use of the first computers, the packaged organized computation
on stand-alone computers to the client-server paradigm of computation based on
high-speed data communication networks and large-scale (giant-like) data centers
(DC), then the main lesson of this history is that the main drivers of this progress were
the requirements of applications. Nowadays, the computational infrastructure para-
digm is moving from “build your own” to the new one—“consume as a service”where
a business does not need to buy and develop its own computational infrastructure,
rent channels that connect it to the public network, hire expensive professionals for
system and network administration, and so on. In the new paradigm, one can request
and get the resources and services they need based on the model of “pay as you go.”
Also, computing paradigm based on the giant-like DC is being replaced by a new
one—small cloud edges in [3]. Our applications became more and more real-time
applications. So, the time for communication between user terminal and large scale
DC where our ability to control communication delays became more and more critical
for application operation. The increased restrictions on the interaction time between
the application and the terminal device led to a contradiction with the concept of
computing based on large-scale DC. Carbon footprint of such organized computation
is a heavy burden on our ecology.

The necessity of this change has come from the requirements of new
applications with their real-time interactivity, video streaming, and 5G
communication. Over the past 10 years, cloud computing as the computing
paradigm has completely changed the landscape of computational infrastructure;
for example, see [4–7]. In the paper [3], I wrote: “It significantly contributed to
the growth of both the number of data processing centers (DCs) and their size,
the increase in throughput capacity of backbone channels [5], the increase in
equipment density: virtualization of IT equipment in cloud architectures
allowed to fit into one rack what previously required 10 racks improving and
developing the capabilities of personal gadgets, various types and uses of
sensors, the development of data transmission technologies such as OTN, 5G
networks, network convergence, the emergence of SDN and NFV technologies
gave impetus to the development of a large number of real-time applications
(RT applications) in Ref. [8, 9]. Here are just some examples of such applications:
smart city, smart home, healthcare (especially its areas such as surgery,
telemedicine, emergency cardiology), interactive games, training, augmented
reality, agriculture, infrastructure for scientific multidisciplinary research in
[7], social communications, energy management systems (smart grid),
wireless sensors embedded in a variety of robots, monitoring and control of
transportation systems and facilities, assembly lines and production lines, gas
and oil pipelines.

An important aspect of the computing infrastructure is power consumption.
According to 451 Research, a technology research group within S&P Global
Market Intelligence that provides a holistic view of innovation across the entire
enterprise IT landscape, the computing power as well as the engineering equipment
of all DC worldwide is estimated in 2022 about 200 GW in [10]. This means that in
2022 the energy consumption of all DC was 200 GWt � 24 hours � 365 days =
1 752 1012 Wt hours! Thus, the carbon footprint of the contribution of computational
infrastructure was about 1.8 1015 Wt/year (53% of the US). This means that the
organization of the computing infrastructure has a significant impact on the ecology
of our environment.
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2. Properties suite of modern applications

In my talk, I emphasized: “the main driving force of the development of
infrastructure for computing, its operating environment, programming
languages and tools have always been the needs of applications” [2]. The suet of
these needs can be summarized as follows: distribution, self-sufficiency, real-time,
elasticity, cross-platform, interaction and synchronization, and update-friendly.
The definitions of these terms can be found in [2]. Nevertheless, for a better under-
standing of the further text, it is necessary to explain the term self-sufficiency, which is
defined in [2] as: “application is no longer represented by code and source data only, it
is accompanied by a description of the structure of the interconnection of the compo-
nents (hereinafter application services) that make up the application, setting the
required level of their productivity, explicitly formulated requirements for computing
and network resources, data storage and access to data resources, intended timeframes
for computing and data transmission in the form of a service level agreement (SLA),
application launching procedures. This description is written in a special language, an
example of which one can be the TOSCA language [6] (hereinafter such a description
will be called Application Operation Specification—AOS)” [2].

3. Computational infrastructure requirements

Here, let me briefly list the requirements for the computational infrastructure
described in [2]: behavior predictability, security, availability, reliability and fault
tolerance, efficiency and fairness, virtualization, scalability, and serverless. The
serverless was defined there [6] as follows: “[T]he infrastructure should
automatically place application components in a way that allows them to interact
according to the application stricture, and in a way that ensures that the SLA
requirements of the application are met, while minimizing infrastructure resources
utilization”.

In order for NPC to be able to meet the requirement of efficiency and
predictability and serve as the computational infrastructure for applications, in the
above sense its behavior and functioning must meet the requirements such as:

• “predictability of time of execution of application components and their
interaction time (data transfer) according to AOS;

• predictability of the characteristics of data transfer between application
components along overlay channels;

• availability of a variety of virtualized network functions (VNF hereinafter) and
other traffic engineering (TE) methods on Data Transmission Network (DTN)
channels based on machine learning algorithms for distribution, balancing,
shaping, filtering to control, and manage QoS of an overlay channel (further
channel);

• reliable isolation of control plane and data plane in DTN from errors in network
equipment, as well as isolation of different data flows, malicious influences in
these planes” [2].
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For predictability of the characteristics of data transfer between application com-
ponents, it is necessary to:

• “set and guarantee variation ranges of end-to-end delay and jitter in DTN;

• guarantee the probability of packet loss in the DTN at the level corresponding to
the SLA application;

• make the usability of the available bandwidth of DTN channels be maximal (mass
overuse of resources is prohibited, such as flooding, broadcasting);

• exclude the unpredictable transmission delays caused by DTN, such as packet
delays due to failure of order, retransmission, overload feedback, etc.;

• predict how much time will take the execution of certain application service on
some computer installation to meet application SLA requirements” [2].

Techniques and methods for predicting the execution time of services and appli-
cations will be considered later.

4. NPC functional architecture

NPC functional architecture was presented in my talk [2]. Let me briefly repeat the
main statements from there: “The computational infrastructure with properties
above, we will call Network Powered by Computing (NPC)—it is a software-driven
infrastructure, which is a tight software-driven integration of various computer
installations with a high-speed DTN. Such an NPC is a fully manageable, programma-
ble, virtualized infrastructure. In other words, the NPC becomes Computer!

The NPC organization should be based on the federative principle. Each federate
has its own administration and possess an independent authority in whose jurisdiction
there is a certain amount of computing, telecommunication, storage resources. Feder-
ate transfers part of these resources to the Federation authority, which forms and
monitors a unified policy for their use.

Here is a summary of what a functional NPC architecture should look like. The
core layers are the Application, Application Services, and Network Functions (ASNF)
layer, the NPC Infrastructure Control (NPCIC) layer, NPC computational, network-
ing, storage resources (NPCR) layer, and the E2E Orchestration, Administration, and
Management (OAM) layer, responsible for organizing, administering and managing
the NPC infrastructure.

The ASNF layer is responsible for application representation development: it’s code
and it’s data, it’s Application Operation Specification (AOS) representing application
services (AS) and virtualized network functions (VNF) necessary for the operation of
the application, specification of the data transmission network between application
components. Specification of a network should include the topology for data trans-
mission between application components, the requirements to the quality of service of
the channels (QoS) that should include such characteristics as available bandwidth,
admissible delay, admissible probability of packet loss, admissible jitter variation
range. Based on this information and on SLA for the application as a whole ASNF
calculates SLAs for each AS” [2].
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NPCIC functionality provides scheduling and assignment of the application com-
ponents to NPC resources in accordance with AOS and predicted time for computing,
for data transfer, determination, collection, and aggregation of resources as necessary
to comply with QoS resource requirements in accordance with the SLA of the appli-
cation based on the current state of the resources, creating an overlay network
according to AOS (topology, QoS channels, and security management). It is at this
level that it is determined which VNFs will be required and where in the data trans-
mission network.

The NPCR is responsible for a unified representation of the state of heterogeneous
NPC resources, monitoring their current states, and predicting their states for the
nearest future. The last functionality is the cornerstone to make NCP behavior be
predictable.

The OAM layer orchestrates interactions of the application components in accor-
dance with the AOS, collects resources consumption data for every application com-
ponents, and manages the security and administration of NPC.

The basis for building NPC is formed by the technologies of software-defined
networks (SDN) and network functions virtualization (NFV). Taking into account that
the scaling range of network functions is wide and works in real time, the NPC will
require low time complexity algorithms to optimize resource scheduling and resource
allocation. And given the operation speed, as for data transmission networks and for
computer installations, it becomes clear that only suboptimal solutions to the emerging
optimization problems will be available based on Machine Learning (ML) methods.
The functional architecture of the NPC described above is shown in Figure 1 below.

Now, briefly consider the interaction components of NPC functional architecture.
AOS can have two types of components: network functions (VNF) for managing data
flows (traffic engineering) and application services for data processing and computa-
tional services (like modeling, simulation, etc.). Components of the first type (VNFs)
are placed by DTN control plane on edge computing resources. Examples of VNF are
NAT, Firewall, BRASS, balancers, shapers, and so on. Components of the second type
—application services—are placed in a virtualized form (on virtual machines or

Figure 1.
Functional architecture of network powered by computing [2].
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containers) or directly on computing resources (servers, edges, data centers (DC),
and HPC installations) of federates (in Figure 1 above, they are shown as FCR in the
form of racks).

In [2], I emphasize that the application programmer is not required to foresee and
explicitly insert the necessary VNFs or their chains into his application. VNFs can be
automatically integrated into AOS of application by means of NPCIC, just as com-
pilers or application libraries do: “plug in” the necessary functionality into the appli-
cation code. NPCIC can do this based on the monitoring data of available channels
QoS supplied by NPCR. Based on this data, NPCIC has also calculated the routs for the
application with the given AOS.

As it can be seen in Figure 1 that DTN of NPC may consist in the form of several
local DTN of different federates. Each local DTN is SD-WAN overlay with control
plane and data plane. In control plane of every local DTN, it is assumed that there are
controllers with the set of network applications, channels QoS control and monitoring
block, network security center with PKI management, and distributed ledger (DL) of
overlay tunnels (chain of overlay channels).

When AOS application services interact through the DTN, the SDN controller of
the overlay network “catches” the request for data transfer, accessing DL of the
overlay network tunnels to find the proper tunnel. If there is no one there, then the
SD-WAN controllers apply to the control center for application services in the NPCIC
layer. If the DL does not have the required tunnel or its validity period has expired,
then the SD-WAN controllers from the control plane apply to the NPCIC layer that, in
cooperation with E2E OAM Orchestrator (end-to-end orchestrator), forms the data
necessary for SD-WAN controllers to build the desired tunnel.

As mentioned in [2]:“NPC can run applications in three modes—pro-active, active,
and mixed. In pro-active mode, application services are loaded in advance on the
federate resources in passive state (in the form of code and data on external or internal
memory). In this case, when running the application, it is only necessary to activate
the required application services according to AOS on those computing resources that
will ensure SLA compliance with the specific call to a specific application. It should be
clear from the above that different references to the same application may have
different SLAs. Same application but with different SLA is treated as different one.

The active mode involves loading the code and data of the necessary application/
computing services in accordance with the AOS on the computing resources of the
federates on demand in such a way as to ensure compliance with the SLA of the
application. Mixed mode involves a combination of proactive and active modes, i.e.
some of the application services and network functions are already pre-installed and
are only being activated, the rest ones are loaded and activated upon request”.

5. The main problem statements

In [2], there is a list of problems that NPC infrastructure should provide solutions
to like the method of distribution (distributed vs. centralized) of computing resources
between flows of computing/application services and request to them in a given NPC
mode of operation (proactive, active, or mixed), method for optimal control of data
flows in the interaction of computing/application services, and method for managing
resource monitoring, prediction of the state of overlay network channels, selection of
the optimal overlay network channel with the best QoS to meet the requirements of
the SLA of the application, congestion control management, minimization of end-to-
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end delay, bandwidth monitoring, scheduling flows in queues and so on, scaling the
NPC control plane and the data plane when changing the NPC scale, optimal channel
routing of the overlay DTN, fair distribution of channel bandwidth, balancing data
flow between computing/application services, and allocation of channel bandwidth on
demand [8]. In the NPCR layer, it is necessary to choose the resource state scan
frequency, data presentation format, and so on.

Here, the statements for the most important problems are considered:

1.Optimal distribution of the given set of application services on the NPC
resources;

2.Distribution of a given set of services for proactive mode of operation of the
NPC.

First of all, let us define the formal model of NPC.
Denote:
NPC as Γ = (V, А), where
V = CN∪SN∪P, where
CN—set of NPC computational nodes,
SN—set of NPC VPN gateways,
Р—set of Г poles.
A = {(vi,vj) | vi,vj ϵ V}—multiple channels of overlay network.
Q (lvi,vj,Δt) | = (B, D, L, J) is the function defined on A, where.
Δt — interval of time;

B = b̂, bÞ � b̂, b
�

band width of lvi,vj in terms: b̂—average and b—maximum on Δt;

D = d, d̂, d
� �

—delay on Δt in terms: d� minimum, d̂—average, d—maximum

RTT;
L—percentage of lost packets;
J = ĵ, j—jitter Δt in terms: ĵ—average, j—maximum.
CN = {cni = <cr, m, h>}, where cr, m, h ϵ N—set of integers.
cr—number of cores (possible with characteristics);
m—amount of RAM;
h—storage size.
P = {pi}, where pi—source of requests/applications flows, which is characterized by

the function of distributing the probability of requests/applications each with its SLA.
Consider that the same request/application but with different SLAs are different
requests/applications. The same pi can be a source of requests for different applica-
tions. Each request is characterized by an application ID and a specific SLA—execu-
tion time plus result delivery time.

AS—set of application services, each characterized by the required computing
resources, memory resources, and storage resources (сr, m, h).

VNF—set of virtual network functions with required resources (computing,
memory, and storage)—(cr, m, and h) presented in AOS.

Here, for simplicity, we suppose that one application service/network function is
always allocated per one cni and will consider an application as a chain of
application services from AS. However, in general, it could be a directed acyclic
graph (DAG). So, chain of application services (ASC) is W = {wk = (sk1, … … , skl)},
where sij ϵ AS ∪ VNF, sij = <cr, m, h>.
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Denote the function ET: (AS ∪ VNF) x СN! R, where R – set of rational
numbers. We will interpret ET as the estimation of execution time element from
AS ∪ VNF on the certain cni ϵ CN. This function can be represented as a matrix,
where columns correspond to elements from AS ∪ VNF and rows correspond to
elements from CN; entries are execution times + data transfer time to the next sij
along the chosen channel. We will consider how to build this function in the next
section.

In these terms, the problem of the optimal distribution of SFC on NPC can be
formulated as follows:

Construct the mapping F: W! Γ for a given set P in such a way that

1.Meets the SLA requirements for all wi from W;

2.Under the condition of minimizing the objective function, for example, in the
following form:

F ¼ min
X CNj j

1
α
�ci
ci
þ β

�hi
hi
þ γ

�ci
ci
� Θ

� �2

þ
�hi
hi
� Δ

� �2:
 !" #

(1)

where
α, β, γ—constant values;
ci, hi—cni resources are used;
�ci, �hi—cni resources and queue length averaged over usage time;
Θ,Δ—the entire NPC resource usage averaged over time.
The α, β, γ values are the subject of adjustment of the application services allocation

control. It is required to find the distribution of the AOS component wk ϵW in such a
way as to minimize the objective function F from Eq. (1), that is, in the table
representing the ET function, one needs to add the application service ID in those
positions that correspond to the appropriate resources. F from Eq. (1) gives us the set
cnif gw of which it is necessary to select only those that are connected by channels that
form a path in NPC corresponding to SLA (wk).

The problem of distribution of application services over the resources of the NPC
in proactive mode can be stated as: for given Γ, AS, W, and P, it is required to build a
matrix Х with dimension |Х| = |AS|�|CN| where xij = 1; if si can be located on cnj, it is
subject to the following conditions:

1.The constraints of none cnj and none of (vi,vj) ϵA, incident to cnj, from Γ are
violated;

2.∀ wi ϵW, SLA applications always be met for any pj ϵ P.

It is clear that for both problems, we have first of all proof for the existence of the
solutions. Consider solving the problem of placing a chain of services in a NPC. It is
divided into three subtasks:

1.Construct a set of all possible placements skj for a given wk on cn nodes from CN;

2.Select only those placements that meet the requirements of the SLA of the
application and the limits on the resources of the cn nodes;

54

Edge Computing – Technology, Management and Integration



3.Among cn nodes selected at step 2, choose only those for which the NPC topology
contains a route on which the selected cn nodes are ordered according to the
order on wk, that is, if s

k
j was assigned to cni and skj + 1 to cnr, then (cni, cnr) ϵ A,

which provides the necessary parameters for data transfer between cni, cnr.

Since the length wi, the number of computational nodes in CN, is limited, the
problem certainly has a solution. You just need to go through a finite number of
combinations. Let us estimate the space of possible solutions for some chain w
fromW. Let the length of any wk ϵW not exceed N, where N = |CN| and |wk| = k ≤ N.
Then, the number of application service locations for wk equals

Pkþ1
i¼0C

i
k ¼ 2k. The

number of possible placements of these 2k substrings over NPC can be estimated
by the following expression:

Pkþ1
i¼0C

i
NC

i
k. This expression can be evaluated under

the condition that the lengths wk ϵ W are uniformly distributed on [1, N],
as follows:

Xlþ1
i¼0

Ci
NC

i
l <
Xlþ1
i¼0

2lCi
l ¼ 2l2N≈2

3N
2 : (2)

Even Nffi100 gives us the estimation of this expression 2150> 10100 (googol)
options. This estimation must also be multiplied by |W|. The problem under
consideration has a solution due to the finiteness of the number of options. If we recall
that we are considering the simplest case, when the application is a chain of services,
then it should be clear that the space of possible options in the case when the applica-
tion is a directed acyclic graph (DAG) will be multiply increase: in this case, the
estimation of (Eq. (2)) will need to be multiplied by the number of paths in this DAG.
It is clear that classical mathematical optimization methods will not meet time restric-
tions to solve the problems. It is natural to consider the solution in the direction of
splitting the solution space on domains and searching the solution in parallel in every
domain based on ML technics.

The urgency to use ML methods is also argued by the following reasons. The NPC
model described above is actually two random graphs. One is formed by data flows
between the chain of application services that arise as a result of the action of poles
from the set P. The vertices of this graph, let us call it an information flow graph (IFG)
—application services, arcs—data flows between them. Both the first and second are
of a stochastic nature and are determined by random processes initiated by poles. The
second graph is the topology of the NPC network. This is also a random graph. Its
dynamics are determined by the availability of resources of NPC, the failure dynamic
of which is a set of random processes. The control in this model is the mapping of IFG
graph to NPC graph. The optimality of control in this model is such a mapping of the
IFG graph to the NPC graph, in which the lifetime of the information chain is mini-
mal, subject to all restrictions on NPC resources.

Please pay attention that in the IFG graph, the number of the nodes is not fixed. It
is a scale-free graph in terms of the Albert-Laslo Barabashi model from [11]. If NPC
accepts the mobile edges, then NPC graph is also a scale-free graph. In this case, it
seems that this model is very similar to the Barabási-Albert model described in [10].
Here and there, we have random scale-free graphs’ interaction. However, the proper-
ties of such models in a computer world have never been investigated. The applica-
bility and adequacy of such models in relation to computer networks require
awareness and research.
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The most appropriate mathematical technique for optimal control seems to be
suitable for that is the multi-agent optimization (MA) technique. There are several
approaches to MA optimization. Centralized approach assumes the presence of a
control center and that agents are deployed one per node. Each agent forms local
state-status of its node. The control center collects the status of each agent, makes a
decision based on the optimization policy, and sends each agent a management
impact. Another possible MA optimization approach induced by the NPC graph
structure. The structure (topology) is divided into domains and agents that exchange
information about their state only within the domain. The agents belong to the same
domain called neighboring (interconnected) agents. In this case, each agent knows
its local state and states of its neighbors. Information exchange is limited by neigh-
boring agents only. Based on local and neighbor-based information, each agent
decides on the optimal strategy. The way of topology dividing into domains has great
importance when using the MA approach in control. Experiments with the usage of
MA optimization for the routing have shown that by adjusting the domain size, it is
possible to achieve the optimal combination of convergence and quality optimum
solution of the routing problem.

The third option—independent agents. Each agent knows its local state. Each
agent judges the control strategy and actions of other agents based on its experience.
The agent implements control decisions in accordance with its local optimization
strategy and based on its observations.

Thus, the choice of approach to MA optimization is another challenge for the
problem under consideration. At the same time, it is important to bear in mind that:

a. there are no mathematical models that guarantee convergence to the optimal
solution;

b. the constraint of the deviation from the optimal solution is not guaranteed.

6. Application services execution time prediction

6.1 Problem statement

The application services execution time prediction problem can be described in
the following way. Let we know ID(cn)—ID for every computational node cn, for
every wk and every skj it is known the set of cn computing installations identifiers
(IDs), a set of variants of the skj parameters (for more details see below), the
amount of resources requested for known executions of the skj with its parameter
variants on certain cn node, and the execution time of this skj with its input data
variant and on some of cn ϵ N. Neither the source code of the program nor its binary
code or the architecture of computer installations are unknown. We emphasize that
only the skj execution time is known on some cn nodes but not for each. Further, the
application service will be treated simply as a program; for the sake of simplicity of
terminology, we will use the term program and denote Pi. Because the set of s

k
j is

limited (|W| is finite, any |wk | is finite), there is a numeration that for every skj defines
the unique index i.

We will use the following notations for the problem statement:

1.Pi—unique program ID;
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2.{P1, P2, … , PN} = {Pi}—the set of IDs of programs under consideration;

3.{Arg(i)1, Arg
(i)

2, … , Arg(i)Ai} = {Arg(i)j}j = 1
Ai—the set where each Arg(i)j is a set of

the values of input parameters program Pi: amount of input data and program
environment parameters (number of processes and number of threads). We will
call this set as arguments of Pi.

4.[(Pi, Arg
(i)

1), (Pi, Arg
(i)

2), (Pi, Arg
(i)

2)… , (Pi, Arg
(i)

Ai), (Pi, Arg
(i)

1)]—a history
of Pi;

5.cni—unique computational node ID;

6.{cn1, cn2, … , cnN} = {cni} i = 1
N—a set of M unique IDs of computer installations;

By the notions above, the problem statement can be specified as following:

• Given

{Pi}i = 1
N—N program IDs;

{Arg(i)j}j = 1
Ai—the set of arguments Pi program;

{cni}i = 1
N—computational node IDs;

V = {[(Pi, Arg
(i)

j), cnk]}, where i = 1,M, j = 1,Ai, k = 1,N and |V| = (
PM

i¼1Ai) • N;
T(v) where v is the partial defined function on V. The values of T(v) is the

execution time the program Pi with arguments Arg(i)j on computational node cnk.

• Required

Redefine the values of the function T(v) at the undefined points of V.
The problem of estimating the execution time of a program on a computer is a

classic problem that has been known since the 1960s. The problem still exists in many
forms, for example, for worst-case execution time estimation and for different com-
puter architectures [12–15]. Different ways for this problem were proposed as analyt-
ical [16] and statistical [17], based on program behavior analysis [18], time series
prediction [19], and neural networks [20]. Execution time can be predicted from test
runs [21]. All algorithms predicting program execution time mentioned above use the
history of program executions. Their main drawback is that all of them are applicable
only when the histories of program execution are known for the certain computer
installation; that is, to predict the execution time on a certain computer installation,
there is the need to know the whole history of the program executions on this com-
puter installation.

As we will demonstrate below, to predict the program execution time on some
computer nodes, just some running histories of this program on them are sufficient.
There is no need to know each program run on each computational node. The accu-
racy of the prediction depends on the number of program running histories on com-
puter installations from a certain set. To solve the execution time prediction problem,
the following technique was used:

1.Let us represent the information about V set and function T (v) as a matrix
where each row corresponds to pair (Pi, Arg

(i)
j) and each column to the

computational node cnk. The intersection of row and column is the execution
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time of the corresponding program Pi with parameters Arg(i)j on cnk. We will
denote such matrix as PC;

2.Form PC*matrix (matrix closure) by the information about representative set of
computer installations and the histories of execution of various programs on
these computer installations. By this way, we will get everywhere defined
function T*(v) on V = {[(Pi, Arg

(i)
j), cnk]}, where i = 1, M, j = 1, Ai, k = 1, N;

3.Delete an arbitrary number of entries from PC* to get partially defined T (v) on
the set V. Obtain thinned matrix—PC matrix.

4.Apply the developed prediction algorithm to redefine the values of the function
T (v) at uncertain points. This algorithm defines function Or(v) in each point of
the set V. Or(v) coincides with the function T (v) where it is defined and at other
points, defines the predicted execution time.

5.Estimate the quality of the results of the developed prediction algorithm by the
following metric:

PredictionError Pi,Arg ið Þ
j,Ck

� �
¼ jpredict� targetj=targetð Þ (3)

where predict is predicted time if program Pi with parameters Arg(i)j on cnk, target
is a true execution time of program Pi with the same parameters. The total prediction
error is calculated as an average of the errors calculated using the Eq. (3) for all
programs.

To form the PC∗ matrix, the datasets from the website [22] dated 8 June 2021 (the
datasets on this website are periodically updated) was used. These datasets contain the
description of total amount of resources of numerous computer installations and the
results of executions of programs with various input parameters. From this site, we
took three datasets with execution results of programs as MPI as OpenMP on a wide
range of computers. These programs cover numerous application areas [23].

Naturally, the question arises: why, when developing the method for estimating
the execution time, MPI programs were taken? The fact is that this class of programs is
used primarily on supercomputers. It is well known that the execution time of a
supercomputer program is very dependent on its architecture. Therefore, if we man-
age to develop a time estimation method for this case, then for calculators used in
traditional servers, it will certainly be no worse.

The brief description of the selected datasets are presented in Table 1.
The used data was uploaded on github in [24] along with the developed algorithm.

Name Number of computer installations Number of prоgrams Type

MPIL2007 180 12 MPI

MPIM2007 437 13 MPI

ACCEL OMP 30 15 OpenMP

Table 1.
Datasets of MPI and OpenMP programs executions on various computer installations from [22].
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It has been recognized that the considered problem is very similar to the
problems solved in recommender systems, in which matrix decomposition
algorithms as in [25] are very widely used in various combinations. The proposed
solutions were developed as a combination of several algorithms. They are run in
parallel with the same PC matrix, each of which makes its own prediction. At the end,
all predictions are averaged. The resulting value is considered the expected execution
time of the program. This technique is called ensemble averaging in [26]. Three
algorithms were chosen: ridge regression, Pearson correlation, and matrix
decomposing.

1.Ridge regression: An unknown execution time of program Pi with parameters
Arg(i)j on computer installation cnk is redefined by ridge regression in [27] based
on known execution times of the program Pi with the same parameters on all
other computer nodes;

2.Cliques: Firstly, group computer installations using the Pearson correlation
coefficient. Secondly, redefine unknown execution time of program Pi with
parameters Arg(i)j on computer installation cnk based on execution times of the
group of computer nodes where cnk belongs.

3.Matrix decomposition: Apply matrix decomposition in [28] of the PC matrix in
order to fill in empty entries of the PC matrix;

4. It has to be noted that if the program was executed with different sets of input
parameters, this program is represented by multiple rows in the PC matrix.

Ridge regression algorithm is used as is. It is only worth to mention that ridge
regression is used to predict the value in empty entries in a row of PC matrix. If there
is an empty value in a row of the PC matrix, this value is prediction using all known
values. In fact, the problem of interpolation is solved. If the columns corresponding to
the computer installations in the PC matrix are ordered by performance (this data can
be taken from the description of the computer installations), then this type of regres-
sion can get quite well prediction. Ridge regression works well on dense matrices with
a small number of empty entries in PC matrix.

Pearson correlation is proposed to estimate the proximity of the set of vectors
of program execution times. Since the algorithm is used as is and no novelty was
introduced into it is just recalled below. The columns of the PC matrix are
considered as such sets in other words. The correlation between the columns cni and
cnj shows how close in performance different computational nodes running these
programs are. If the Pearson correlation between these columns is close to 1, then cni
and cnj are close to each other from the point of view of performance on the given
set of the program executions. In this case, the estimate of the program execution
time for cnj can be obtained by multiplying by the constant of the time estimate on
the cnj node.

The procedure for distributing computing nodes into groups consists of the fol-
lowing steps:

1.Calculate Pearson correlation for each pair of columns of the PC matrix �
N*(N-1)/2 pairs, where N is the number of computational nodes;
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2.Build the graph of cliques:

a. Each vertex represents cn;

b. An edge between the cni and cnj exists if the Pearson correlation between
the corresponding columns in the PC matrix is modulo greater than some
threshold. The value of threshold is an algorithm parameter; this way
brings us a graph where nodes are cni, and arcs are correlated pairs of
computational nodes.

3.Find all groups such that any two vertices in the group are connected by an edge.
To do this, we use the algorithms from [29, 30].

4.Each group contains computing nodes cn such that the program execution times
on different nodes have a linear dependence, that is, one can be obtained from
the other by multiplying by some coefficient. It should be borne in mind that the
same calculator can be included in different groups.

5.The resulting cliques are groups of computational nodes.

To search for groups, a special algorithm was developed, presented in [24], whose
complexity does not exceed H3, the size of groups is less than 3HH/3. This algorithm
was described with detail in [31].

However, if threshold for the value of Pearson correlation is close to 1, then further
prediction algorithm described in [32] is pretty good even if some vertexes in the
cliques would be missed.

If it is not possible to calculate Pearson correlation (e.g., the considered program P
has not been run on any of the computer installations from clique) but corresponding
row in PC matrix for P program is non-empty, then one needs to use ridge regression
for the prediction. See step 4 above.

The error of prediction for the algorithm presented above can be estimated by
Eq. (3).

Matrix decomposition: Because this stage in the proposed algorithms ensemble we
consider as our main contribution to the considered problem, we will spend more
space on it description. As mentioned above, the problem of programs execution time
prediction is very similar to the problem solved in the recommender systems. In these
systems, there are usually two types of objects, the relationships between which are
measured. For example, such objects can be users and movies, users and books, users
and goods, and so on. The relationship between them is often a measure to what
extent the user prefers some movies, books, or goods. It is called goods rating. One can
build a rating matrix where the rows (or columns) correspond to movies, books, or
goods, and the columns (or rows) correspond to users. This matrix is often sparse,
since there are a lot of users and objects, and users cannot physically rate all the
objects. The problem that solve the recommender systems, is to determine the ratings
of all users for all objects; in other words, the system has to fill in the empty entries in
the rating matrix.

Let us consider the following analogy: users are computer installations, the goods
are programs, and the ratings are execution times. Thus, the computer installations
“rate” the programs, and the smaller rating (execution time), the better the computer
installation meets the program.
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The problem of filling empty entries in recommender systems is solved by matrix
decomposition method in [23]. We propose to use this technique to solve the problem
under consideration.

The application matrix decomposition techniques to some matrix result in two or
more matrices, the product of which gives the approximation of the original one. For
empty entries of the original matrix, that is, for unknown values, the product of the
matrices gives values that estimate the unknown values.

PC matrix decomposition allows one to get a vector representation of programs and
computational nodes, which have a remarkable property: the scalar product of the vector
representation of the program and the vector representation of the nodes is the program
execution time on the node. The vector representations of programs and computational
nodes are called as embeddings of programs and computational nodes, respectively.
Embedding techniques and methods of applying embeddings are very well-known in
such areas as NLP in [33], topic modeling in [34], and recommender systems in [25].

Figure 2 demonstrates matrix decomposition. The rows are programs, and col-
umns are computers that should be rated. The matrix entries are execution times
corresponded to the pairs (program, computer). Some entry could be empty. K is a
parameter of the decomposition and is a subject of tuning to get the admittable
accuracy. The result of the decomposition procedure of rating matrix of size NxM is
program matrix of size NxK and computer matrix of size KxM. The rows in program
matrix are vectors represented execution times for the program on the corresponded
computers. The columns are vector representations of the “computational power” the
corresponded computer for the programs under consideration.

In our study, ALS algorithm [35] was selected.
As mentioned above, three algorithms were chosen: ridge regression, Pearson cor-

relation, and matrix decomposition for the program execution time prediction. As it
was said previously, the averaging ensemble in [26] of them to improve the accuracy of
the predicted execution time was developed. These algorithms can be combined into an
ensemble of algorithms to improve the accuracy of the prediction in [26].

6.2 Experimental study

Here, the results of experimental studies of the algorithms compassion are
presented.

Figure 2.
Matrix decomposition.
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The purposes of the experiments are analysis of the quality of prediction results:

1.based on grouping computational nodes by the Pearson correlation;

2.based on ALS matrix decomposition algorithm. Selecting the parameter K—the
number of components in the vector representation of programs and computer
installations;

3.by the ensemble of algorithms.

4.the data for experimental study were used from the website https://spec.org. The
quality of the proposed solution is estimated by the prediction error and
prediction accuracy is calculated according to Eq. (3).

6.2.1 Analysis of the quality of prediction based on grouping computer installations by
Pearson correlation

Dataset MPIM2007 with 13 programs and 437 computer installations from [22]
was used for the experiments. The algorithm based on grouping computer installa-
tions by Pearson correlation is very sensitive to the presence of outliers in the data, as
well as to what extent the PC matrix is low-density. In order to analyze the quality of
prediction by this algorithm, three experiments were conducted. As a basic algorithm,
the ridge regression algorithm was used. Each experiment was conducted according to
the following methodology. In each row, only one value was removed, and then, the
prediction was made based on the remaining values in this row of the matrix
according to the algorithm above.

In the first experiment, the execution time is predicted by the ridge regression
algorithm; as a result, the prediction error was 0.25 or 25%. In the second and third
experiments, grouping algorithms based on Pearson correlation were used; threshold
for correlation value was 0.97; the grouping resulted in 46 groups with two and more
computer installations and 27 groups with only one computer installation. In the
second experiment, execution time was predicted only for groups with size greater
than or equal to 2; groups with size 1 were ignored. As a result, the prediction error
was 0.068 or 6.8%. In the third experiment, execution time was predicted by Pearson
correlation algorithm for groups with size greater than or equal to 2, but for groups
with size 1, ridge regression algorithm was used. As a result, the prediction error was
0.115 or 11.5%. Thus, the accuracy of prediction on dense matrices is 88.5%.

6.2.2 Analysis of the quality of prediction based on ALS matrix decomposition algorithm

Dataset MPIM2007 with 13 programs and 437 computer installations from [22]
was used for the experiments. Experiments were conducted according to the method-
ology described in Section 4. To study the quality of the predictions based on ALS
matrix decomposition algorithm, 4 experiments were made with K = 1, 2, 3, 4. The
results of the matrix decomposition were compared with each other, as well as with
ridge regression algorithm that was chosen as the basic prediction algorithm. In
Figure 2, X-axis is the percentage of empty entries in the PC matrix (which randomly
was removed from it); Y-axis is the prediction error. Also, for comparison, the result
of predictions by the Pearson correlation algorithm was added to Figure 2. According
to the plots in Figure 2, the conclusion can be made that the ridge and cliques
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algorithms work well on dense matrices (up to 1% percentage of empty entries). The
matrix decomposition technique with K = 1 gives the best results for sparse matrices in
which the number of empty entries is more than 15%. Even if 80% of the entries are
removed from the PC matrix, they can be predicted with an accuracy of 60%.

Thus, as a result of experiments, we can conclude that the matrix decomposition
technique with K = 1 gives the best solutions when the percentage of empty entries in
the PC matrix is more than 15%.

An important advantage of using the matrix decomposition technique is the vector
representations (embeddings) of programs, and computer installations in case K = 1
are the points in a space of dimension 1. So, the total ordering on the set of computer
installations could be defined, and one can work with them as scalars. Figure 3 shows
the less embedding of computational node, the less execution time of the
corresponded program.

6.2.3 Analysis of the prediction quality of an ensemble of algorithms

The ensemble averaging described by (Eq. (3)) was used. The prediction result was
compared with the following algorithms: ridge regression, Cliques, and ALS with K = 1.
All three datasets—MPIL2007, MPIM2007, and ACCEL OMP from [22] were used for
the experiments. Experiments were conducted according to the methodology
described in Section 4. As we can see in Figure 3, the best estimations give us the ALS
algorithm when the matrix sparsity is at least 14%. According to Figure 4, the
ensemble averaging is better when the matrix sparsity is over 14% up to 94%. One
more testing of the proposed method was done of the dataset ACCEL OMP that covers
15 programs and 30 computers. The results of this experiment are shown in Figure 5.

7. Organization of NPC computing resources

As I presented in [2], the computing node (CN) could be as Edges in [36] as
supercomputer or HPC installation. Existing data center construction approaches
demand high quality of communication channels service, to ensure availability of
service, and very high capital construction costs of a centralized data center. Signifi-
cant problems of traditional DС are scaling and low level of resource utilization due to
the lack of a centralized management system and orchestration system [37].

Figure 3.
Ridge regression and ALS matrix decomposition with K = 1, 2, 3, 4.
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The advantages of building a NPC based on edges over the traditional approach
have been discussed in detail in [38] and characterized by: reduction of transport
requirements by proximity of the service copy to the final consumer, reducing the
cost of organizing a data center due to the absence of the need to build a centralized
data center, efficient scaling through the use of a centralized cloud platform, increas-
ing the efficiency of the network due to a centralized management and orchestration
system, and the proximity of the service to the client. The problems of organizing the
control plane and the data plane in edges are in many ways similar to those that were
already listed above for the NPC Federate DTN control layer (see Figure 1). The main
difference—the decision-making speed should be much higher.

Figure 4.
Results of ridge, cliques, matrix decomposition, and an ensemble of algorithms on MPIM2007 (1–94%).

Figure 5.
Results of Ridge, Cliques, Matrix decomposition and an ensemble of algorithms on ACCEL OMP (1–92%).
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Another important point is the following. Managing and optimizing power has
been a long-standing challenge in computer systems, with many fundamental tech-
niques, and has been increasingly receiving attention. Today, a wide range of applica-
tions such as IoT services, ML inference, data analytics, and scientific computing now
use Functions as a Service (FaaS) offerings of cloud platforms such as Amazon
Lambda, Azure and Google Functions, and so on. Widespread application deployment
model has nowadays become serverless computing, where applications are partitioned
into small, fine-grained “functions”, whose execution is managed by the cloud plat-
form as in [39]. However, the constant evolution of cloud abstractions and usage
models poses new energy efficiency challenges.

Serverless features can provide unique opportunities to reduce cloud heat genera-
tion by reducing the level of concentration of computing power in a relatively small
location and programming model. Many power-saving techniques, such as workload
migration and on-demand scaling, that are difficult for regular VMs and containers,
can be significantly easier to develop and optimize for serverless functions that can
“run anywhere” [40]. In this way, FaaS can provide new power tools for cloud
platforms to quickly and finely move applications to environmentally friendly loca-
tions, which will be especially useful for distributed cloud edges powered by renew-
able energy such as solar and wind, as in [41]. The FaaS programming model also
allows power management at the functional level. A function can have multiple
implementations that differ in power consumption and performance. This may allow
the cloud provider to use the appropriate feature implementation based on power
availability and application performance constraints. Finally, features are reused,
enabling data-driven and machine learning methods such as transfer learning that can
be used for general and practical energy management.

One possible approach to energy management is a computing infrastructure model
based on the concept of a cloud data center network and cloud edges where comput-
ing can be scheduled based on energy consumption. In the FaaS model, functions are
not tied to any specific servers or locations and can potentially “run anywhere” as long
as the runtime platform has access to the function’s code dependencies and the con-
tainer/VM “image”. By separating computing from its location, serverless computing
allows us to run functions in the most power-efficient location. This location inde-
pendence can be an extremely efficient technique for resilient computing but is often
challenging for other workloads. Because renewable energy sources (such as solar and
wind) can be fickle, the availability of servers powered by them is temporary [42].

AI routing in distributed edge clouds can offer different trade-offs between energy
and carbon emissions depending on location, time, and availability of resources and
hardware. Functions can be run on the edge to ensure low latency. The trade-off
between power consumption and performance adds a new dimension to the discus-
sion of future cloud architectures. While edge clouds may have performance and
security/privacy benefits, their energy benefits require further analysis.

As you know, for maximum efficiency of program execution, a certain set of
hardware and their configuration is required. Several attempts have already been
made to implement the approach of dynamically adapting the architecture to the
application, that is, see [32]. Currently, to meet this need, it is proposed to use the
resource disaggregation approach in [27]. Its essence is as follows. Data centers have
been using the monolithic server model for over 20 years, where each server has a
motherboard that houses all types of hardware resources, typically including the
processor, memory chips, storage devices, and network cards. Resource disaggrega-
tion involves dividing the server’s hardware resources into standalone network-
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connected devices that applications can access remotely. Applications must be given
virtualized and secure access to hardware resources, and data centers must support
these applications with tools that ensure their good performance.

One of the possible approaches to manage energy consumption and carbon foot-
print is the computational infrastructure model based on the concept network of cloud
DС and cloud edges, where computation can be organized by energy and carbon-
based scheduling. In FaaS model, functions are not tied to any specific servers or
locations and can potentially be “run anywhere”, as long as the execution platform has
access to the function’s code dependencies and the container/VM “image”. By
decoupling computation from its location, serverless computing allows us to run
functions at the most energy-suitable location. Thus, even though individual functions
may not be energy efficient, they can be run in carbon-friendly locations to achieve
better carbon efficiency. This location independence can be an extremely potent
technique for sustainable computing, but is often challenging for other workloads.
Since renewable energy (such as solar and wind) can be intermittent, the availability
of servers powered by them is only transient [42].

AI routing in distributed edge clouds can offer different energy/carbon trade-offs
depending on location, time, and resource and hardware availability. Functions can be
run on the edge to provide low latency. The energy versus performance trade-off adds
a new dimension to the discussion on future cloud architectures. While edge clouds
may have performance and security/privacy advantages, their energy benefits need
additional analysis.

In the history of computer architecture, there have been many attempts to make
the architecture of computers dynamically adoptable to the structure of the algorithm
of the program that it executes [32]. However, all of them were not very successful.
Currently, a new direction is gaining momentum—resource disaggregation. This
direction does not use the monolithic model of server that hosts all types of hardware
resources like CPU cores, memory chips, storages, and NCIs. In resource disaggrega-
tion, server is split on individual devices connected by a high-speed network. The user
can choose the architecture for the virtual machine and the configuration of individual
devices to ensure the most efficient execution of his applications. Application has
virtualized and reliable access to all devices. This approach to computer architecture
requires a rethinking of the concept of the operating system. The traditional view of it
has already become obsolete. But this is a topic for a separate post.

8. Conclusion

The Network Powered by Computing (NPC) concept of next generation compu-
tational infrastructure was presented. This concept based on the convergence of data
communication networks with computing facilities like DC, edge, and HPC centers
united by the functional architecture is presented in the article. The NPC concept is
the incarnation of the slogan I got from Jhon Gadge from Sun Microsystems: “Net-
work is a computer”. Here, we considered the functional architecture of NPC, and the
main problems on the way of its implementation are described. The presented concept
allows to achieve deep automation in the management of resources of this infrastruc-
ture, load distribution, and energy consumption through the use of methods based on
machine learning algorithms.

The issue of organizing the ASNF layer, which, together with the OAM and the
NPCIC layers, is essentially new generation of the operating environment—an
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analogue of the traditional operating system. But this is an independent, large topic
that requires a separate publication.
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Chapter 4

Perspective Chapter: Cloud  
Lock-in Parameters – Service 
Adoption and Migration
Justice Opara-Martins

Abstract

ICT has been lauded as being revolutionised by cloud computing, which relieves 
businesses of having to make significant capital investments in ICT while allowing them 
to connect to incredibly potent computing capabilities over the network. Organisations 
adopt cloud computing as a way to solve business problems, not technical problems. 
As such, organisations across Europe are eagerly embracing cloud computing in their 
operating environments. Understanding cloud lock-in parameters is essential for 
supporting inter-cloud cooperation and seamless information and data exchange. 
Achieving vendor-neutral cloud services is a fundamental requirement and a necessary 
strategy to be fulfilled in order to enable portability. This chapter highlights technical 
advancements that contribute to the interoperable migration of services in the hetero-
geneous cloud environment. A set of guidelines and good practices were also collected 
and discussed, thus providing strategies on how lock-in can be mitigated. Moreover, 
this chapter provides some recommendations for moving forward with cloud comput-
ing adoption. To make sure the migration and integration between on-premise and 
cloud happen with minimal disruption to business and results in maximum sustainable 
cost benefit, the chapter’s contribution is also designed to provide new knowledge and 
greater depth to support organisations around the world to make informed decisions.

Keywords: vendor lock-in, security, ICT, cloud computing, parallel computing, IaC, 
Kubernetes, micro-services, terraform, Kotlin

1. Introduction

Cloud computing is a ubiquitous model for enabling network users’ on-demand 
access to a shared pool of configurable computing resources that can be rapidly pro-
visioned and released to the client without direct service provider interaction [1]. A 
cloud service provider is a party that makes cloud services available. Cloud computing 
technology is a new solution giving users the option to access software and information 
and communication technology (ICT) resources with the desired flexibility and modu-
larity and at very competitive prices. In 2010, 80% of the US economy was driven by 
the service industry. But while there is more flexibility available in the cloud, there is a 
risk you can become dependent on the products and services from particular providers. 
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Cloud computing benefits the service industry the most and advances business comput-
ing with a new paradigm. As pointed out by Brynjolfsson et al. [2], the real strength 
of cloud computing is that it is a catalyst for more innovation. To assist corporations to 
adopt cloud computing services, Sahandi et al. [3] affirm that much research on cloud 
computing has concentrated on two broad areas: (i) business agility and (ii) catalysts for 
more innovation. The focus of this writing is to study both high-performance comput-
ing (HPC) for scientific computing and high-throughput computing (HTC) systems 
for business computing. Although many of the concepts do not appear to be new, the 
real innovation of cloud computing lies in the way it provides computing services to 
customers [3]. Further, this research examines clusters, massively parallel processors 
(MPP), grids, peer-to-peer (P2P) networks and internet clouds. These systems are dis-
tinguished by their platform architectures, operating system (OS) platforms, processing 
algorithms, communication protocols, security demands and service models applied. 
The study emphasises scalability, performance, availability, security, energy-efficiency, 
workload outsourcing, data centre protection, etc. The surge of interest when installing 
virtual machines (VMs) has widened the scope of system applications and upgraded 
computer performance and efficiency in recent years. An internet cloud of resources can 
be either a centralised or a distributed computing system. Cloud computing architecture 
relies on virtualisation techniques that create multiple virtual environments [3]. Parallel, 
distributed or both types of computing are used in the cloud. Clouds can be constructed 
using real or virtualised resources over sizeable, distributed or centralised data centres. 
A sort of utility computing or service computing, according to some authors [4, 5], is 
cloud computing. Cloud computing is used to equip virtual machines as central storage 
and processors to avoid ICT equipment costs in organisations or homes.

For example, using a cloud provider to manage your storage lifecycle might lead 
to lock-in, and it will reduce the work required to manage your service. Accepting 
some lock-in brings advantages that seem counter-intuitive, but one should balance 
this benefit of cloud lock-in against potential risks, so one can get the best value and 
reduce the burden of future legacy technology. By designing them as virtual resources 
over automated hardware, databases, user interfaces and application environments, 
clouds hope to power the next generation of data centres. In this way, the ambition to 
create better data centres through automated provisioning gives rise to clouds. ICT 
infrastructure is now shifting from locally managed software-enabled platforms and 
physical hardware to outsourced virtual infrastructure managed by cloud service 
providers [6]. But risks concerning security, privacy, financial aspects and the wider 
organisation are vital and require serious consideration before a cloud migration. In 
order to efficiently come to the correct decision about cloud migration with respect to 
business needs (as per lock-in avoidance), an organisation should be able to objec-
tively consider the aggregated risks of cloud adoption. According to Khajeh-Hosseini 
et al. [7], it is emphasised that there is a need for guidelines and decision support tools 
for enterprises that are considering migrating their ICT systems to the cloud. The 
necessity of a comprehensive migration framework to support organisations through 
the migration decision cannot be overemphasised [8]. The process of cloud migration 
is therefore a complex undertaking, depending on many factors that contribute both 
for and against a decision to migrate.

Cloud technology has resulted in a variety of implementations and solutions 
where each vendor defines their own interfaces and approaches for similar products 
and services, which has resulted in heterogeneity application platform infrastructure 
(APIs) and libraries. These APIs complicate integration efforts for companies of all 
sizes and locations as they struggle to understand and then manage these unique 
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application interfaces in an interoperable way, and integrate applications from cloud 
to cloud and cloud to on-premise systems [9]. The concept of cloud computing has 
evolved from cluster, grid and utility computing. Cluster and grid computing lever-
age the use of many computers in parallel to solve problems of any size. In order to 
offer a wide variety of services to end users, cloud computing makes use of dynamic 
resources. A big data centre or server farm serves as the infrastructure in the cloud 
computing high-throughput computing (HTC) paradigm. Through a linked device, 
users can share access to resources at any time and from any location thanks to the 
cloud model. According to Foster et al. [10], cloud computing leverages multitask-
ing to achieve higher throughput by serving heterogeneous applications, large or 
small, simultaneously. From another perspective, the cloud computing environment 
assigns due importance to good governance and the integrity of systems and data. 
While research confirms the widespread adoption and usage of cloud computing 
services across enterprises, arguably it should be said primarily of cloud computing 
as a business phenomenon rather than a technological one [11]. Moreover, a corpora-
tion can benefit from cloud computing in two different ways: directly through lower 
expenses and indirectly by being able to concentrate more emphasis on key business 
tasks. Cloud computing is a promising endeavour with the potential to offer financial 
benefits to an organisation [12].

The rest of this chapter is structured as follows. Section 2 reviews the state of the 
art in the domain of cloud computing lock-in solutions. Through this review, a set of 
guidelines are extracted that a vendor-neutral cloud service should follow in order to 
mitigate lock-in risks. Section 3 introduces parameters and discusses its core dimen-
sions. Section 4 confirms the set of guidelines to follow for a successful intra-cloud 
migration with low switching costs (customizability). Section 5 summarises good 
practices and guidelines for building a standardised infrastructure, portable data 
structures and interoperable platforms. Finally, Section 6 concludes this chapter by 
discussing the research findings and future work.

2. Related work

In the study by Opara-Martins [8], the author has shown that the complexity of 
vendor lock-in that exists in the cloud environment, with the complexity of service 
offerings, makes it imperative for businesses to use a clear and well-understood 
decision process to procure, migrate and/or discontinue cloud services. Some of the 
existing cloud solutions for public and private companies are vendor locked-in by 
design, and their existence is subject to limited interoperate with other cloud systems 
[13]. There are several works that highlight vendor lock-in as a concern for cloud 
adoption and migration. The goal of this research is to gain a comprehensive under-
standing of the type of solution and motivation driving widespread adoption of cloud 
computing across institutions, enterprises and government parastatals. The approach 
of cloud computing is practical due to the combination of security features and online 
services. Cloud computing continues to be one of the most vital and fast-growing 
models of ICT. Researchers and practitioners have been actively reporting solutions 
and motivation with this new technology. The use of a specific cloud service during 
an application design may affect its maintenance and forthcoming migration require-
ments. The effort required to migrate an application from one cloud environment to 
another varies depending on the particular cloud service that it consumes. Any organ-
isation that is considering the adoption of cloud services must start by identifying the 
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type of cloud service components it intends to take advantage of before starting plans 
for integration with existing enterprise networks. Therefore, enterprises’ capability to 
ease switchability between cloud providers without any lock-in effect is important for 
its decision-making regarding service model adoption [14].

Prior to adopting cloud computing services, organisations must fully understand 
the impact they will have on existing business processes. The cloud service agreement 
is a documented agreement between the cloud service provider and cloud service 
customer that governs the covered services, while the cloud service level agreement is 
a part of the cloud service agreement that includes cloud service level objectives (i.e. 
commitment a cloud service provider makes for specific, quantitative characteristics 
of a cloud service. Where the value follows the interval scale or ratio scale) and 
cloud service qualitative objectives for the covered cloud service(s). Cloud service 
qualitative objective is the commitment a cloud service provider makes for a specific, 
qualitative characteristic of a cloud service, where the value follows the interval scale 
or ordinal scale. Therefore, a service level agreement (SLA) is a critical part of any 
service-oriented vendor contract. An SLA serves as an intermediary between the 
cloud service provider and a client organisation, while a cloud service broker is a ser-
vice between cloud service customers and cloud service providers, in which the cloud 
service broker arbitrates, delivers and manages the cloud services from cloud service 
providers to cloud service customers. The SLA management is involved during the 
establishment of a cloud service agreement and manages cloud SLA by monitoring 
cloud services for cloud service level objective to verify the service level, by detecting 
failures to meet the terms of the cloud SLA through monitoring and by providing 
agreed remedies for failures to meet the terms of the cloud SLA. Cloud computing 
has the potential to transform a large part of the ICT industry, making software 
even more attractive as a service and shaping the way ICT hardware is designed 
and purchased. Cloud services exist under a shared security environment and both 
cloud service providers and users contribute to the overall security [15]. Thus, a less 
secure cloud service provider can lock-in users by providing the means for creating 
value within the security umbrella. Cloud computing presents an added level of risk 
because essential services are often outsourced to a third party, which makes it harder 
to maintain data security and privacy, support data and services availability and 
demonstrate compliance.

A cloud computing system typically consists of the following components: data, 
applications, platforms and infrastructure. Data are the machine-processable rep-
resentation of information stored in computer storage. Applications are computer 
programs that carry out tasks associated with solving business issues. Platforms are 
computer programs that enable applications and carry out generic, non-business-
related tasks. Physical resources for processing, storage and communication make up 
the infrastructure. A data model that specifies the data’s structure and includes meta-
data that the application can use to interpret elements of the data is the application 
data. Therefore, unless an application is standalone, the effort is needed to integrate 
it into a system. The degree of interoperability of an application can be measured as 
its cost of integration. Hence, understanding the theoretical framework described 
in this study is an important first step in understanding the remainder of the cloud 
lock-in parameters. Overall, a detailed understanding of these areas is required in the 
research field in order to make the correct decisions concerning cloud migration.

The research approach used in this study is mixed methods. Opara-Martins [8] 
carried out a study on cloud vendor lock-in from 2012 to 2016. In the survey, techni-
cal experts from a wide range of organisations were asked about their use of cloud 
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computing. The 114 business respondents, who represent organisations of various sizes 
in numerous industry verticals, include technical executives, managers and practitio-
ners. Respondents are firms from a wide range of cloud-related industries, including 
both providers and consumers of cloud lock-in solutions. The survey also shows that as 
computing resources move from on-premise to the cloud environment, aspects like a 
contract (also referred to as commercial) lock-in are exacerbated to further complicate 
decision-making for/or against cloud adoption. Specifically, in this work [16], the 
author(s) discussed a number of technical and organisational factors that should be 
taken into account in order to assist businesses in enhancing their security posture, 
identifying and mitigating privacy-specific controls, and maintaining the flexibility to 
easily switch cloud providers (i.e., avoid lock-in), we will talk about a number of tech-
nical and organisational factors worth taking into consideration. This will increase ICT 
agility and business continuity. Their answers provide a comprehensive perspective on 
the state of the cloud today. The next section takes an unusual approach to further  this 
study, whereas the subsections discuss the background and motivation for this study.

2.1 Background

Vendor lock-in is a topic of intense discussion in the ICT industry, and the general 
business community is now paying more attention to it. On the one hand, those 
who support open-source technology highlight the avoidance of vendor lock-in as a 
fundamental benefit. On the other hand, there are cloud service providers and suppli-
ers of proprietary software who claim that vendor lock-in is nothing to worry about. 
Vendor lock-in has, according to some, always existed, and they are right. You will 
essentially be ‘locked in’ to the data centre operator, the hardware provider and, in the 
end, your engineer who operates and maintains it, even if you employ an engineer to 
create a specific solution internally. Any modification to such components will raise 
risks, extend project duration and raise costs. You might call this a lock-in. A growing 
problem is locating existing tools or adopting new ones that can lessen the effects of 
vendor lock-in. According to Satzger et al. [17], there are three types of solutions that 
have been suggested to mitigate vendor lock-in for the cloud, namely: (i) standards 
[18]; (ii) abstraction layers and adapters [19] and (iii) reducing accidental complex-
ity, by adopting semantics and model-based solutions [20]. Based on these assertions, 
the chapter’s contribution is also intended to provide new knowledge and greater 
depth to support organisations around the world in making informed decisions, 
ensuring that the migration and integration between on-premise and cloud happen 
with minimal disruption to business and results in maximum sustainable cost benefit.

2.2 Motivation

Fear of vendor lock-in is one of the main motivators for a multi-cloud strategy. 
When a consumer is ‘locked in’ to a single vendor for goods and services, it signifies 
that transferring to another vendor would be prohibitively expensive or disruptive 
to operations. Going all-in with a single vendor may enable you to streamline pro-
cesses, increase your agility and maybe improve quality as single-vendor solutions are 
frequently better integrated. So, even while vendor lock-in has advantages in a perfect 
world, there is a serious potential for exorbitant expenditures. There are other issues 
as well, the technology you adore may be placed on hold or eliminated entirely when 
you are locked in since you are totally dependent on your vendor to drive innovation. 
This is particularly risky in our current ‘as a service’ world, when providers can decide 
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to discontinue their product at any time, leaving you with few options and no time 
to transfer. Although utilising a single cloud provider plainly results in some depen-
dence, you can migrate your data to any environment of your choice and only pay for 
the services you use. Therefore, your applications should be created or moved to be as 
flexible and loosely connected as possible to reduce the danger of vendor lock-in. The 
application components that communicate with cloud application components should 
be loosely coupled to them. Adopt a multi-cloud strategy as well. Consider putting 
the majority of your workloads in one cloud and the rest in another if your busi-
ness requires the use of many vendors and the ensuing complexity is worth it. This 
will guarantee that you get some experience without suffering any negative effects. 
Additionally, if possible, employ automation to streamline processes and ensure 
consistency as later discussed in this chapter.

3. Systematic initial review

The author has carried out a systematic initial review (SIR) of the existing litera-
ture regarding cloud lock-in, not only in order to summarise the existing solutions 
and motivations concerning this area of specialty but also to identify and analyse the 
current state and the most important areas for cloud computing. The aim of the SIR 
is to identify and relate gaps in knowledge as it pertains to cloud lock-in with possible 
solutions for the advancement of this knowledge domain.

Understanding what lock-in parameters are in cloud computing will help organ-
isations to make the shift towards the cloud since it leverages many technologies and 
it also inherits their heterogeneous features. As described in this chapter, storage, 
applications, data, virtualisation and networks are the largest lock-in areas in cloud 
computing. Providers, end users and developers should consider the lock-in areas to 
take good advantage of the cloud. It is also essential to analyse compatibility issues 
such as database schema semantics and data types of the database so that there are no 
inconsistencies between the database layer before and after cloud migration.

Requirements for open, interoperable standards for cloud management interfaces 
and protocols, data and data formats will develop as more businesses create cloud 
adoption strategies and execution plans. As a result, cloud service providers will be 
under pressure to base their offerings on open, interoperable standards in order to 
be given serious consideration by businesses. Cloud computing promises to make 
switching to a different provider quick and easy, but that is only possible if users 
are careful to avoid provider lock-in. The reason because standards influence choice 
and choice influences the market, standard-based cloud services are essential for 
the development and dissemination of this paradigm. Third-party suppliers will be 
allowed to create and provide value-added management capabilities in the form of 
separate cloud management solutions in the presence of standards-based cloud offers. 
Vendors who already have ICT management tools available on the market would 
leverage such products to manage cloud solutions and hybrid cloud deployment. 
Due to the heterogeneity of the runtime environments, there are extra compatibility 
concerns when creating hybrid clouds based on legacy hardware and virtual public 
infrastructure. The X86 machine mode is supported by hypervisors, which can be a 
technical hurdle to a seamless transfer from private to public contexts.

In cloud lock-in conditions, a big installed base of a client is kept within the virtual 
infrastructure of one vendor, who does not reveal the intervals of their system, pre-
venting the customer from shifting their installed base to another provider without 
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incurring a significant fee. The cloud service customer is a party that is in the business 
relationship for the purpose of using cloud services. Since most cloud offerings are 
proprietary, customers adopting the according services or adapting their respective 
applications to those environments are explicitly bound to the respective provider 
and other necessary parameters to support the migration. The amount of work a user 
is willing to put into transferring their skills to another environment, which typically 
involves reprogramming the corresponding programs limits their ability to move 
between providers. This makes the user dependent on both the provider’s success and 
failure, as leaning too much on a single source might have major negative effects on 
service use [21]. In this respect, dependency, lock-in, privacy and security have been 
identified as a hurdle to cloud computing in companies and have been discussed in 
subsequent sections. The next subsection details the pragmatic approach used in this 
study.

3.1 Philosophical approach

Adopting cloud computing is a complex decision involving many factors [12]. 
Although cloud-based offers are proliferating on the web and there is competition 
among cloud computing services, the rules and standards governing cloud computing 
are insufficient to provide customers with conditions of use ensuring that they will 
not experience lock-in situations or dependency with regard to the cloud computing 
providers. In fact, a client or another provider cannot always use the data formats and 
application interfaces used by a cloud computing service. Similarly, users want to be 
able to recover their data whenever they wish, without distortion or loss. Also, when 
it comes to recovering disputed data, the laws in the region where the data are physi-
cally located may present difficulties (act). All of these factors highlight the need 
for rules and standards that enable the interoperability and reversibility of the cloud 
computing ecosystem. The long-term development of cloud computing depends 
on this. Here again, it is evident that circumstances change, however, and as they 
become complex the simplifications can fail. However, this does not automatically 
imply that all new economic models brought about by cloud computing, whether 
for cloud service providers or for cloud service users, systematically guarantee 
significant financial gains. Due to the complexity of the cloud computing model, as 
it has been presently proposed, various outcomes of the corresponding economic 
analyses regarding the costs and benefits associated with adopting a cloud comput-
ing model have been found. This chapter is based on the CYNEFIN (pronounced 
ku-nev-in) framework, which allows executives to see things from new viewpoints, 
assimilate complex concepts, and address real-world problems and opportunities. 
The framework divides the problems that leaders face into five contexts based on how 
cause and effect relationships differ: four of these simple, complicated, complex and 
chaotic-demand that leaders analyse circumstances and take necessary action. When 
it is difficult to determine which of the other four contexts is dominating, the fifth 
context disorder applies [22].

Executives can avoid problems that arise when their preferred management style 
causes them to make poor decisions by using the CYNEFIN framework to help them 
to identify the context in which they are operating. The author’s focus in this chapter 
is on the fifth context since the disorder is not uncommon in the cloud computing 
business world and this writing concentrates particularly on that context. Moreover, 
leaders who understand that the world is often irrational and unpredictable will 
find the CYNEFIN framework particularly useful and disorder makes it difficult to 
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recognise when one is in it. Effective leaders learn to shift their decision-making to 
match changing business environments.

Cloud environments provide a powerful and flexible computing option for many 
researchers. Now is the time for organisations and institutions to reassess, and in 
many cases, readjust their approaches to take full advantage of the agility, speed, 
scalability and availability of the cloud at a time when such capabilities are more 
important than ever. So when you look at cloud computing through an ethicist’s eye, 
an economist’s eye or with a policy dimension the impact of the decisions, we take 
now will have economic and societal impacts for generations to come [23]. In the fol-
lowing section, author will demystify the cloud paradigm with substantial evidence 
and undeniable facts.

4. What is in the ‘Cloud’

The survey report conducted by Sahandi et al. [3] revealed that 25.1% of participants 
were not sure about the term cloud computing; therefore, this section fills in this gap 
by providing substantial evidence on what the ‘cloud’ literally means. This is important 
because the increase of cloud computing understanding is expected to accelerate cloud 
adoption by enterprises. Cloud separates application and information resources from 
the underlying infrastructure, and the mechanisms used to deliver them. Cloud com-
puting, more specifically, refers to the use of a set of services, applications, information 
and infrastructure made up of pools of compute, network, information and storage 
resources that can be quickly orchestrated, provisioned, implemented and decommis-
sioned, as well as scaled up or down, enabling on-demand utility-like (as in electricity) 
models of allocation and consumption. More discussion, from the standpoint of the 
introduction, is focused on how the cloud differs from and is similar to the current 
computing models, as well as how these similarities and differences affect organisa-
tional, operational and technological approaches to network and information security 
practices. The keys to understanding how cloud architecture affects lock-in parameters 
are a common, succinct vocabulary, along with a consistent taxonomy [24], of offer-
ings, by which cloud services and architecture can be dissected, mapped to a method 
of compensating security and operational controls, risk assessment and management 
frameworks and ultimately to business process compliance standards. Cloud is usually 
the preferred option when organisations procure new ICT services, as reflected in the 
UK government’s cloud first policy. Against this background, it is essential that new 
services are chosen and built in a way that reflects their security needs. The European 
Council (EC) has pushed cloud computing because it may make cutting-edge software 
and services affordable for SMEs and other customers, driving the digitalisation of soci-
ety and the economy. The US National Institute for Standards and Technology’s (NIST) 
most official explanation of the cloud model explains why cloud computing is often 
likened to a utility model, similar to electricity or gas distribution. However, the cloud 
model is also widely used by universities and research centres for scientific computing 
and by governments for online public services. As companies continue to pursue the 
cloud for data processing needs, cloud data centres are becoming the new enterprise 
data repository. CSA [25] report suggests that consumers’ understanding of the cloud 
has matured and signals a technology landscape where consumers are actively consider-
ing cloud migration.

The cloud is a service from the user’s point of view. However, the architecture for 
cloud service providers, integrators and channel partners who build or construct the 
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cloud is made up of numerous cloud computing components. Hypervisors, cloud 
operating system components and other such cloud components are examples of, 
virtual desktop infrastructure platforms, cloud dedicated firewalls, etc. The most 
basic cloud computing is the operating system (OS). Through the utilisation of 
virtualisation technology, cloud OS virtualised hardware resources of physical servers 
and storage area network devices and supported software-defined networking. Cloud 
OS enhances the performance and security of cloud computing systems as well as the 
user experience of administrators and users. Cloud is a primary accelerator of innova-
tion. As pointed out in ITU [26], understanding the emerging trend in ICT services 
known as cloud computing is a requirement for businesses to successfully utilise it 
and all of its advantages. Before implementing the cloud concept, it is frequently 
necessary to obtain specialised knowledge in the areas of data centre administration 
and commercial interactions.

Cloud simplifies rapid application development, allowing resources to scale on 
demand with flexible, consumption-based billing models. Migrating to the cloud 
also allows enterprises to implement turnkey solutions that use consistent processes 
and protocols while ensuring regulatory and business process compliance. Despite 
the benefits of the cloud, any change brings new risks. Ultimately, cloud services 
offer organisations and research institutes security protection beyond anything an 
individual agency could deliver in-house. Although the cloud may be secure in and of 
itself, it is still the organisation’s job to ensure the security of applications developed 
and deployed to production in the cloud. Because there are many different types of 
code and application building blocks to secure while developing cloud-native applica-
tions, application security safeguards enterprise data. When working with cloud 
products and services, the remaining section of this chapter is aimed at providing 
businesses with recommendations on how to best achieve portability and interoper-
ability. As cloud standards customer council [27] concurs that the lack of portability 
and interoperability between components of cloud solutions could mean that the 
potential business benefits of cloud computing are not met.

Cloud computing is one of the enablers of the European Commission Digital 
Strategy (ECDS) transformation [28]. The European Commission (EC) has promoted 
cloud computing towards companies and public administrations alike since the 
adoption of the first European cloud computing strategy in 2012. Cloud first with a 
secure hybrid multi-cloud service offering is the EC’s vision for cloud computing. The 
cloud first approach implies that any development should preferably be cloud-native, 
and existing information systems would be reassessed for transformation, rewiring 
or replacement within the context of the modernisation plans foreseen by the ECDS, 
setting the opportunities arising in the business and application lifecycle. Cloud 
computing relies on the sharing of resources to achieve coherence and economies of 
scale, similar to a public utility. The international market for cloud services has led 
to the development of a new paradigm for transformational programming in which 
cloud-native information systems are constructed without reference to the underlying 
ICT infrastructure on top of a variety of cloud-based services. Code written at a much 
higher abstraction level results in a large reduction in the amount of code required to 
achieve the same functionality. This reduced code base enables faster rewrites to adapt 
to changes, boosts agility, lowers operational costs and requires less maintenance 
work. All of this enables companies to focus on business issues rather than ICT issues. 
Besides, the real value of cloud computing can only be unlocked by moving informa-
tion systems to a cloud-native development pattern. ICT teams must start employing 
agile and cloud-native development practices such as DevSecOps and design systems 
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according to modern data-centric architectures supporting the consumption of 
loosely-coupled micro-services. Cloud systems should be conceived in such a way that 
they can benefit from the advantages of cloud-based delivery models regardless of 
whether the data or processing capabilities are on-premise or in the public cloud.

Cloud services must be designed and operated according to security best practices. 
The designers of new information systems would only be able to use a limited number 
of services if they tied an organisation to a single cloud provider. In order to avoid 
being dependent on a single public cloud provider, the organisation should opt for 
a multi-cloud strategy. As a result, the cloud service consumer organisation will, in 
a vendor-neutral manner, obtain ICT services from the cloud provider that is best 
suited for the services required, depending on the use case. The secure and safe usage 
of cloud services is intrinsically linked to an appropriate data classification for all 
data assets of an information system. Moreover, one of the most relevant factors for 
the success of the cloud is the ability to enable a modern way of managing Big Data. 
Cloud-based data services and solutions to manage the high volume of data and data 
operations are key elements for shaping the organisation of tomorrow. The usage 
of vendor-specific advanced cloud services increases the risk of lock-in with one 
particular cloud supplier. Such a situation is not inevitable though, but the switch-
ability of one cloud provider to another one should just be a refactoring cycle away. 
Information systems that are cloud-native are always designed and built with a certain 
cloud platform in mind. The information system may be created in ways that make 
it difficult for portability and reusability in order to get the most out of the chosen 
cloud platform. This may result in a situation known as vendor lock-in, in which data 
or information systems are dependent on a single provider and are immobile [29]. The 
council recognises that one of the crucial elements for guaranteeing the stability and 
security of the internal market is avoiding vendor lock-in and diversifying ICT sup-
pliers. Emphasises the importance of advocating for and putting into practice suitable 
measures that support vendor diversity and competitiveness in a way that is tech-
nology-neutral, further supports including provisions relating to preventing vendor 
lock-in in EU legislation. Accepts the proposal for a Regulation on Harmonised Rules 
on Fair Access to and Use of Data (Data Act), which aims to improve the interoper-
ability of data processing services and remove barriers to switching between provid-
ers of data processing services. The next subsection(s) will discuss the different cloud 
delivery mechanisms and service deployment models as well as emerging trends in 
these aspects.

4.1 Service models

The choice of service models is important because it will largely determine 
the types and effectiveness of security separation mechanisms that are available. 
However, this choice of service model will also affect the amount of responsibility 
that one has for securing your data and workloads within the service and how much 
responsibility the cloud provider will take on your behalf.

• Infrastructure as a Service (IaaS)—According to Sen [30], cloud infrastructure 
can be a real risk as each implementation choice affects future scalability, service 
level and flexibility of the services being built. It is fair to denote that ‘future-
proofing’ should be the primary concern of every system architect. There are 
huge incentives for any vendor to increase lock-in through contractual, fiscal 
and technical constrictions. Interest in cloud infrastructure has been driven by a 
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huge urge to break free of the existing enterprise vendor relationships for which 
the lock-in costs are higher than the value provided. Resist lock-in mechanisms 
in areas such as long-term contractual commitments and pre-paid arrangements 
distort decision-making, although technical lock-in remains one of the most 
difficult to avoid. Additionally, many suppliers encase exclusive APIs in distinct 
services so that future applications might adopt their style. These ‘stick services’ 
or ‘loss leaders’ give IT businesses strong incentives to choose the fastest route to 
value and incur some lock-in risk. This is a common type of technological debt, 
especially as new vendors introduce products that are more potent and distinc-
tive in the same market or as better solutions emerge from OSS community. In 
addition, proprietary APIs invite strategic disruption from cloud providers in 
order to preserve customer lock-in.

• Platform as a Service (PaaS)—platform for cloud computing service provision 
(customer service management, billing, etc.). The consumer is given the ability to 
upload programs they have developed themselves or purchased using the provider’s 
supported programming languages and tools into cloud infrastructure. The con-
sumer has control over the installed programs and perhaps the parameters of the 
application hosting environment but does not manage or control the underlying 
cloud infrastructure, including the network, servers, operating systems or storage.

• Software as a Service (SaaS)—business applications, customer relations and sup-
port (CRM), human resource (HR), finance (ERP), online payments, electronic 
marketplace (for very small- and medium-sized enterprises). The consumer does 
not manage or control the underlying infrastructure including network, servers, 
operating systems, storage or even individual application capabilities, with the 
possible exception of limited user-specific application configuration.

• Process as a Service for Business—Business Process Outsourcing as a Service 
(BPaaS) is the provision of BPO services that are derived from the cloud and 
designed for multi-tenancy. When human process actors are needed, services are 
frequently mechanised, so there is not a labour pool that is extensively devoted 
to each client. Commercial terms with consumption—or subscription-based 
pricing schemes are used in a cloud-based service. Access to the BPaaS paradigm 
is made possible by web-based technology.

• Communication as a Services (CaaS): unified communications, e-mail, instant 
messaging, video and audio communication, collaborative services and data 
sharing (web conference).

• Network as a Service (NaaS)—managed Internet (assured speed, availability, 
etc.), paired with virtual private networks (VPNs) and cloud computing  
services, flexible and on-demand capacity.

• Serverless blurs the line between PaaS and SaaS. What sets serverless apart is that 
each government solves just one functional problem so multiple components 
must be combined to build an application.

• Containers such as Docker are widely used to deploy applications in the cloud. 
Services that run customers’ containers tend to fit somewhere between the IaaS 
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and PaaS (which varies depending on your choice of service). Containerisation 
is the emerging virtualization technology to support more elastic service frame-
works due to its flexibility and small resource footprint.

4.2 Deployment models

When assessing the suitability of a given cloud service, you will need to decide on 
the service model and deployment you adopt. This is the essential first step towards 
determining whether the separation measures needed for your intended use are in 
place. For enterprises cloud computing provides access to agile, robust and scalable 
solutions. These could be in the form of SaaS products or IaaS products that allow 
enterprises to add or remove servers with ease as they are needed.

• Public cloud—To make the public cloud economically viable, cloud providers do 
not usually provide each customer with dedicated compute resources. Instead, 
resources such as compute power, networks, storage and identity management 
are shared between multiple clients. In this scenario, the separation implemented 
within each of those shared resources will affect the security of your deployed 
workloads and data. This makes it imperative you choose a cloud service provider 
whose separation techniques match your security needs.

• Private cloud—The cloud infrastructure is operated solely for a single organ-
isation. It may be managed by an organisation or a third party and may exist 
on-premises or off-premises.

• Hybrid cloud: The cloud infrastructure is made up of two or more clouds 
(private, community or public), each of which is distinct from the others but 
which are connected by standardised or proprietary technology that enables the 
portability of data and applications (such as cloud bursting for load-balancing 
between clouds).

• Community cloud: The infrastructure is shared by a number of organisations, 
supporting a number of communities with similar issues (e.g. mission, security 
requirements, policy or compliance considerations). The organisations or a third 
party may administer it and may exist on-premises or off-premises.

• Edge Computing—Some public cloud providers offer the ability for users to 
deploy some of their services in their own data centre using hardware that is 
provided by them. This is known as edge computing and should be treated as 
a variant of the public cloud since its control plane (and sometimes its data 
plane) will be shared with the public cloud. You will need to have confidence 
that you can trust your physical data centre (and the network that you use to 
host the provided edge devices), as well as the cloud service that provided 
the device. Edge computing is usually deployed by organisations that require 
extremely low latency between client and service, to each data on sites where 
internet connectivity is unreliable, or to reduce internet bandwidth require-
ments by pre-processing raw data, prior to sending or derivation of the cloud.

• Multi-cloud—A multi-cloud strategy allows you to take advantage of more than 
one cloud service provider. Different cloud services may better meet the needs of 
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different projects so it is common for an organisation to choose to use more than 
one platform to get the benefits of each.

Having read and understood to a certain degree the impact of cloud computing on 
businesses and institutions, the remainder sections of this chapter is meant to con-
tribute to a further understanding of the overarching lock-in parameters.

5. Understanding cloud lock-in

In Refs. [14, 24], the author(s) have addressed several misconceptions regarding 
the cloud computing lock-in effect for the widespread adoption of cloud services. 
Organisations must approach the cloud with the understanding that they have to 
change providers in the future. It is advisable to do business continuity planning, 
to help to minimise the impact of a worst-case scenario. Various businesses will in 
the future suddenly find themselves with urgent needs to switch cloud providers 
for varying reasons. Companies seeking to adopt DevOps practices like continuous 
integration (CI) could face cloud lock-in due to the complexity of the required tools 
and effort needed to integrate them into their workflows. Even those companies that 
have already transitioned to DevOps could encounter lock-in, as the environments 
and tools are changing fast and constantly [31]. In the study by Opara-Martins [16], 
the author believes vendor lock-in appears when software companies become depen-
dent on the tools they are using, not being able to substitute them when they need to 
is an issue that relates to the flexibility that is incompatible with DevOps. García-Grao 
and Carrera [32] concur that the DevOps paradigm is taking over software develop-
ment systems, helping businesses increase efficiency, accelerate production and 
adapt quickly to market changes. A report by the UK Government (2019) states that 
there are generally two different types of lock-in. Many organisations have experi-
ence with commercial lock-in where long and inflexible contracts with providers can 
prevent organisations from changing their technology strategy when circumstances 
change. The opposite is true for public cloud services, where providers frequently 
use rolling, pay-as-you-go agreements. Although technically speaking you are free to 
discontinue utilising their services at any moment, in practice, this can be challenging 
and is referred to as technological lock-in. The lack of comparable services from other 
providers, technical architecture that depends on doing things a certain way, exces-
sive integration with provider-specific services or products, and a lack of technical 
architecture expertise within the organisation are the main causes of this.

The popularity and use of cloud computing have largely been driven by the 
reported benefits on firm performance [33]. In this chapter, the author confirms that 
cloud adoption decisions [16] are complex and therefore require creativity, seeing 
as managers are advised to consider mindfulness as a criterion for job selection [34]. 
While several initiatives have been taken to prevent vendor lock-in risks [16], feder-
ated access control policies and identity management are too important features to 
design and implement inter-cloud security solutions [35]. In contrast to the afore-
mentioned, Oulaaffart et al. [36] stipulate that the stakeholder may be reluctant to 
share information related to security with each other. This is to show that inter-cloud 
migration efforts have thus far been faced with several major solutions in terms of 
interoperability and security management.

In that context, moving resources across different cloud providers still fre-
quently involves high prices, legal restrictions or even voluntary incompatibilities in 
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technology, which promotes effective management of cloud resources [16]. But the 
integration of these resources and the development of cloud composite services depend 
heavily on the portability and interoperability qualities. The study by Opara-Martins 
[37] has been discussed by previous and recent researchers on the current state of the 
adoption process and associated effects of cloud computing by SMEs means they are 
very much interested because of the cost savings, flexibility and scalability of ICT that 
a cloud provides. SMEs have helped to take advantage of technology to facilitate and 
improve business [38]. Recently, cloud computing and application environments have 
evolved from monolithic to microservice architectures and platform support [39]. 
Cloud lock-in which is a user difficulty of switching from one vendor to another is 
regarded as one of the major motivations in the adoption of cloud by developers and 
SMEs [37]. Cloud computing offers good tools for organisations to conduct business 
efficiently.

Individuals and ICT organisations have begun to profit from cloud providers such 
as Amazon Web Services (AWS), Google cloud platform (GCP), Microsoft windows 
azure and others based on their demand for IaaS, PaaS and SaaS resources with pay-
as-you-go pricing model. Cloud lock-in is now a well-known phenomenon [40, 41] 
in spite of its involvement with big automation companies. The proper deployment 
of novel methods can greatly reduce vendor lock-in. Although cloud provisioning 
has a dark side, it too often prioritises economic gain over the cost of long-lasting 
sustainability [42]. Moreover, vendor lock-in is economically unsustainable for cloud 
users because it makes it difficult for them to react if a provider does not deliver the 
promised service, reduces their bargaining power and even puts their company assets 
at risk in the event of data breach or cyberattack on the cloud provider’s end [16]. To 
recall, the author reiterates here that cloud lock-in is characterised by a time-consum-
ing procedure to migrate one application, data or service to another competitive cloud 
or establish communication among distinct cloud entities. Several solutions have been 
proposed to overcome lock-in situations, and middleware platforms are one of them 
[43]. The main solution identified in the composition of services for supporting the 
lifecycle of digital products is less dependency on services, infrastructure, platform, 
programming language or third-party services [16].

From the dimension of services computing, the cloud provides techniques for 
the construction, operation and management of large-scale internet service sys-
tems. It represents the frontier development direction of software engineering and 
distributed computing [44]. Due to the fact that cloud computing is built on many 
pre-existing technologies, hence to understand the complexities in cloud adoption, 
there are various factors such as knowledge management, technology interoperability, 
business operations, system integration, ICT infrastructure update, etc., that need 
to be considered during cloud computing adoption [45]. Likewise, there is a body of 
research that has general factors that influence the adoption of cloud-based services 
[46, 47], but these factors do not specifically address complexity dimensions [16]. 
Standards are a critical topic in the field of cloud computing [48] as they allow cus-
tomers to compare among and evaluate cloud providers [49]. Proprietary technologies 
make cloud migration hard for end-users, and some providers note that standards to 
support interoperability between devices are needed [50]. As more applications make 
use of the cloud and more providers appear, vendor lock-in becomes an increasingly 
important factor.

The need for a common and interoperable standard is further augmented due 
to the appearance of Fog computing [51]. Lack of understanding of cloud technol-
ogy and lack of confidence in cloud security are the major risks of applying cloud 
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solutions [52]. The quest for supremacy among major players enhances their unwill-
ingness to settle for a universal standard and thus upholding their incompatible 
cloud standards and design configurations [53]. One of the main hurdles in the cloud 
adoption of data-intensive applications is the absence of mature data management 
solutions that address vendor lock-in [54]. The risk of vendor lock-in can occur in 
any public-private collaboration, yet ICT products trigger particularly strong lock-
in effects as a vendor can create a monopoly position by closing its technologies. 
Dependencies make the process of changing cloud providers or even the collaboration 
of processes between different providers a very difficult task. However, cloud ser-
vice providers may also offer non-compatible solutions with proprietary interfaces, 
complicating the cloud landscape [16].

Cost of migration, integration, interoperability and customisation needs are 
attributed to a lack of skills in the effective implementation and management of a 
cloud solution. In Ref. [55], vendor lock-in is addressed by multi-cloud resource man-
agement (MCRM). To support the MCRM and exhibit a suitable automation level, 
different cloud modelling languages (CMLs) have been identified in many research 
projects and prototypes. The adoption of cloud computing and its implementation 
depend upon a variety of technical and non-technical factors. Cloud computing and 
the services that cloud providers offer are expanding much beyond simply the bare 
minimum of computation, storage and networking. These larger capabilities include 
edge caches, workflow managers, functions-as-a-service microservices, database 
services on demand and a variety of additional capabilities that are located higher 
up in the system stack. A group of remote users may also share these features from 
several suppliers. At the software-as-a-service level, this may likewise be done for 
any arbitrary, application-level services. When working with heterogeneous clouds, 
synchronisation of access, capabilities and resources is crucial. A multi-cloud strategy 
is possible when standard exchange mechanisms are accessible for services.

Interoperability and portability for data systems, and services are crucial factors 
facing consumers in cloud adoption. Consumers need confidence in moving their 
data and services across multiple cloud environments. A cloud system is a collection 
of network-accessible computing resources that customers (i.e. cloud consumers) can 
access over a network. The cloud system and its consumers employ the client-server 
model, which means that consumers (the clients) send messages over a network to 
server computers which then perform work-in response to the messages received. 
Cloud computing requires consumers to give up (to providers) two important capa-
bilities: (1) control—the ability to decide with high confidence and what is allowed 
to access consumer data and programs and the ability to perform actions have been 
taken and that no additional actions were taken that would subvert the consumers 
intent. (2) Visibility—the ability to monitor, with high confidence, the status of a 
consumer’s data programs and how consumer data and programs are being accessed 
by others. In order to guarantee proper security and privacy protection, new problems 
in cloud design, construction and operation must be overcome. The implementa-
tion of the required controls turns into a collaborative effort between suppliers and 
consumers.

The ownership of the computing resources within a cloud is determined by cloud 
business models. Cloud service offerings that rent traditional computing resources 
(such as VMs or disk storage, i.e. IaaS) are closely related to existing standards, and 
hence, some usage scenarios illustrating portability can be expressed using existing 
standard terminology. Portability relies on standardised interfaces and data formats, 
while cloud computing relies on both consensus and de facto standards such as TCP/
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IP, XML, WSDL, IA-64, X509, PEM, DNS, SSL/TLS, SOAP, ReST. Moreover, most 
substantial applications are using the Internet today regardless of whether cloud com-
puting is employed. Therefore, the reader should not assume that by avoiding a cloud 
a user automatically avoids risks associated with Internet outages. Cloud systems 
have been conceptualised through a combination of software/hardware components 
and virtualisation technologies. Managing various sorts of access to the service 
components is necessary for various service delivery models. These service delivery 
approaches may be seen as hierarchical. As a result, the same functional components 
in a higher service model can use the access control guidance of functional compo-
nents in a lower-level service model.

Cloud systems offer application services, data, storage, data management, net-
working and computing resources management to consumers over a network. Access 
control (AC) dictates the subject (i.e. users and processes) can access objects based 
on defined AC policies to protect sensitive data and critical computing objects in the 
cloud systems. Cloud interoperability has emerged as a crucial business concern as 
business use cloud-based solutions at an increasing rate. ICT departments are aware 
of the need of being able to use cloud metadata to guarantee data protection and data 
portability, giving end users a safe way to remove their data from the cloud. This is 
especially useful in the event that you want to switch cloud service providers or if 
one of them goes out of business. ICT departments, therefore, anticipate providers to 
adhere to cloud data interoperation standards.

The academic literature pinpoints two issues as the two most important determin-
ing factors in this respect, with security ranking first, and vendor lock-in (specifically 
in PaaS and SaaS context) second. The current business methods of cloud service 
providers obstruct innovation and a free and open market, which has an effect on 
how data is used throughout the economy. Particularly, users are now prevented from 
migrating from one provider to another by porting their digital assets across due to 
contractual, financial and technical barriers. Over the past 10 years, this vendor lock-
in has grown significantly more severe. It is made worse by the current trend, in which 
providers are increasingly offering a variety of cloud services within an integrated 
cloud ecosystem, preventing customers from switching providers. Such ecosystems 
frequently devolve into ‘data-silos’ that hinder the adoption of cutting-edge data-shar-
ing tools and the market’s open nature for data processing. Achieving data portability 
will depend on the standardisation of the import and export functionality of data 
and its adoption of “data acts” by the providers. The next subsection describes some 
obstacles encountered during service migration.

5.1 Cloud migration hurdles

Advances in cloud computing have in recent years resulted in a growing interest 
for migration towards the cloud environment [16]. The transition to cloud comput-
ing frequently involves unforeseen, additional expenditures. While these costs are 
manageable and do not jeopardise the benefits of adopting cloud, some activities may 
prove to be quite expensive, especially if they are not planned for in a timely man-
ner. The frequent movement of data between the company and the cloud can also 
rack up costs, particularly in terms of bandwidth consumption where transfer times 
are lengthy. As things currently stand, lock-in is a perceived risk that there is more 
flexibility available in the cloud and users can become dependent on the products and 
services from a particular provider. In this case, switching from one technology or 
provider to another is difficult, time-consuming and disproportionately expensive. In 
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the cloud, the benefits of lock-in frequently outweigh the drawbacks. Using a cloud 
provider, for instance, to handle your storage lifecycle may result in lock-in, but it will 
also need less work to manage your service. Consumers of cloud services should be 
able to unilaterally provision computing capabilities such as server time and network 
storage as needed without requiring human interaction with service providers. Unless 
we implement new technologies, we keep an eye on fundamental goals and values. We 
will not be able to fulfil our consumers’ increasing expectations, and we will not be 
ready for even more significant changes that are sure to occur as we deal with con-
stantly increasing data quantities and a proliferation of devices and sensors, says [56].

The fact that, when selecting cloud services, engineers must consider heteroge-
neous sets of criteria and complex dependencies between infrastructure services and 
software images which are complex. Cloud providers such as Amazon Web Services 
(AWS), Salesforce.com or Google App Engine (GAE) give users the option to deploy 
their application over a network of infinite resource pools with low capital investment 
and with very modest operating costs proportional to the actual use. A migration 
strategy defines migration procedure in means of order and data transfer [57]. The 
following five steps outline a migration of an organisations web application to a cloud 
infrastructure service (IaaS), whereas migration of a company’s asset to a software 
application/applistructure or SaaS involves six holistic decision steps [16] and the 
steps of a migration to a Platform-as-a-Service (PaaS) offering would differ in several 
regards [58, 59]. PaaS migration is the process of moving from the use of one software 
operating and deployment environment to another environment. In order to develop 
(or adapt) software for cloud-based development and deployment, cloud-specific 
architecture and programming techniques need to be followed. Cloud migration can 
be categorised in terms of the cloud stack layers [60].

Cloud migration is a process of partially or completely deploying an organisation’s 
digital assets, services, ICT resources or application to the cloud. The cloud migra-
tion process may involve retaining some ICT infrastructure onsite. However, the 
migration process involves the risk of accidentally exposing sensitive business-critical 
information. Thus, cloud migration requires careful analysis, planning and execu-
tion to ensure the cloud solutions’ compatibility with organisational requirements, 
while maintaining the security and integrity of the organisation’s ICT system. A cloud 
migration process involves many concept variants and several ways of instantiation. 
As with any software development project, migration projects should be planned 
carefully and have a good methodology to guarantee successful execution. There 
is a need for live migration of virtual machines (VMs) at IaaS because the current 
cloud provider ecosystem is heterogeneous and, hence, hinders the live migration of 
VMs [61]. In spite of the aforesaid, with the combination of different paradigms, live 
migration can be conducted between edge servers, physical hosts in the local area 
network (LAN) and data centre sites through the wide area network (WAN). In the 
next subsection, security is presented as a bottleneck for service adoption.

5.2 Security lock-in

Cloud environments challenge many fundamental assumptions about the appli-
cation and data security. Cloud-based software applications require design rigour 
similar to applications residing in classic DMZ. With cloud computing, application 
dependencies can be highly dynamic, even to the point where each dependency 
represents a discrete third-party service provider. The cloud security environment 
embodies shared security and joint responsibility, which produces a form of lock-in 
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with the cloud services providers [59]. However, this form of lock-in differs from 
using security and tamper-resistance to explicitly hinder users’ ability to switch 
cloud service providers. This article’s author has confirmed in the works of [16, 24] 
that such lock-in is anti-competitive and motivates consumers to adopt anti-lock-in 
solutions such hybrid clouds, cloud management providers or brokers, and routine 
manual data exports [17]. In this aspect, functional misalignment with business needs 
and technical limitations in areas including integration, security or extensibility 
are major inhibitors to data switchability from one vendor to another [14]. If cloud 
service providers and their customers are fully informed of human error as a major 
root cause of security risks encountered in the cloud, both parties can fully benefit 
from the advantages this model of computing offers [62].

Previously, various vendors have introduced different types of clouds with het-
erogeneous resources available in each, varying with respect to computation (CPU/
GPU) memory and telecommunication network capabilities. Quite recently, cloud 
providers like IBM cloud have offered multi-cloud capabilities to improve interoper-
ability and facilitate data or computation portability between clouds [63]. The cloud 
industry has recently moved into a hybrid of cloud-edge computing, but this creates a 
whole set of new risks regarding interoperability and APIs, managing heterogeneous 
capacities, workload offloading data integrity and privacy, storage decentralisation 
application restructuring [64]. In the process of digital transformation, organisations 
respond to changes in the surrounding environment by exploiting digital technologies 
[65]. However, combining new Internet of Things (IoT) solutions can be challenging 
and technology with legacy systems aiming to exploit heterogeneous data from these 
different sources [66, 67]. Interoperability plays a prominent role in multi-vendor ICT 
platforms where various systems need to interact efficiently making standardisation 
crucial for collaboration [68].

The cloud lock-in is less when applications are dynamically developed in an 
agnostic cloud platform environment such as Google App Engine (GAE) or Microsoft 
Windows Azure and it is removed with substantial cost to a different platform. 
Moreover, both PaaS and SaaS as platforms create network effects that enable the 
growth of users across both supply and demand sides. But at the SaaS layer, the hurdle 
of data integration requires a combination of technical and business processes used to 
combine data from disparate sources into heterogeneously meaningful, valuable and 
reusable information [69]. Respectively, service developers making use of cloud ser-
vices can use SaaS providers and APIs as building blocks to develop composite services 
by integrating data and composing functionality provided by different SaaS resources 
[70]. Security, usability and vendor characteristics are the three main areas of lock-in 
risks in the cloud computing environment when adopting enterprise-class software 
like cloud ERP systems. Effectively integrating cloud ERP into existing cloud comput-
ing infrastructure will allow suppliers to determine organisations and business owners’ 
expectations and implement appropriate tactics [71]. Orchestration of cloud services 
is important for companies and institutions that need to design complex cloud-native 
applications or to migrate their existing services to the cloud. Tools such as Chef, 
Ansible and Puppet provide infrastructure as code (IaC) language to automate the 
installation and configuration of cloud applications. Clarity about security tasks and 
responsibilities is a crucial consideration in the procurement process. In this regard, it 
should be stressed that the responsibility for security cannot be outsourced [72].

Adaptation of containerisation and serverless technologies is the most trending 
microservices research area for practitioners focused on cloud-related domains. 
Solutions that provide cloud computing with end-to-end security reduce vendor 
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lock-in risks as it relates to stored data. The information must be protected in cloud 
storage and transmission to reduce this risk, so only the data provider and the final 
consumer can access or modify it [73]. Regarding stored data, cloud service provid-
ers integrate cryptographics mechanisms based on encryption protocols such as 
advanced encryption standard (AES) or Rivest-Shamir-Adleman (RSA). To a certain 
degree, cloud service providers practise security-induced lock-in when employing 
cryptography and tamper-resistance to limit the portability and interoperability of 
users’ data and applications, says Satzger et al. [17]. This security-induced lock-in and 
users’ anti-lock-in strategies intersect within the context of platform competition. 
Thus, cloud services providers, therefore, favour security-induced lock-in over price 
leadership. Continued advancement of computing and digital technologies is trans-
forming markets, economics and society. Migration to the cloud is strongly affecting 
corporate ICT strategies.

The security benefits of moving to a cloud-based system are often overlooked. A 
good cloud service will mitigate some existing risks and bring new benefits as well. 
Cloud provider is the vendor and operator of the cloud services. Cloud services vary 
substantially in size, from an entire e-business suite to a single component within a 
software development ecosystem (such as a storage or cryptographic key management 
service). It is simple for the cloud service to use a text template (like IaC) that outlines 
the desired configuration and contacts the APIs to make the necessary modifica-
tions because cloud infrastructure is typically maintained through APIs. As a result, 
IaC enables you to track your configuration in text documents where changes can 
be examined, and analysis can be carried out automatically. The use of automated 
processes to enforce security or policy requirements is known as guardrails and is 
an emerging technique in the cloud. This could entail a stipulation that only a select 
group of authorised operating system images may be utilised for computing services, 
or that all bulk data storage encrypts data at rest. Cloud services have been designed 
with an array of security benefits for your organisation and it is worth taking the 
time to find out what is available (and how to apply it to your specific needs) in 
order to gain the most benefits. The more you take the time to understand the cloud 
services available, the bigger the benefits will be. When selecting a cloud service, 
make sure that it meets your needs and helps you to secure your data. The process of 
digital transformation involves adopting technologies that enhance operational and 
customer experiences. Evaluating cloud and business risk together provides a better 
understanding of its impact on enterprises’ overall risk maturity, including adopting 
a shared fate partnership between cloud service provider and customers [74]. This 
chapter affirms that an organisation’s best path to viable risk management involves 
ICT modernisation into the cloud or cloud-like on-premise infrastructure. The CSA 
[74] report further confirms that there is no consistency of data classification across 
the use of cloud platforms and services. Tripathi and Mishra [75] note that the cloud 
is becoming less of a risk to manage and more of a means to manage these risks and 
modernisation. The approach helps both businesses and providers to improve their 
cloud adoption. The next subsection presents DevSecOps as a philosophy to combat 
security lock-in issues in the cloud environment.

5.3 DevSecOps mitigates lock-in

A number of additional problems regarding the tools and services needed to 
develop and maintain running applications are brought on by cloud computing. 
These consist of program administration utilities, coupling to external services, 
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development and testing tools, libraries and operating system dependencies, some of 
which may come from cloud providers. It takes a lot of work to design, integrate and 
deliver software in the modern software engineering process. Continuous integra-
tion (CI) is the process of automatically adding new code from several developers to 
the same version of the software while simultaneously checking it for bugs. When 
deploying new software to production using continuous delivery (CD), the frequency 
of the deployments differs from traditional software deployment being the frequency 
of deployment, which can happen multiple times every day. DevSecOps is a software 
engineering culture that guides, breaks down silos, and unify software development, 
security and operations. IaC evolved to solve a real-world problem referred to as 
environmental drift in the release pipeline. It is important to consider vendor lock-in 
versus product lock-in when selecting technology or IaC formats.

While the debate on cloud lock-in lies on the heavy reliance on the single cloud 
provider or perhaps the inability to use services of multiple vendors, closed pro-
prietary software or systems purposely encourage technology lock-in, ensuring 
long-term customers and revenues while discouraging innovation. Abu-Libdeh 
et al. [76] strongly note that going all-in with a single cloud provider may allow 
organisations to simplify things and become more agile, potentially achieving better 
quality as single vendor solutions are often better integrated. Since no application is 
platform-specific containerisation can help isolate software from its environment, 
while DevOps helps to maximise code portability and makes it easier to deploy to 
different environments. However, applications built for the cloud have developed 
into a standardised architecture made up of many small, loosely linked parts known 
as micro-services (implemented as containers), supported by a program known as 
mesh that runs services. A container orchestration and resource management plat-
form, such as Kubernetes, is home to both of these components and is referred to as 
a reference platform. Now, DevSecOps have been found to be a facilitating paradigm 
for these applications with primitives such as continuous integration, continuous 
delivery and continuous deployment (CI/CD) pipelines for providing continuous 
authority to operate (C-ATO) using risk-management tools and dashboard metrics 
[77]. DevSecOps puts security at the forefront of requirements to avoid the costly 
mistakes that come from treating security as an afterthought. Traditional security 
has been about exclusion and using the security policy to prevent people from 
disclosing secrets. DevSecOps is about inclusion and working as a team. Successful 
implementation of DevSecOps happens when the security team provides knowledge 
and tools and the DevOps team runs them. However, there is no reason for a secu-
rity team to run tooling as a completely out-of-band management process. Before 
concluding that DevSecOps is a methodology or framework for agile application 
development, deployment and operations for cloud-native applications, DevOps 
uses a forward process with a delivery pipeline and a reverse process with a feedback 
loop that forms a recursive workflow. The role of automation in these activities is to 
improve this workflow via the following tools for automation (e.g. Ansible [78], and 
Terraform [79]), DevOps stack (e.g. Maven [80] and Jenkins [81]) and programming 
languages like Kotlin [82].

For example, maven is a software project management and comprehension 
tool. Based on the concept of a project object model (POM), maven can change a 
project’s build, reporting and documentation from a central piece of information 
to sharing jars across several projects. In other words, it can be used for enabling 
and managing any Java-based project and one of the goals of maven is allowing 
transparent migration to new features as it has become the de facto build system 
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for Java applications. When migrating an application to the cloud and selecting a 
cloud service provider, the cost weighs heavily on the mind of every ICT manager 
in the automation industry. As a result, using an open-source system such as 
Jenkins can integrate with any cloud provider. Selecting tools based on strengths 
rather than vendor merit will help to avoid using one cloud provider for everything 
(which often leads to a single point of failure). Designing a solution using well-
known patterns decouples its functional characteristics from the underlying cloud 
implementation, making it easier to avoid lock-in or go multi-cloud. By adopting 
standardisation, automation, cross-platform programming languages and contai-
nerisation, organisations are flexible and adaptable. In the next subsection, SDN 
is presented as a means to surpass some of the incumbent networking challenges 
caused by technical lock-in parameters.

5.4 Software-defined networks

A more open standards-driven approach to networking is necessary for the cloud 
and digital transformation era as opposed to the proprietary network architectures 
and Application Specific Integrated Circuits (ASIC). Software-defined Networking 
(SDN), built on OpenFlow protocol, enables an organisation to virtualise their 
network, automate operations, enable efficient network configuration and integrate 
network functions across dozens of switches creating a unified network architec-
ture [83], that is programmable and dynamically definable. SDN as an emerging 
paradigm is set to logically centralise the network control plane and automate the 
configuration of individual network elements. In cloud data centres, however, 
network and server resources are collocated and managed by a single administrative 
entity; still, disjoint control mechanisms are used for their respective management. 
While unified server-network resource management is ideal for such a converged 
ICT environment, machine virtualisation can have a negative effect on cloud 
systems, resulting in drastic changes in performance and cost that mostly relate to 
networking constraints rather than software limitations. For example, network con-
gestion caused by consolidation itself, particularly at the core levels of data centre 
topologies, has a substantial impact on the infrastructure as a whole and becomes 
the primary bottleneck, impeding effective resource utilisation and, as a result, pro-
vider’s income. SDN runs on the principle of centralising control-plane intelligence 
while maintaining the separation of the data plane in order to allow open user-
controlled administration of the forwarding hardware of a network component. The 
switching fabric (data plane) is retained by the network hardware devices, while the 
controller receives the intelligence (switching and routing functionalities). Because 
the entire network is under centralised control, the administrator can configure the 
hardware right from the controller, which gives the network a high degree of flex-
ibility. SDN is monitored and implemented using a variety of tools and languages. A 
developing platform called Onix has been the focus of some SDN attempts in order 
to instal SDN controllers as a distributed system for flexible network management. 
Veriflow, a network debugging tool has been introduced in other studies, is capable 
of finding the flaws in SDN application rules and preventing them from impairing 
network performance. With the help of additional initiatives, the routing architec-
ture Routeflow was created. It is based on SDN concepts and allows for interaction 
between the performance of commercial hardware and adaptable open-source rout-
ing stacks. As a result, it makes it possible to switch from traditional IP deployments 
to SDN.
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By separating the control plane and forwarding plane, SDN provides centralised 
topology discovery and networking management, which enables the capability 
of managing resource contentions in finer granularity [84]. This gives academics 
and industry more options in a variety of network virtualisation-related areas, 
including novel LAN and WAN networking protocols, optimised virtualised data 
planes, traffic and flow management, software function chaining via virtualised 
network functions, etc. As a result, OpenFlow and the OF-CONFIG management 
and configuration protocol are accepted as the de facto standard SDN communica-
tion and control protocols. With SDN, policies, configuration and network resource 
management can be implemented quickly, and a single control protocol may handle 
a variety of tasks such as access control, routing and traffic engineering. The 
majority of open-source SDN controllers (Ryu, POX, FloodLight, OpenDaylight) 
expose APIs to manage firewalls, configure network components and obtain traf-
fic counters, among other things. Additionally, they have been widely employed 
for other network-related applications, including QoS management, participatory 
networking, new management interfaces and for complete network migration. 
Minimising vendor lock-in has become important due to the degree and pace of 
network transformation that is required to keep up with business modernisation, to 
reduce hardware manufacturer lock-in, the network must be made programmable, 
and control and other functionality must be abstracted using software-driven strat-
egy. It is crucial for ICT experts to choose the appropriate network operating system 
when utilising such a strategy in order to maximise cost-effectiveness and prevent 
problems with system integration and network availability [85]. The right approach 
to avoiding vendor lock-in is to counteract it strategically from the outset, instead 
of relying on one vendor, focus on several different ones. Internal systems should be 
built with the goal that subcomponents may be replaced later. Where a technology 
or vendor may seem like a riskier choice in terms of vendor lock-in, an exit strategy 
should be defined, obtain cloud services from several rather than a single provider, 
avoid using proprietary solutions, APIs, and formats and reduce the cost to switch. 
The next subsection highlights the need for effective strategies to mitigate the 
concerns of vendor lock-in.

5.5 Strategies

Organisations are under pressure to find and implement new strategic ideas at 
an even faster pace to gain a competitive edge over rivals within the global market. 
Towards this goal, it is fair to highlight herein that the absence of standardisation 
may also bring disadvantages, when migration, integration or exchanges of resources 
are required [3]. Strategies can be understood by referencing cloud lock-in taxono-
mies [24], which illustrate various components from which a cloud environment can 
be composed. Combining components into a solution introduces boundaries between 
the various components of a cloud system such as operational boundaries and 
trust boundaries. During the course of ordinary business processing or as data and 
applications migrate to new providers or platforms, data and application processing 
commonly crosses boundaries. A crucial issue that can be solved by portability and 
interoperability is ensuring operational integrity across boundaries as processing 
demands migrate to the cloud. Moreover, it must be enunciated that customers must 
be aware that they might need to switch service providers due to unacceptably high 
contract renewal costs, service provider business operations ceasing, partial cloud 
service closures without migration plans, unacceptably low service quality and 
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business disputes between cloud customers and providers, among other reasons. 
Again, as part of risk management and security assurance for any cloud initiative, 
portability and interoperability should be taken into account upfront. It is also the 
core strategy in the process of migrating towards cloud technologies, both within 
the public and private sectors. Companies will be responsible for evaluating their 
sourcing strategy to fully consider cloud computing solutions as viable. An example 
of policy measures to consider in this respect is presented in the next subsection.

5.6 Policy measures

According to Lewis [86], the cloud computing community typically uses the term 
interoperability interchangeably with portability. Herein, the author makes a clear 
distinction to specify that the former refers to the ability to easily move workloads and 
data from one cloud service provider to another or between private and public clouds. 
On the other hand, the latter states the ability to move a system from one platform to 
another. While these two separate terms are pertinent to the enlisted policy measures 
below, the author also draws the readers’ attention to the role of open standards in the 
cloud with an emphasis on mitigating potential areas of lock-in effect across the cloud 
ecosystem (whether in domestic or international settings). Standards will be critical 
for the successful adoption and delivery of cloud computing, both within the public 
sector and more broadly. Standards encourage competition by making applications 
portable across providers, allowing federal governments (e.g. G-Cloud) to switch ser-
vice providers in order to benefit from cost-saving measures or cutting-edge new prod-
uct features. Furthermore, standards are essential to ensuring that cloud platforms are 
interoperable so that services offered by various providers can coexist, regardless of 
whether they use public, private, community or hybrid delivery models [87].

• Support proposals to stipulate minimum requirements regarding data portability 
and retention periods to support migration.

• Lay a stable governance foundation that will outlast single individuals or admin-
istrations so as to empower the government for action, minimise unnecessary 
bureaucracy and ensure accountability for results.

• The European Council (EC) should set rules that govern cross-border operations 
as well as not lacking harmonisation of the regulatory framework.

• Explore and support further options to create a single market for digital services.

• Support the implementation of the consumer right directive.

• Support the harmonisation of data protection rules through the establishment of 
a common regulation.

• Address cloud-specific aspects within the E-commerce directive.

• Ensure global harmonisation of cloud computing standards.

• Support software adaptation process that facilitates the development of cloud 
applications that are not coupled to any specific platform.
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While data protection attracts much attention and debate in current literature, 
other contractual clauses between cloud service providers and the clients including 
choice of law, intellectual property (IP) issues, terms of service and acceptance use 
also impact the adoption of cloud computing and are discussed herein [11]. Therefore, 
gaining the benefits of this more elastic environment requires appropriate planning 
to avoid being ‘locked’ into a cloud solution that may not measure up to the goals for 
moving to the cloud in the first place. For additional and supplemental policy mea-
sures, please refer to the study by Opara-Martins et al. [13]. The next section con-
cludes this research output and contribution by maintaining that this chapter should 
be rated high as it has linked academia and industry with cutting-edge research to 
create new knowledge and innovation that converts ideas into wealth creation, jobs 
and human progress. Thus, researchers lacking adequate knowledge, dexterity and 
self-transformation cannot be helpful to society nor will they be useful to themselves.

6. Conclusion and future work

Cloud computing, as a catalyst for innovation, will not just be more innovative 
than we imagine, but it will be more innovative than we can imagine. Essentially, 
cloud computing refers to ICT services that are now instantly, unconditionally and 
on-demand available to everyone, from data processing and storage to software 
applications. The cloud has already become a go-to resource for some businesses with 
proprietary lock-in, and the trends indicate that this model is set for major develop-
ment provided certain standards and compliance policies (e.g. data act) are taken 
in a timely manner. The experience of enterprises to date points to cloud computing 
being used at different levels according to the institutions concerned. Indeed, many 
researchers, research institutes and federal government agencies have adopted this 
technology in Europe. In the UK, specific data privacy, jurisdiction, contractual 
clauses and security pose a threat in that regard.

In the interest of fostering the emergence of cloud computing technology, this 
chapter advocates actions such that when choosing cloud services most cloud users 
cannot find an appropriate cloud service matching their individual requirements 
when they are using a given cloud service for the first time. Research emphasis is laid 
on parameters important to guide users in cloud service selection to provide a guide in 
choosing the appropriate strategy to mitigate cloud lock-in, and the author presents 
a state-of-the-art review of existing works in interoperable, portable and standard 
cloud migration techniques. These parameters provide a set of common functionality 
to all cloud services built using the cloud platform. Where skills or training in regard 
to cloud computing is concerned, the author surveyed DevSecOps tools, technology 
stack, programming languages like Kotlin and technical considerations pertaining to 
SDN, Edge, multi-cloud and Guardrails in dealing with the cloud lock-in parameters. 
The ICT sector in Europe is characterised by the very rapid development of mobile 
cloud computing (MCC) telecommunication networks. At the same time, however, 
UK businesses are seeking business process management (BPM) solutions whereby 
they can catch up on the deployment of context-aware services.

Against this background, in today’s business marketing the main types of cloud 
services are cloud hosting services, object storage services, cloud database ser-
vices, cloud engine services, block storage services, cloud caching services, online 
application services, load balancing services and cloud distribution services. The 
evidence shows that the implementation of strategies relating to contracts, selection 
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of vendors and developed awareness of commonalities and dependencies among 
cloud-based solutions has greatly reduced the risks of cloud lock-in. Cloud comput-
ing could go a long way to mitigate ICT lock-in risks through a market oligopoly 
provided the corresponding technology is implemented on solid standard bases 
that inspire confidence in interoperability, portability and integration. To this end, 
enterprise decision-makers and leaders are in agreement CYNEFIN framework 
adheres to international requirements in terms of disorder as it pertains to heteroge-
neity of cloud technology ecosystem. Similarly, the deployment of vendor-neutral 
services with ensured business continuity, rapid elasticity and secure data storage 
in line with international standards organisations (like NIST, ENISA, CSA, SNIA, 
The OpenGroup, TOGAF, OASIS) constitutes the strong pillar of cloud computing 
for Europe. In conclusion, the study presents technical and policy recommenda-
tions related to regulation, SLA, contracts on cloud computing, the implementation 
of open (sourced) APIs, standardisation and the cross-border data plan. The main 
objective of these policy measure(s) is to ensure a harmonious and sustainable 
development of cloud products and services in the UK.

In future work, the author identifies opportunities for cloud platforms to sup-
port more secure, interoperable, portable, automated and systematic authentication 
within and between cloud-hosted components. This research has been mainly focused 
on solutions to avoid vendor lock-in making it an active area of study for circa 2023 
and beyond.

© 2023 The Author(s). Licensee IntechOpen. This chapter is distributed under the terms of 
the Creative Commons Attribution License (http://creativecommons.org/licenses/by/3.0), 
which permits unrestricted use, distribution, and reproduction in any medium, provided 
the original work is properly cited. 
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Abstract

Billions of devices are interacting in a growing global network, currently  
designated as the Internet of Things (IoT). In this scenario, embedded computers 
with sensors and actuators are widespread in all sorts of smart things, transform-
ing the way we live. The complexity produced by the enormous amount of devices 
expected in the future IoT leads to new challenges. Furthermore, current IoT archi-
tectures are highly cloud-centric and do not take advantage of all its potential. To 
overcome these issues, we propose Swarm computing as the emergence of a collective 
artificial intelligence out of a decentralized and organic network of cooperating 
devices. The major contribution of this article is to provide the reader with a com-
prehensive vision of the key aspects of the Swarm Computing paradigm. In addition, 
this article addresses technical solutions, related projects, and the Swarm Computing 
challenges that the research community is called to contribute with.

Keywords: swarm computing, internet of things, collective intelligence, distributed 
computing, ubiquitous computing, computer architecture

1. Introduction

In this chapter, we present the Swarm Computing paradigm. It is expected to be 
the evolution of the Internet of Things, the edge of edge computing, in which devices 
gain protagonism over cloud, leveraging a true open computing resource-sharing 
infrastructure.

The Internet of Things (IoT) is a global infrastructure that connects objects from 
the physical world and provides advanced services [1]. Computers with sensors 
and actuators are embedded in everyday objects, making them smart. In traditional 
deployments, these devices retrieve huge data that generates knowledge with big-data 
analysis. The global Internet of Things (IoT) market was valued at US$ 201 billion in 
2022 and is projected to reach US$ 410 billion by 2026 [2]. IoT advances are positively 
impacting diverse areas such as home, manufacturing, medicine, and urban life.



Edge Computing – Technology, Management and Integration

104

Due to their growing computing power, embedded devices are gaining higher 
responsibilities that, in the first IoT generation, were exclusively performed in the 
cloud. This paradigm, called Edge Computing, breaks the centralized model and 
reduces the amount of data sent to the cloud for processing and the response time 
for critical applications. Furthermore, the edge computing paradigm increases the 
security and privacy of data by avoiding the need for transmission and the overall 
reduction of costs of the cloud infrastructure [3, 4]. Among the main challenges in 
edge computing is the programmability of the heterogeneous platforms running in 
the edge, with different computing capabilities, operating systems, and program-
ming languages. The naming of the enormous number of available things is also 
an unsolved challenge due to the various network protocols available and the lack 
of standardization. Privacy and security are among the most important challenges 
in terms of authentication and authorization for the use of devices. Finally, a com-
mon model for data abstraction, a comprehensive service management system, and 
metrics for optimization are among other relevant challenges.

We compare this expected evolution of the IoT to the changes that happened on 
the Internet. First, the Web was a provider of static content. Then, with Web 2.0, it 
became participative and democratic; that is, common people assumed a leading role, 
publishing their content and even trading goods. Finally, Web 3.0 emerged, favoring 
the culture of sharing, in which individuals exchange resources for mutual benefit 
(trading an English class for a text review, for example). Similarly, we expect that with 
the increasing computing power, smart objects will play a major role in the future IoT, 
by increasing their participation in data processing and establishing cooperative rela-
tions. Cooperation will occur through the spontaneous and autonomous organization 
of devices to solve problems collaboratively, resulting in the emergence of collective 
artificial intelligence. We call this network of autonomous cooperating devices Swarm 
computing.

The Swarm is a bio-inspired framework of autonomous smart objects. In parallel 
with swarms of bees, with specialized bees contributing to a common goal; the Swarm 
is composed of specialized devices whose interaction solves a common problem. 
Swarm computing behaves like an organism and shows an organized behavior that 
results in an emergent collective intelligence. Analogously to specialized honeybees, 
and the Swarm consists of heterogeneous devices, which might range from high-
power processing servers to low-power wearable devices.

Human participation in the Swarm network is also of crucial importance, since the 
Swarm is at the service of humans. It shall be able to identify and meet real-life needs. 
Being able to “extract” needs – either inferring from the context or through direct 
human-interaction. It is especially relevant since the Internet of Things of the future 
will be composed of thousands of devices per human, new interaction mechanisms 
avoiding individual configuration and direct control are demanded.

To illustrate an application of the Swarm in our daily lives, we present the follow-
ing example. Penny, Alice’s cat, goes every day for a walk through the neighborhood 
and is back by dinner time. Once she did not come back, and Alice was really worried. 
How could the Swarm be used to help Alice to find her cat? Alice could simply ask 
for Penny, and opportunistically, the Swarm would gather sensors to capture Alice’s 
request. Any microphone could be used, from Alice’s smartphone or from a baby 
monitor. This request could be done at a high semantic level, asking directly “Where 
is Penny?”, and local or remote resources could be used to realize that Penny is a cat 
and which her attributes are (appearance, weight, etc.). Alice home-network devices 
could be used to help find Penny: surveillance cameras, a baby monitor, and motion 
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sensors that are usually used to automatically turn the lights on. However, it is not 
enough if Penny is out of the house. This way, the Swarm allows for actively gathering 
resources from other networks, such as the surveillance cameras from the street. The 
images could be processed by a computer vision service available in the cloud. Each 
usage of a third-party resource has associated retribution in the Swarm economy that 
will allow other owners to have priority to their own requests. The Swarm could also 
be applicable in other scenarios where resource sharing is key, such as looking for a 
missing person or object, in agribusiness with drone sharing, and in smart buildings 
by enabling automatic sharing of processing nodes, projectors, displays, windows and 
doors automation systems, HVAC systems, sensors, and many other devices.

The contribution of this paper is to provide a comprehensive description of the key 
aspects of the Swarm vision, focusing on its principles and challenges. We also review 
prior work and present an application example. Additionally, we present our initial 
architecture and implementation.

This is relevant for providing a software infrastructure that allows an open and 
global network of devices that can collaborate sharing resources with each other. 
Current Internet of Things implementations are restricted to niches and proprietary 
networks. An example is the home-network standards, such as UPnP which con-
nects devices in the household environments, connecting TVs, computers, and 
smartphones, among others. On the other hand, the Swarm paradigm aims to provide 
technologies and strategies to connect billions of heterogeneous devices in a flexible 
and scalable way.

2. Other initiatives

While the IoT term refers to a large network of connected devices, some of those 
ideas were anticipated with other names. Already in 1994, the term ubiquitous 
computing (UC) [5] was used to describe a vision where computing devices are wide-
spread at all scales throughout everyday life. While vastly present in human activities, 
this computation is almost invisible and does not draw attention to itself. This para-
digm is part of the IoT current vision, embedding intelligence in everyday objects.

In 2001, Autonomic Computing (AC) [6] was proposed as a solution to the capital 
challenge that complexity represented for the future of computing systems, whose 
management goes beyond human capabilities. The AC approach deals with complex-
ity reproducing the human autonomic nervous system, consisting of self-configura-
tion, self-optimization, self-healing, and self-protection. This need for self-managed 
systems gains renewed importance in the context of the increasing complexity of the 
IoT, although this previously proposed solution was too complex to deploy.

The Swarm was inspired by a work that made an analogy between biological and 
digital ecosystems, in 2007 [7]. It briefly mentions the term swarm to refer to a set 
of computing agents interacting and engaged in solving a common problem. Four 
aspects were highlighted for digital ecosystems: interaction and engagement, balance, 
domain clustered and loosely coupled individuals, and self-organization. In addition, 
semantic Web technologies were recommended for information exchange, attribute 
modeling, and integrity check.

The Social IoT approach [8] looks forward to advancing the current IoT vision 
presenting an alternative to the producer-consumer paradigm, by collaborating with 
other counterparts toward a common goal, as the Swarm does. This approach, how-
ever, proposes the implementation of social-like capabilities to the objects, enhancing 
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trust between “friends” objects. The inter-object relationship is related to the human 
social network.

In the last decade, the cloud has emerged as the principal responsible for data 
storage and processing that is provided and consumed by personal computers and 
mobile devices. The IoT adds a communication layer between the physical and logical 
(cyber) world. Initially, in the IoT first generation, devices are used as data providers. 
In the second IoT generation, devices are empowered, distributing the processing. 
This new paradigm is exploited in the Fog Computing [9] and Edge Computing [3] 
approaches. These definitions use the general idea of performing processing closer 
to the devices. In Fog Computing, network equipment, and PCs execute part of the 
processing. In the Edge computing approach, devices do it by themselves. The Swarm 
vision is aligned with the Edge Computing paradigm, as it aims to make devices less 
dependent on the cloud and favors a more decentralized IoT.

The Swarm term, applied in the IoT context, was first mentioned by Jan Rabaey 
in 2008, as a sensory swarm, connecting trillions of sensing and actuating devices 
connected through a single abstraction platform at the edge of the cloud [10, 11]. 
Subsequent work led to a more concrete definition of the Swarm [12, 13], proposing 
an initial architecture. They also outlined a common framework for devices to com-
municate and share resources, called Swarm OS [14], that was later developed.

3. Major challenges

We identify five main challenges to achieve the Swarm realization: communication 
and cooperation among devices, human-interaction with the network, support for 
resource-constrained devices, security, and the inherent network complexity.

3.1 Communication

Communication is the first step to establishing cooperation among devices. The 
Swarm is a highly heterogeneous environment that does not pose restrictions to its 
participants, configuring an open system. Traditional standards enable communica-
tion in open systems, but they generate niches (e.g., digital home, industry, etc.), 
limiting system evolution. This flexibility issue comes from static documents that 
generate products in which it is necessary to run firmware updates to accommodate 
standards reviews. Open systems pose security risks as well. Since, in IoT, many par-
ticipants are resource-constrained, traditional security solutions are not applicable. 
Furthermore, at the Edge of the Internet, there is a fragmentation of IP and non-IP 
protocols, IoT technologies such as 6LoWPAN, Bluetooth, LoRa, and Sigfox, which 
causes fundamental interoperability problems. In summary, this challenge is related 
to how to achieve an open system with flexibility, broad scope, and security. Also, 
how to perform interoperability among Swarm agents, considering their different 
computing capabilities and network protocols.

3.2 Cooperation

In the Swarm context, cooperation consists of sharing resources among partici-
pants to accomplish high-level tasks. The result of this cooperation will manifest as 
a collective intelligence that emerges from the Swarm. Aspects that have to be dealt 
with are the discovery of resources spread around the globe and the autonomous and 
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spontaneous orchestration of the shared resources, that is, how to use and “embed” 
this resource inside the consumer’s business logic in execution time (in opposition to 
programming time) without human intervention. This cooperation must be bal-
anced, satisfying objectives from individuals as well as from the Swarm participants 
as a whole. In this context, new concepts arise, such as trust, virtual currency, bill-
ing, reputation, and a full virtual economic system. This phenomenon represents a 
perfect parallel to a growing trend in the current world economy called the sharing 
economy, which favors the sharing of physical resources over the acquisition of new 
ones. Examples are Uber and Airbnb. The resource sharing in the Swarm represents 
its digital equivalent. A consequence is consumption reduction and better global use 
of resources.

3.3 Resource-constrained devices

Resource-constrained devices are an essential segment of the current IoT par-
ticipants, whose operation has a strong focus on energy saving and miniaturization. 
The energy consumption of these wireless technologies has a significant impact on 
battery life. The device consumes energy to collect data by sensing the environment 
and processing and communicating the data. Therefore, all system parts, including 
software and hardware parts, should be considered to optimize energy consumption. 
Wireless energy harvesting from environmental sources like solar power is one of 
the best ways to supply energy for many sensors from the hardware perspective. It is 
also essential to consider the way how the IoT devices communicate to improve the 
efficiency of existing power sources in the device considering the data rate of IoT ter-
minals and distances. These specifications should be considered in a communication 
system to efficiently use power and spectrum. Energy-efficient devices are imperative 
to make the existent applications greener and more environmentally friendly. On the 
other hand, to achieve a decentralized swarm of devices, increasing computer activ-
ity is expected to be delegated to the edge of the network, allow more efficient use 
of resources, provide highly responsive services, and enforce a privacy policy. This 
conflict represents a significant challenge to implementing the Swarm network.

3.4 Human-interaction

Although the Swarm consists of a nonbiological network, human beings play a 
central role in the Swarm, as it assists humans to interact with the physical world 
and with other humans. The complexity of the Swarm, involving billions of devices, 
makes it unmanageable by a person. Thus, a significant challenge is to develop inter-
faces with high-level semantics and proactive behavior. An interface with high-level 
semantics abstracts the network’s actual resources allowing humans to focus on the 
intended result instead of focusing on the resources management and, in the process, 
to make this goal to be achieved. Additionally, the Swarm has the potential to explore 
an opportunistic gathering of available interfaces exploring the diversity of devices 
capable of interacting with people. Proactive behavior emerges from past interac-
tions, extracting policies automatically. For example, an agent can infer that, for a 
given person, comfort takes priority over power saving, which will leverage a policy 
where the air conditioning will work almost continuously. A person that prioritizes 
power saving will have a home where the temperature oscillation is more tolerated so 
the air conditioner will often be off. Additionally, known preferences may be shared 
among agents to support this proactivity. For example, personal ambient temperature 
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preference may be shared with occupants in a room with an HVAC (Heating, 
Ventilation, and Air Conditioning) system to maximize comfort.

3.5 Security

A large number of devices collecting and sharing data will open questions about 
what kinds of data are being shared, who has the right to perform this sharing, and 
how this data can be protected. Since the devices composing the Swarm will com-
municate openly across different networks, they will be exposed to a diverse array 
of cyber threats. Therefore, guaranteeing the privacy and trustworthiness of data 
in transit will represent a significant challenge. This is aggravated by the fact that, 
while many devices in the IoT are resource-constrained, cryptographic algorithms, 
such as those based on asymmetric cryptography, require significant processing and 
memory resources. Furthermore, since the messages will likely traverse different 
kinds of networks, the protocols for message security must be able to cope with such 
a heterogeneous environment. While a possible solution lies in protecting mes-
sages at the application layer, the currently accepted protocol for Internet security 
(Transport Layer Security—TLS) works at the transport layer. Another important 
challenge concerning security is device identification. Network identifiers such 
as MAC and IP addresses are easily spoofed, and more secure approaches such as 
certificates and cloud accounts depend on centralized architectures [15]. This raises 
questions and challenges regarding the need for secure and decentralized identifica-
tion solutions for IoT devices [16]. Finally, while Swarm devices are expected to 
collaborate, they must do so in a controlled manner to prevent security issues. What 
is needed is a high-level authorization mechanism that device owners can use to 
specify the collaboration rules. Challenges in this respect arise from the global scale 
and decentralized nature of Swarm computing.

3.6 Complexity

The Swarm has characteristics of a complex network: autonomy, connectivity, 
self-organization, emergent behavior, and co-evolution with an environment, and 
billions of autonomous and interconnected computing devices interact. Among a 
diversity of resources, there are sensors and actuators. Sensors make the system sub-
ject to uncertain and unpredictable events from the physical world, and actuators will 
impact the physical environment, creating a symbiotic ecosystem. The opportunistic 
organization of these devices will provide a robust self-organization structure that is 
perceived as intelligent since it is capable of evolving over time.

4. Swarm principles

The Swarm computing approach can be better understood by examining its 
two underlying principles: resource sharing and autonomy. These principles can be 
subdivided into more specific aspects that guide the Swarm evolution, as shown in 
Figure 1.

Autonomy confers devices to the ability to share resources without needing 
manual input from humans (self-organization). These automatic interactions are 
not programmed into the system beforehand but emerge naturally during execution 
time (spontaneity). As a result, the participants may encounter optimized paths and 
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risky interactions over time, from which they must learn to unexpected situations. 
Autonomy can be further subdivided into the following aspects:

• Self-organization: when a task or problem needs to be solved, the Swarm devices 
must be able to organize themselves to achieve the desired results. The devices 
should perform this behavior, that is, not requiring step-by-step commands from 
a human operator or a centralized entity.

• Spontaneity: Swarm devices should not necessarily only work in a predefined 
way. Rather, they should be able to infer changes in their context and react 
properly to new and unexpected situations.

• Adaptiveness: since each Swarm device can compute only a fragment of the global 
context, certain operations may be carried out in suboptimal ways, especially 
when confronted for the first time. Therefore it is important that devices can learn 
from previous experiences and adapt to perform better in future scenarios.

Resource sharing allows a set of entities (distribution) to provide and consume 
resources from each other for mutual benefit (cooperation). These entities may have 
different amounts (heterogeneity) of resources to share, use open and interoperable 
protocols (openness), and cooperate independently of their physical structure and 
location (dematerialized). Finally, resources can be composed at different levels 
(granular), and their scope may range from local to global (scalable). The following 
aspects are key to enabling resource sharing in the Swarm:

• Scalability: refers to the capacity to support a great number of participants, 
achieving billions, with global and local communication capability, comprising 
machine-to-machine and over-the-Internet interoperation;

• Distribution: the participant devices act without a central coordinator;

• Openness: the conditions to connect and interoperate with the Swarm are 
open, widely accessible, allowing for new products and services to be created 

Figure 1. 
The Swarm principles and their subsumed aspects.
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by anyone. Despite, is that, security, and privacy risks, it makes systems more 
powerful (efficient, through sharing of resources), more resilient (by the use 
of redundant resources through dynamic reconfiguration), and more capable, 
enabling applications that have not been realized yet;

• Cooperation: allow a set of entities to provide and consume resources from each 
other, exploring synergies and generating economy;

• Heterogeneity: the Swarm participants are diverse, with different functions, 
complexity, processing and communication capabilities, operating systems, etc.;

• Dematerialization: participant resources are exposed and shared, making the 
physical boundaries to lose importance;

• Granularity: the cooperating services could be understood as a set of reusable 
components that can be organized to compose bigger ones, putting together a 
hierarchy of components.

The Swarm principles act as guidelines for the research and development of the 
Swarm computing paradigm and its applications. For example, imagine a set of 
cameras and smart doors that cooperate. When a person approaches the system, the 
cameras will tell the doors whether to open or not. Or in an emergency scenario, 
a car passing by accident can automatically share a danger alert with surrounding 
devices. Both examples work without human intervention (autonomy) and create 
value through cooperation (resource sharing). By combining these two principles in a 
cohesive model/platform/abstraction, the Swarm creates a new era for the Internet of 
Things.

5. Architecture

In this section, we propose our architecture for the realization of the Swarm 
Computing vision.

5.1 Processing balance

In the Swarm, devices are used not just for sensing and actuation, but also for host-
ing applications and business logic. This leads to architectural differences between 
the Swarm and other IoT solutions. Although the Swarm shares principles with the 
Edge Computing vision, many Edge Computing architectures still run applications on 
remote servers in the cloud, while edge devices are limited to preprocessing tasks.

Most IoT architectures are organized into three layers: perception/actuation, 
transport, and application. The perception/actuation layer is responsible for gath-
ering information from the physical world and acting on it. The perception layer 
comprehends the devices with embedded electronics, particularly sensors and actua-
tors. The transport layer connects devices to the cloud; it includes gateways and the 
network infrastructure (i.e., the Internet). The application layer includes IoT middle-
ware and applications [17]. Other works split the application layer into three: Business 
Intelligence, Application, and Middleware [18]. These layered models evidence that 
despite the generic definitions of the IoT term, their architectures and solutions are 
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centralized in servers in the cloud. In general, the application runs on a server in the 
cloud and devices become information providers.

Current Edge Computing efforts promote the participation of sensors and 
gateways in data processing and analysis [18]. The layered architecture in Edge 
Computing puts preprocessing between the layers of perception and transport. This 
preprocessing at the edge includes monitoring, storage, and security. While this 
approach aims to reduce the strong centralization of cloud computing, it still relies on 
the cloud and centralized applications.

The Swarm meets the goal of decentralization better, empowering devices in the 
autonomous composition of new services. In the Swarm, devices seek resources from 
other devices to cooperate and achieve complex goals. In addition, applications run 
on the devices themselves, thus creating a large and scalable network of distributed 
processing.

5.2 Distribution of resources

Cooperation in the Swarm is achieved through resource sharing. We use a 
microservices approach to expose device resources. Microservices are an evolu-
tion of traditional service-oriented architectures, to provide better scalability, 
performance, loose coupling, functional independence, reusability, resilience, 
and cost [19].

In the past decade, Service-Oriented Architecture (SOA) became a popular 
paradigm for integrating distributed services across organizations. SOA is a software 
design pattern based on the dynamic selection of services to other applications. 
The most serious drawback of SOA is its centralized integration, based on a service 
bus. Microservices move intelligence to the endpoints, eliminating this centralized 
integration. In addition, each service is either independent or broken into smaller 
independent services.

We propose two kinds of microservices in the Swarm: platform and applica-
tion. The platform microservices consist of common microservices that the Swarm 
participants use to support the interaction among them. An example of a platform 
microservice is the discovery service, which helps to locate resources in the Swarm. In 
addition, swarm devices offer application microservices to share their resources, such 
as a service to read a temperature sensor.

While an application in the Swarm may run in isolation, the true potential of 
the Swarm lies in service composition. When a service uses other services, it creates 
a graph of resources. Devices that own those resources form groups of interacting 
participants in the Swarm.

5.3 Swarm OS

IoT frameworks usually provide a software module in the cloud, called Broker, 
that helps service consumers to access service providers. Our Swarm OS is a Broker 
enhancement. So the IoT Broker is a Swarm Broker or, finally, a Swarm OS.

MQTT [20] is a popular IoT framework based on the publish/subscribe protocol. 
The MQTT Broker is a central entity that manages data publications and subscrip-
tions. The IoT Broker Generic Enabler is a component of the Fiware middleware [21] 
that interfaces with devices providing publish/subscribe managements and associa-
tions between device-level and things-level descriptions. The Fiware middleware 
resides in a server in the cloud.
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The Swarm Broker is conceptually different. It is a software agent installed on each 
device, turning it into an “insect,” that is, a member of the Swarm. The Swarm Broker 
is responsible for providing the platform microservices that provide service discovery; 
a distributed registry of services; access control to resources; protocol binding; policy 
management; service-level agreements; semantic mediation; and optimization.

As the Swarm is an open and heterogeneous environment, we propose a minimum 
Swarm Broker that includes a core set of the platform microservices to be installed on 
every device [22]. Advanced features are provided by more complex Brokers that run 
on more capable devices. Proxy servers can serve legacy or less capable devices that 
are unable to run the minimum Broker.

Device interaction in the Swarm happens in three phases: registration, cooperation 
initiation, and interaction support. In the Registration phase, services such as cam-
eras, temperature sensors, and smart doors register themselves in a Swarm Broker, 
becoming available to be shared within the Swarm. The Cooperation Initiation phase 
starts when a Swarm participant demands a resource and is concluded by a service-
level agreement establishment with the best available resource at the moment. Finally, 
the interaction support phase occurs when cooperation is already established and 
running. A direct link between the service consumer and the provider is established, 
while the Swarm Broker acts as a helper by providing contract maintenance, protocol 
adaptation, optimization, authentication, and access control.

The Registration phase consists of the check-in of a service provider to the 
Swarm. As each device has at least a minimum Broker inside, service providers will 
communicate with their own local Swarm Broker (i.e., in the same device), register-
ing its resources. A service description is registered, containing all the necessary 
information to verify the resource’s suitability and then access the service, such as the 
functional description, quality of service, and required retribution. Once the resource 
is registered, it is available to the Swarm for sharing. The registration is done in a local 
registry of the Broker and may be sent to another Broker that would act as a service 
directory. This strategy allows for an opportunistic registry that can be centralized, 
totally or partially distributed accordingly to the capabilities of the available Brokers 
at the moment.

Flexibility is achieved by using semantics in the service descriptions [23]. 
Semantics uses ontologies to define terms and their relationship, allowing to build 
standardized protocols for niches that can be expanded or interconnected by linking 
various ontologies together. For example, the services used in home networking, such 
as a television and a baby monitor, may connect to services from the city, such as a 
public surveillance camera pointing to the street. If a company association that deals 
with home network defines an ontology in which the service “camera” and “display” 
are defined; other association of companies that deals with smart cities may create 
an ontology with their own terms, such as “city_cameras,” “semaphore,” “surveil-
lance_camera” and “biometrics_camera.” If an application uses the television inside 
a house to display images from a street camera, the Swarm may automatically do this 
mapping linking both ontologies to finding the equivalences.

The Cooperation Initiation phase is started when a Swarm participant, a Service 
Consumer, searches for a given resource on its local Swarm Broker, that is, the Broker 
that is running in its same device. The local Swarm Broker that has received this 
request will then communicate with other Brokers in the Swarm to identify the best 
suitable resource and then negotiate the establishment of a service-level agreement.

The discovery has four stages. First, the Broker searches in its local registry. 
Second, the Broker sends a query to other Brokers that act as third-party registries. 
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Third, a bootstrap mechanism defines the address of the Brokers to forward the 
request. This mechanism is complemented by a history of past interactions and 
a heuristic search for Broker’ addresses. Third, the request to locate the service is 
forwarded to the local network, using direct communication, such as multicast. The 
fourth mechanism uses a mediation service that expands the discovery request to 
equivalent services, based on a functionality taxonomy, instead of the exact matching 
of a keyword or hash code.

This discovery returns a set of services that meet the given functional require-
ments. The resulting set of services is evaluated from the quality of service point of 
view, verifying policies about access control, priorities, and retribution mechanisms. 
A contract is then established with the best service provider available, setting a 
service-level agreement. To achieve fairness, the Swarm supports a microeconomy 
model with credits exchange for sharing a resource (payments) and a reputation 
system. Finally, the Swarm Broker returns this contract and the service information to 
the participant that requested the service.

The discovery process returns directly the operation that the consumer will use 
to access the service, allowing direct communication between service consumer and 
provider; since the operation is not predefined and is discovered just as the provider, 
it is called as automatic execution.

Interaction Support occurs when cooperation is already established and running; 
thus, there is a direct link between service consumer and provider, and the Swarm 
Broker may provide some support services: contract maintenance, protocol adapta-
tion, general optimization, authentication, and access control. Currently, just access 
control and CoAP-HTTP binding are supported. The Swarm Brokers store and pro-
cess access control policies and rules, having the role of supporting decisions of their 
local service providers and participating in access control enforcement [22]. Proxies 
are platform services that are ideally transparent and bidirectional, creating a unified 
virtual network that merges distinct physical networks. This type of proxy intercepts 
messages and redirects responses to pass through them [23].

6. Implementation approach

So far, we have presented the Swarm challenges, principles, and architecture, 
which include the Swarm Broker as a key enabler. This section discusses the imple-
mentation aspects of the Swarm OS, including an overview of the technologies 
employed and the services it implements. As the Swarm is a heterogeneous platform, 
two versions of the Broker have been developed: a Minimum Broker and a Full 
Broker. We start by briefly describing the former and then proceed to give more 
details on the latter.

The minimum Swarm Broker implements only two essential services that enable 
the device to be discovered by other Swarm devices: Registry and Discovery. It was 
implemented using Lua programming language, targeting a node with an ESP8266 
microcontroller. This implementation has only 2% of the size and uses 0.02% of 
memory compared to the full Swarm Broker implementation [24]. While this proof-
of-concept can be enhanced, particularly by adding access control enforcement to 
protect its services, it showed that even highly restricted devices could participate in 
the Swarm network while relying on more powerful nodes for more complex services.

The full Swarm Broker is implemented using the Elixir programming language 
and has been tested on Linux laptops, servers, and single-board computers. As shown 
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in Figure 2, it follows a protocol-agnostic architecture, in which the Broker Core mod-
ule executes business logic, and is separated from protocol-specific modules, such as 
Broker HTTP and Multicast. A Broker HTTP Client is also present to help the Swarm 
Broker call other Swarm Brokers and services independently. As application services 
may also use the Swarm Broker Client, it is integrated within the Broker as an external 
library. Modules that implement alternative protocols also exist, such as the Swarm 
Broker CoAP [25] and its respective Client, as shown in faded colors in Figure 2.

The Swarm Broker implements the following platform services:

• Registry: responsible for keeping a record of available services in the Swarm. 
It receives a service description file serialized as JSON-LD via the Broker HTTP 
interface and saves it into memory. During registration, the Registry will verify 
whether there is a Semantic Registry Service available, to whom it will forward 
the service description as well. The Semantic Registry Service enhances the capa-
bilities of the Swarm Broker by allowing service inference during the discovery 
process.

• Discovery: allow the search of services in the Swarm network. It receives a 
request containing a Query Description and responds with a list of matching 
services. The Query Description is a JSON-LD file containing parameters that 
specify the desired services. For example, a query may include “type: camera,” to 
indicate that it is looking for camera services.

• Distances: stores the distance between a service and a Bluetooth beacon. It 
receives periodical updates from services capable of measuring their own 
distance against beacons. These distances can then be used to refine a Discovery 
query, for exmaple, search for services that are up to three meters from the TV.

• Access control: maintains and enforces access policies among services. It is 
divided into a Policy Decision Point (PDP), responsible for evaluating poli-
cies against requests, and a Policy Administration Point (PAP), responsible for 
managing policies.

• Policy sharing: allows policy sharing among services. The current implementa-
tion uses the Discovery service to discover other Swarm devices, and then pulls 
and pushes the access policies, according to the needs of a policy administrator.

Figure 2. 
Swarm Broker support for interaction.
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• Policy management: provides a GUI for editing access policies. It first con-
nects to the policy sharing services in order to obtain the policies from nearby 
devices, which are then shown in a Web interface. Next, a user edits and saves 
the new policies sent to the respective devices through the policy sharing 
service.

• Contract: allows a consumer to establish a service-level agreement with service 
providers, including the discovery and selection of suitable services, defining 
usage conditions, paying for it, and evaluating the service. It is one of the most 
complex Broker services, as it composes the Discovery, Access Control, and 
Reputation services and implements two blockchain clients. Creating a contract 
involves eight steps, depicted in Figure 3. The first step is to have a registered 
service provider (1) available to be contracted. Then, a service consumer tries 
to contract (2) a target service, by sending a query to its Broker, which will use 
the Discovery service (3) to find services within the Swarm network. After 
finding a list of services, the best service is selected (4), using price and reputa-
tion as the sorting criteria. Then, negotiation (5) takes place, which consists of 
having the consumer and the provider to accept the proposed contract. If all 
goes well, a (6) digital currency payment is made through a blockchain. After 
the payment is confirmed, establishing a service-level agreement (7) will be 
triggered, causing the service provider to create an access policy allowing the 
consumer to use its services. Finally, the two Brokers will evaluate each other 

Figure 3. 
Swarm broker codebase architecture.
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and compute a reputation value (8a), the consumer will use the service pro-
vider (9) for a limited amount of time, and reputation for service usage will be 
computed (8b).

• Reputation: allows consumers and providers to rate each other. This service 
receives the reputation computed by service consumers and providers regarding 
a contract they have established and run. These reputations will be forwarded 
to a blockchain, which will act as a public ledger for the reputation of all Swarm 
services.

• Semantic registry: in addition to the basic functionality of the Registry module, 
the Semantic Registry stores the information of available services using a knowl-
edge base that relies on an ontology and has a semantic representation of the 
services in the Swarm network. As in the Registry module, the Semantic Registry 
receives a service description based on the JSON-LD format, which natively 
includes semantic information about the services. Additionally, this module uses 
an inference engine to expand the original query and bring compatible services 
according to their semantic service description.

The described Broker services give support to application services, allowing them 
to be part of the Swarm. Table 1 relates the three stages of Broker support, described 
in Section 5, to the services implemented in the Broker.

7. Proof-of-concept

To demonstrate the functionality of the Swarm Broker implementation, we have 
developed a use case applying the Swarm to a surveillance application, specifically the 
scenario described in the introduction of this article. To implement the scenario, we 
use the following services, also shown in Figure 4:

• Personal assistant: the system frontend, capable of natural language process-
ing to identify commands and parameters. Additionally, the Swarm Assistant 
reunites information about the person who owns a device group. It might have 
information that the owner has a pet, a cat called Penny, and even have some 
pictures of it.

• Object finder: a service specialized in finding objects. It discovers and connects 
Camera Services to Identification Services.

Swarm broker stages Services involved

Registration Registry, policy sharing

Cooperation initiation Discovery, contract, access control

Interaction support Distances, access control, policy management, 
reputation

Table 1. 
Swarm interaction stages and the main services involved.
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• Camera service: a service that makes camera frames available to allowed 
consumers.

• Identification service: an image processing service that takes two images as 
inputs, a picture of a cat and a camera frame, and returns whether the former 
appears in the latter.

It is important to highlight that, Since the Swarm uses a service-oriented approach, 
the physical location of devices is not important, except for limiting the scope of the 
interactions. In our implementation, each service is implemented in a different device 
to exercise the decentralization principle of the Swarm. Thus, each device has exactly 
one application service, and one Swarm Broker, that supports the service interactions. 
The communication flow of this example is described below:

1. Data acquisition: In this phase, the Persona Database is pre-populated. The 
“Persona” is a concept adopted by the Swarm to digitally represent human users. 
In our scenario, the Persona Database contains data about Alice, such as prefer-
ences, friends, and pets. This information may be manually inserted by Alice, or 
automatically extracted from her social networks, or a combination of both.

2. Voice command: issued by Alice, it is processed by the Swarm Assistant, an app 
that serves as an interface between users and the Swarm.

3. Extract action: using a Speech-to-Text service, the assistant obtains the action 
and other parameters from a voice command. In this case, the action ``Find” and 
the string “Penny,” an unknown parameter, are extracted.

4. Parameters qualification: the assistant consults the Persona Database to get 
information about the extracted parameters. In this case, it learns that the object 
that it must Find is a Cat, obtains a picture of the cat, and also gets Alice’s default 
preferences about the radius of object searches.

5. Find cat: the assistant uses the swarm network to discover an Object Finder, a 
service specialized in finding objects, and then asks the Object Finder to search 
for a cat, passing the cat’s picture, and a radius relative to Alice’s smartphone 
position, where the cat must be searched.

6. Discover cameras and detection services: based on Alice’s preferences, the Ob-
ject Finder will find the addresses of available cameras in her neighborhood and 
one or more Object Identification services.

Figure 4. 
Finding Penny implementation using the Swarm.
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7. Identify cat: for each of the discovered cameras, the Object Finder will call an 
Object Identification service, passing the address of the camera, the category of 
the object (i.e., cat), and a picture of the specific object that must be found. If 
there are less identification services than cameras, the requests will be enqueued 
and sent when an identification service becomes available.

8. Stream: each identification service will gather one camera’s stream, and try to 
detect a cat. If successful, it will compare with the provided cat picture. Finally, 
if there is a match, the frame with the found cat will be returned, along with the 
position of the camera that captured the frame.

9. The frame and the location of the found cat are returned to Alice’s Swarm As-
sistant. Now Alice knows where is Penny, her missing cat.

8. Discussion

As pointed out in the challenges section, communication and cooperation con-
stitute the main challenges in the future of IoT. The importance of communication 
can be observed in two main areas: device-to-device and human-to-device. In the 
first case, we identify a research opportunity for autonomous intelligent agents 
to overcome the complexity of the resulting network. Regarding the second case, 
which involves human-to-device communication, we clearly see the need to deeply 
explore the understanding of human language, with emphasis on human commands. 
As the number of devices available to every person grows, a concise way to perform 
tasks involving several devices is more important. Recent advances in tools such 
as ChatGPT show the relevance of the convergence between the IoT and Natural 
Language Processing (NLP).

9. Conclusions

In this chapter, we have presented the Swarm computing vision, a decentralized 
and self-adaptive approach to overcome the limitations of cloud-centric architecture 
for the IoT. We presented the principles that have driven the conception of the Swarm 
and summarized the main challenges to achieving its realization: communication 
and cooperation of devices, the inclusion of resource-constrained devices, better 
interfaces for human-interaction, and the complex nature of the network. We also 
proposed an initial architecture, whose main component is the Broker, a commu-
nication mediator that aims to solve the interoperability of devices in the Swarm 
network. Besides, we listed a selection of technologies that enabled our implementa-
tion and described an application example that illustrates the potential of the Swarm 
network. Our advances in coping with the Swarm challenges can be summarized as 
follows. We developed four Broker implementations, using different programming 
languages: C, Lua, Java, and Elixir. We developed a minimum Broker implementation. 
We adopted open Web semantic technologies that facilitate device communication; 
we implemented a mechanism of semantic service discovery as a starting point for 
cooperation; and we implemented a CoAP-HTTP proxy that leverages transparent 
communication with resource-constrained devices with minimum impact. Additional 
effort is needed in all fronts of Swarm challenges to concretize the vision.
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Chapter 6

Optimal Unmanned Aerial Vehicle
Control and Designs for Load
Balancing in Intelligent Wireless
Communication Systems
Abhishek Mondal, Deepak Mishra, Ganesh Prasad
and Ashraf Hossain

Abstract

Maintaining reliable wireless connectivity is essential for the continuing growth of
mobile devices and their massive access to the Internet of Things (IoT). However,
terrestrial cellular networks often fail to meet their required quality of service (QoS)
demand because of the limited spectrum capacity. Although the deployment of more
base stations (BSs) in a concerned area is costly and requires regular maintenance.
Alternatively, unmanned aerial vehicles (UAVs) could be a potential solution due to
their ability of on-demand coverage and the high likelihood of strong line-of-sight
(LoS) communication links. Therefore, this chapter focuses on a UAV’s deployment
and movement design that supports existing BSs by reducing data traffic load and
providing reliable wireless communication. Specifically, we design UAV’s deployment
and trajectory under an efficient resource allocation strategy, i.e., assigning devices’
association indicators and transmitting power to maximize overall system’s through-
put and minimize the total energy consumption of all devices. For these
implementations, we adopt reinforcement learning framework because it does not
require all information about the system environment. The proposed methodology
finds optimal policy using the Markov decision process, exploiting the previous envi-
ronment interactions. Our proposed technique significantly improves the system’s
performance compared to the other benchmark schemes.

Keywords: unmanned aerial vehicle, reinforcement learning, energy efficiency,
offloading, throughput

1. Introduction

With the proliferation of mobile electronic devices, such as smartphones, tablets,
and more internet of things (IoT) gadgets, the need for high-speed wireless connec-
tivity has been growing rapidly [1]. But, the existing cellular networks with limited
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spectrum, coverage, and energy capacity fail to satisfy users’ quality of service (QoS)
requirements. Hence, the next generation 5G technologies, such as device-to-device
(D2D) communications, ultra-dense small cell networks, and millimeter wave
(mmW) communications, are emerging as potential alternatives to deal with such
issues [2, 3]. However, these modern 5G cellular networks face several challenges due
to resource allocation, backhaul interferences, high reliance on the line of sight (LoS)
link, and signal blockage. On the other hand, integration of unmanned aerial vehicles
(UAVs) into the fifth-generation (5G) and sixth-generation (6G) cellular networks as
aerial base stations would be a promising aspect to achieve several goals, namely
ubiquitous accessibility, robust navigation, ease of monitoring and management, etc.,
because they can establish LoS dominant air to ground channel in a controllable
manner [4]. Notably, cellular-connected UAV-assisted system gains significant per-
formance improvement over the existing point-to-point UAV-ground communication
in terms of coverage and throughput [5]. UAV also offload temporary high-traffic
demands from terrestrial BSs during huge crowd events such as festivals, concerts,
and stadium games [6]. Therefore, UAVs’ utility in the cellular network is directly
related to the highest number of serving users. Nevertheless, many challenges related
to the utilization of UAVs need to be addressed, including their deployment strategy,
trajectory optimization, and resource allocation under flight time limitations which
affect instantaneous LoS probability and remarkably influence the system
performance.

The relevant studies [7–10] optimized the trajectory and deployment of UAVs in
different circumstances. However, most of them incorporate nonlinear algorithms
that rely on average spatial throughput. Thus, computational complexity grows rap-
idly with the higher number of users and flight time. Moreover, practically without
prior knowledge about the network state, it becomes very difficult for a UAV to find
its path to accomplish a given real-time task. Alternatively, machine learning (ML)
techniques [11–13] intelligently support UAVs and ground users in performing
mission-oriented operations with low complexity when complete network informa-
tion is not available. Particularly, reinforcement learning (RL), being a part of ML, can
search for the optimal policy through trial and error while interacting with the envi-
ronment [14]. Hence, this chapter investigates the optimal deployment, trajectory,
and resource allocation of UAVs to meet the throughput requirements of the cellular
network.

2. Background

The existing literature focuses on the deployment and movement of UAV relays
for numerous applications. In [15], the authors estimated the optimal UAV relay
position in a multi-rate communication system using theoretical and simulated analy-
sis. The work in [16] investigated the mission planning of UAV relays to improve the
connectivity of ground users. The authors of [17, 18] maximized the lower bound of
the uplink transmission rate over the link between UAV relay and ground devices
using dynamic heading adjusting approaches. For throughput maximization of the
mobile relaying system, an iterative algorithm was developed [19, 20], which jointly
optimized the relays’ trajectory and transmitting power of the sources and UAVs by
satisfying the practical constraints. In [21], the authors maximized the UAV relay
network’s throughput by optimizing transmit power, bandwidth, transmission rate,
and relay deployment. However, in these works, a model-based centralized approach
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is used where all necessary system parameters are required. Additionally, the research
gap still exists on enhancing network performance for source-destination device pair
communication. To overcome these shortcomings, Indu et al. [22] minimized the
energy consumption of UAV during its trajectory using genetic algorithm (GA). The
authors in [6] proposed two meta-heuristic algorithms, such as GA and particle swarm
optimization (PSO), to find the optimal UAV trajectory for satisfying users’minimum
data rate requirements. They showed that PSO significantly improves the UAV’s
wireless coverage compared to GA. Although the meta-heuristic algorithms can deal
with the complexity of UAV path planning, there are still some challenges in
exchanging information between UAV and core network due to either unavailable
constraints or obtaining their gradient analytically.

Another line of research studied the mobility management of UAVs for resource
allocation and coverage optimization using RL techniques to deal with convergence
issues. Kawamoto et al. [23] have presented a resource allocation algorithm of UAV
using Q-learning techniques for allocating time slots and modulation schemes. The
work in [24] presented a framework for the optimal UAV trajectory under a given
data rate constraint, which relies on a state-action-reward-state-action (SARSA) algo-
rithm. Hu et al. [25] proposed a real-time sensing and transmission protocol in UAV-
aided cellular networks and designed optimal UAVs’ trajectories under limited spec-
trum resources using RL based on a Q-learning algorithm. Furthermore, the authors of
[26] transformed UAV trajectory optimization problem for maximizing cumulative
collected sensors’ data into a Markov decision process (MDP) and proposed two
stochastic modeling RL algorithms, namely Q-learning and SARSA, to learn UAV’s
policy. They proved that SARSA outperforms Q-learning due to the adaptive system’s
state update rule. From the state-of-the-art, the coupled relationship among UAV
trajectory, device association, and transmit power allocation of IoT devices for the
enhancement of network lifetime has not been investigated during the data collection
process of UAV-assisted IoT networks.

3. Channel characterization of UAV-operated communication system

This section proposes a multi-hop radio frequency and free space optical (RF-FSO)
communication framework that analytically optimizes the UAV’s altitude for perfor-
mance enhancement of a relaying system. Here, we minimize the outage probability
and symbol error rate based on independent and identically distributed statistical
parameters i.e., pointing errors, atmospheric turbulence, and scintillation.

3.1 Channel model

Consider a multi-hop hybrid RF–FSO system as shown in Figure 1, where single
antenna-equipped ground base stations realize periodic data exchange. Since there
are significant obstacles in the LoS path, direct link cannot be established between
them. Therefore, two UAVs are deployed at a certain altitude which are employed
as relays between the source and destination. These UAVs operate as RF and optical
link transceiver modules with single-directional apertures. Depending on various
environmental conditions, three different channels categorize the source-to-destina-
tion link, i.e., Ground to UAV (G2U), UAV to UAV (U2U), and UAV to Ground
(U2G) channels.
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3.1.1 G2U channel model

As ground to UAV channel consists of RF signals, experiencing small-scale fading
and large-scale path loss, the received symbol at UAV U1 can be estimated as [27],

YU1 ¼
ffiffiffiffiffiffiffiffiffiffi
PS,U1

p ffiffiffiffiffiffiffiffiffiffi
aS,U1

p
hS,U1xS þ nU1 (1)

where, xS is the transmitted symbol of power PS,U1 , nU1 represents the additive
white Gaussian noise (AWGN) power of zero mean and variance N0 at U1, hS,U1

defines the channel gain of S-U1 link and aS,U1 ¼ κS,U1L
�ϵS,U1
S,U1

is path loss corresponding
to link distance LS,U1 , ϵS,U1 denotes the path loss exponent and κS,U1 is the
environment-dependent constant. As multipath components govern the S-U1 link,
therefore hS,U1j j2 ¼ χ follows a non-central chi-square distribution, and its probability
density function (PDF) is given by [28],

f χ tð Þ ¼ KS,U1 þ 1ð Þe�KS,U1

AS,U1

exp
� KS,U1 þ 1ð Þt

AS,U1

� �
� I0 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
KS,U1 þ 1ð ÞKS,U1

AS,U1

s
t

 !
(2)

where AS,U1 ¼ E hS,U1j j2
n o

¼ 1, is average fading power, E :f g denotes expectation
operator, I0 :ð Þ defines zero order modified Bessel function, KS,U1 ¼ mS,U1j j2=2σ2 is
Rician factor, mS,U1 is the amplitude of LoS component and σ2 is average power of
multipath components. The instantaneous signal-to-noise ratio (SNR) received at
UAV U1 is expressed as [29],

ΥS,U1 ¼
PS,U1aS,U1

N0
X ¼ ΥS,U1X (3)

where, the average SNR is given as, ΥS,U1 ¼ PS,U1aS,U1
N0

3.1.2 U2U channel model

UAV U1 first receive the RF signal YU1 , then convert and encode it into the optical
signal and then forward it to UAV U2 over FSO link. The received signal at UAV U2

can be obtained as [27]

Figure 1.
UAV-assisted multihop hybrid RF–FSO system.

128

Edge Computing – Technology, Management and Integration



YU2 ¼ ηU1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
PU1,U2

p
hU1,U2xU1 þ nU2 (4)

where ηU1
is electrical to optical conversion coefficient of UAV U1, xU1

indicates the converted and encoded optical symbol of power PU1,U2 , nU2 denotes
AWGN with zero mean and variance N0 at UAV U2, and hU1,U2 ¼ hahp is optical
channel coefficient depending on atmospheric turbulence-induced fading hað Þ and
pointing errors hp

� �
. The instantaneous SNR received at UAV U2, can be

expressed as [27]

ΥU1,U2 ¼
η2U1

PU1,U2h
2
U1,U2

N0
(5)

Since the optical link between UAV U1 and U2 experience several atmospheric
turbulence and corresponding optical axis misalignment, the PDF of its instantaneous
SNR follows the variation of atmospheric turbulence and pointing errors, which can
be expressed as [30]

fΥU1,U2
Υð Þ ¼ ξ2

2ΥΓ αð ÞΓ βð ÞG
3,0
1,3 αβ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Υ

ΥU1,U2

s �����
ξ2þ1

ξ2,α,β

0
@

1
A (6)

where Γ (.) is the Gamma function, α and β are scintillation parameters, ξ is the
ratio between the equivalent beam radius and the misalignment displacement stan-

dard deviation at U2, Gm,n
p,q xja1,a2,… ,an,… ,ap

b1,b2,… ,bm,… ,bq

� �
is Meijer’s G function and ΥU1,U2 ¼

PU1,U2η
2
U1

E hU1,U2f g2=N0 is average electrical SNR.

3.1.3 U2G channel model

After receiving the optical signal YU2 , UAV U2 first decodes and converts it to RF
signal and then forwards to the destination. Hence, the channel characterization is
similar as the G2U channel model, and the received signal at the destination can be
expressed as [27]

YD ¼ ηU2

ffiffiffiffiffiffiffiffiffiffiffi
PU2,D

p ffiffiffiffiffiffiffiffiffiffiffi
aU2,D
p

hU2,DxU2 þ nD (7)

where ηU2
is optical to electrical conversion coefficient of UAV U2, xU2 denotes the

transmitted symbol of power PU2,D, nD defines AWGN of zero mean and variance N0,
hU2,D is channel coefficient and aU2,D is path loss attenuation factor. Instantaneous
SNR received at the destination is expressed as,

ΥU2,D ¼
η2U2

PU2,DaU2,D hU2,Dj j2
N0

(8)

where ΥU2,D ¼ η2U2
PU2,DaU2,D=N0 is average SNR
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3.2 Performance metrics of multihop RF: FSO system

3.2.1 Outage probability

It is defined as the probability that instantaneous SNR is less than the minimum
required threshold level, Υth. For decode and forward relaying mode, the equivalent
SNR at destination can be expressed as [27]

ΥS,D ¼ min ΥS,U1 ,ΥU1,U2 ,ΥU2,Dð Þ (9)

Cumulative distribution function (CDF) of equivalent SNR is expressed by,

FΥS,D Υð Þ ¼ Pr ΥS,D ≤Υð Þ ¼ Pr min ΥS,U1 ,ΥU1,U2 ,ΥU2,Dð Þ≤Υð Þ
¼ 1� 1� FΥS,U1

Υð Þ
n o

1� FΥU1,U2
Υð Þ

n o
1� FΥU2,D

Υð Þ
n o (10)

where FΥS,U1
Υð Þ, FΥU1,U2

Υð Þ and FΥU2,D
Υð Þ are the CDF of ΥS,U1 , ΥU1,U2 and ΥU2,D

respectively. The outage probability of the overall system is obtained in terms of Q1 (., .)
i.e., the first order Marcum Q function as [31]

Pout ¼ FΥS,D Υthð Þ ¼ Pr ΥS,D ≤Υthð Þ

¼ 1� Q1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
2KS,U1

p
,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ΥthL

ϵS,U1
S,U1

1þ KS,U1ð Þ=~ΥS,U1

q� �

�Q1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2KU2,D

p
,
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ΥthL

ϵU2,D

U2,D 1þ KU2,Dð Þ=~ΥU2,D

q� �

� 1� ξ2

Γ αð ÞΓ βð ÞG
3,1
2,4 αβ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Υth

ΥU1,U2

s
j
1,ξ2þ1

ξ2,α,β,0

0
@

1
A

2
4

3
5

(11)

3.2.2 Symbol error rate

It is defined as the probability of false estimation of the received symbol, which
can be expressed as [32]

PM,PSK eð Þ ¼ 1�
XM

k¼1
Pk ΥS,U1ð ÞPk ΥU1,U2ð ÞPk ΥU2,Dð Þ (12)

Pk Υs,dð Þ ¼

1� 1
π

ð M�1ð Þπ
M

0
MΥs,d �

sin 2 π

M

� �

sin 2 ϕð Þ

0
@

1
A dϕ, for k ¼ 1

1
π

ð M�1ð Þπ
M

0
MΥs,d �

sin 2 π

M

� �

sin 2 ϕð Þ

0
@

1
A dϕ, for k ¼M

2
þ 1

1
2π

ðπ�ak�1
0

MΥs,d �
sin 2 ak � 1ð Þ
sin 2 ϕð Þ

� �
dϕ�

1
2π

ðπ�ak
0

MΥs,d �
sin 2 akð Þ
sin 2 ϕð Þ

� �
dϕ

2
66664

3
77775
, otherwise

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

(13)
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where, ak ¼ 2k� 1ð Þ π
M. After substituting Eq. (6) in Eq. (13) and using [29], we

can obtain the moment-generating function of instantaneous SNR corresponding FSO
link as

MΥU1,U2
sð Þ ¼ ξ22αþβ�1

4πΓ αð ÞΓ βð Þ �G6,1
3,6

αβð Þ2
16ΥU1,U2 s

�����
1,ξ

2þ1
2 ,ξ

2þ2
2

ξ2
2 ,

ξ2þ1
2 ,α2,

αþ1
2 ,β2,

βþ1
2

0
B@

1
CA (14)

3.3 UAVs’ optimal altitude

According to Eq. (11), outage probability is a function of UAV’s altitude, distance
from source to destination, and distance between the projection points of UAVs on the
ground and end users. For these given parameters values, the optimal altitude is
obtained as

~h ¼ ly tan ~ϕ2
� �

(15)

where the optimal altitude must satisfy the following condition [33]

~h ¼ arg min
hϵ 0,∞½ �

Pout h, lx, ly,LS,D
� �

(16)

Finally, the optimal elevation angle at the receiver side ~ϕ2 is obtained by solving
the equation,

P1:Q1 v2,w2ð Þ þ P2:Q1 v1,w1ð Þ½ �:P3 ¼ 0 (17)

where

P1 ¼ v1e�
v2
1
þw2

1
2 I1 v1,w1ð ÞK

=
S,U1

ϕ1ð Þ
v1

� I0 v1,w1ð Þ:w1

2
K=

S,U1
ϕ1ð Þ

1þ KS,U1 ϕ1ð Þ

8<
:

2
4

þ ϵ=S,U1
ϕ1ð Þ ln

lx
cosϕ1

� �
þ ϵS,U1 ϕ1ð Þ tanϕ1

9=
;

3
5� lxly

l2x cos 2ϕ2 þ l2y sin
2ϕ2

(18)

P2 ¼ v2e�
v2
2
þw2

2
2 I1 v2,w2ð ÞK

=
U2,D ϕ2ð Þ
v2

� I0 v2,w2ð Þ:w2

2
K=

U2,D ϕ2ð Þ
1þ KU2,D ϕ2ð Þ

8<
:

2
4

þ ϵ=U2,D ϕ2ð Þ ln
ly

cosϕ2

� �
þ ϵU2,D ϕ2ð Þ tanϕ2

9=
;

3
5

(19)

P3 ¼ 1� ξ2

Γ αð ÞΓ βð ÞG
3,1
2,4 αβ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Υth

ΥU1,U2

s �����
1,ξ2þ1

ξ2,α,β,0

0
@

1
A (20)

3.4 Numerical results

In this section, we provide numerical insights of optimal UAVs’ altitude and
corresponding performance analysis and then cross-validate the proposed methodology
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using Monte-Carlo simulation. We assume that the system is operated under moderate
and strong atmospheric turbulence conditions with a maximum free space optical dis-
tance 7 km, where the average SNR is set as ΥS,U1 ¼ ΥU1,U2 ¼ ΥU2,D ¼ 75 dB.

The variations of elevation angle corresponding to the optimal UAVs’ altitude for
the given distance between the projection points of UAVs on the ground and end users
under moderate atmospheric turbulence conditions are depicted in Figure 2.
According to this figure, the optimal elevation angles decrease with the increase in
distance from the end-user location to the projection point of the UAVs on the ground
because the variation of optimal elevation angle follows Eq. (15).

The variation of outage probability with respect to UAVs’ altitude under moderate
atmospheric turbulence conditions is statistically visualized in Figure 3 when the SNR
threshold is assumed as Υth ¼ 0:4. Since small-scale fading and signal path loss less

Figure 2.
Variation of optimal elevation angle while considering Υth ¼ 0:1:

Figure 3.
Outage probability variation for different UAVs’ altitude.
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affect the received SNR at the optimal altitude, minimum outage probability can be
achieved at that altitude. On the other hand, outage probability increases if UAVs’
altitude deviates from the optimal value.

Figure 4 shows the impact of various modulation schemes on symbol error rate
when the distance between projection points of UAVs on the ground and end users is
2000 m under different atmospheric turbulence conditions. According to the result, it
is observed that symbol error rate decreases with the average SNR value. Furtherore,
binary phase shift keying (BPSK) outperforms the modulation scheme of quadrature
phase shift keying (QPSK). Although higher modulation techniques offer more data
rates and bandwidth efficiency, they are more complicated to implement, require a
more stringent RF amplifier, and are less resilient to error. Therefore, BPSK offers
more secure and errorless transmission than other modulation techniques.

4. Throughput maximization in UAVs-supported D2D network

This section proposes a UAVs-supported self-organized device-to-device
(USSD2D) network containing multiple source-destination device pairs and multiple
UAVs, where the objective is to find the optimal deployed location of UAVs to support
reliable data transmission between source and destination device pairs. Here, we
consider SNR-constrained maximization of the total instantaneous transmission rate
of the USSD2D network by jointly optimizing device association, UAV’s channel
selection, and UAVs’ deployed location at every time slot.

4.1 System model

Figure 5 depicts the UAVs-supported self-organized device-to-device (USSD2D)
network where the stationary source and destination devices pairs are randomly
deployed on the ground within the target area. The direct D2D pairs can establish LoS
links due to good channel conditions and the short distance between them. On the
other hand, UAV-assisted D2D pairs cannot establish direct links due to the presence

Figure 4.
Variation of symbol error rate for different modulation schemes.
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of significant obstacles in the signal propagation path and thereby utilize the deployed
UAVs as relays.

4.1.1 Channel model

Consider M number of UAVs represented by M ¼ 1, 2, … ,Mf g at a fixed altitude
of Hu acting as relays for K number of direct D2D pairs and ~K number of UAV-
assisted D2D pairs. There are total J number of orthogonal channels represented
by J ¼ 1, 2, … , Jf g in the USSD2D network, and each UAV selects a single
orthogonal channel at a time. The set of source and destination devices of the
direct D2D and UAV-assisted D2D pairs are represented as KS ¼ 1, 2, … ,K

� �
,

KD ¼ K þ 1,K þ 2, … , 2K
� �

, ~KS ¼ 1, 2, … , ~K
� �

and ~KD ¼ ~K þ 1, ~K þ 2, … , 2~K
� �

respectively where kth device’s location is xk, yk
� �

, ∀k∈ KS∪KD∪~KS∪~KD
� �

. UAVs’
flight period is discretized into T equally spaced time slots of duration δ each and mth
UAV’s location Um tð Þ ¼ xm tð Þ, ym tð Þ,Hu

� �
, ∀m∈M, t∈ T ¼ 1, 2, … ,Tf g is almost

unchanged within each slot. Here, we assume that one source device can only associ-
ate with a single UAV at a time slot, but multiple devices can access a single UAV
simultaneously. To avoid mutual interference from nearby devices, UAVs select the
orthogonal channel, and data transmission follows amplify and forward relaying (AF)
protocol [34]. The association indicator of the ~k∈ ~KS∪~KD

� �
device with UAV m at

time slot t is defined as

I~k,m tð Þ ¼ 1, if device~kassociates with UAV m
0,Otherwise

(
(21)

Similarly, when UAV m selects an orthogonal channel j at tth time slot, the
corresponding channel selection indicator is defined as

~Im,j tð Þ ¼
1, if UAV m selects channel j

0,Otherwise

�
(22)

The path loss between the device ~k and UAV m can be expressed as [35]

L~k,m tð Þ ¼ μLoS � μNLoS

1þ b1 exp �b2 180
π ϕ~k,m tð Þ � b1

� �h iþ 20 log
4πf cD~k,m tð Þ

c

� �
þ μNLoS (23)

Figure 5.
UAVs-supported self-organized device-to-device network.

134

Edge Computing – Technology, Management and Integration



where c is the speed of light, f c is the carrier frequency, μLoS and μNLoS are attenu-
ation factors corresponding to the LoS and NLoS path, respectively, b1 and b2 are the

constant. ϕ~k,m tð Þ ¼ sin �1 Hu=D~k,m tð Þ
� �

is the elevation angle between the device ~k and

UAV m, where the instantaneous distance between them is calculated as

D~k,m tð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xm tð Þ � x~k
� �2 þ ym tð Þ � y~k

� �2 þH2
u

q
: The instantaneous channel gain

between ~kth device and relay UAV m can be expressed as

G~k,m tð Þ ¼ 10�L~k,m tð Þ=10 (24)

4.1.2 Transmission model

The received SNR at UAV m from the source device ~k over channel j can be
expressed as [34]

Γj
~k,m

tð Þ ¼ PTx
~k
G~k,m tð ÞI~k,m tð Þ~Im,j tð Þ

N0
(25)

where PTx
~k

is transmit power of ~k device and N0 is noise power. The expected SNR

received by the destination device ~kþ ~K ∈ ~KD from UAV m over channel j can be
expressed as

Γ̂j
m,~kþ~K tð Þ ¼ PTx

m Gm,~kþ~K tð ÞI~kþ~K,m tð Þ~Im,j tð Þ
N0

(26)

where PTx
m is transmit power of UAV m. The overall SNR at the destination device

of the UAV-assisted D2D pair following AF relaying protocol can be expressed as [36]

Γ̂j
~k,~kþ~K tð Þ ¼

YN
i¼1

1þ 1

Γj
i tð Þ

 !
� 1

" #�1
(27)

where Γj
i tð Þ is the instantaneous SNR of the ith hop over jth channel, and N is the

total number of hops in the link. For direct D2D pair, we consider a conventional
channel model where the instantaneous channel gain between the source device k and
destination device kþ K can be expressed as

Gk,kþK tð Þ ¼ β0D
�ϱ
k,kþK tð Þ (28)

where β0 ¼ 4πf c=c
� �2 is free space path loss at a distance of 1 m, and ϱ is the path

loss exponent. The expected instantaneous SNR received by the destination device kþ
K from the source device k over channel j can be expressed as

Γ̂j

k,kþK tð Þ ¼
PTx
k
Gk,kþK tð Þ
N0

(29)
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The instantaneous transmission rate achieved by the destination device kþ K can
be expressed as

R
j

k,kþK tð Þ ¼ B log 2 1þ Γ̂j

k,kþK tð Þ
h i

(30)

The total instantaneous transmission rate achieved by all direct D2D pairs can be
calculated as

RSum tð Þ ¼
XJ

j¼1

XK

k¼1
Rj

k,kþK tð Þ (31)

Similarly, ~kþ ~Kth device obtains the instantaneous transmission rate over
channel j as

~R
j
~k,~kþ~K tð Þ ¼ B log 2 1þ Γ̂j

~k,~kþ~K tð Þ
h i

(32)

The total instantaneous transmission rate of all UAV-assisted D2D pairs can be
expressed as

~RSum tð Þ ¼
XJ

j¼1

XM
m¼1

X~K
~k¼1

~R
j
~k,~kþ~K tð Þ (33)

The overall instantaneous transmission rate of the USSD2D network is
formulated as

RSum tð Þ ¼ RSum tð Þ þ ~RSum tð Þ (34)

4.1.3 Problem formulation

From the practical scenario, it is observed that when UAVs fly toward a group of
devices to obtain better channel conditions, the remaining devices of the network
cannot receive adequate services from the UAV, and consequently, UAVs cannot
allocate network resources fairly. Hence, we jointly optimize UAVs’ location, device
association, and channel selection indicators at every time slot to maximize the total
instantaneous transmission rate of the USSD2D network while assuring that each
device should achieve a minimum SNR of ς to maintain the required QoS. The
corresponding optimization problem is formulated as

P1 :

Maximize

xm tð Þ, ym tð Þ� �
, Ik,m tð Þ,~Im,j tð Þ

∀k∈ KS∪KD∪~KS∪~KD
� �

,m∈M, j∈J

8<
:

9=
;

RSum tð Þ (35)

Subject to the constraints
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C1 : Γj
k,kþK tð Þ> ς, ∀k∈ KS∪KD∪~KS∪~KD

� �
(36)

C2 : Ik,m tð Þ, IkþK,m tð Þ ¼ 0, 1f g,~Im,j tð Þ ¼ 0, 1f g,∀k∈ KS∪KD∪~KS∪~KD
� �

,m∈M, j∈J

(37)

C3 :
X
m∈M

Ik,m tð Þ≤ 1,
X
m∈M

IkþK,m tð Þ≤ 1, ∀k∈ KS∪KD∪~KS∪~KD
� �

, (38)

C4 :
X
j∈J

~Im,j tð Þ≤ 1, ∀m∈M (39)

C1 indicates that a device should achieve a minimum SNR threshold to maintain
the required QoS. C2 defines the instantaneous device association indicator and UAVs’
channel selection indicator. C3 assures that each device can be associated with a single
UAV at a time slot, and C4 implies UAVs’ channel selection conditions at each time
slot. The optimization variables xm tð Þ, ym tð Þ� �

, Ik,m tð Þ and ~Im,j tð Þ are coupled and
interactable, where the deflection of one variable impacts the optimization of other
variables and the objective value. Hence, this optimization problem becomes compli-
cated using standard optimization tools. In order to tackle this situation, we adopt an
RL-based UAV deployment strategy to find their optimal position by estimating the
required system parameters using real-time measurements and statistics of collected
information.

4.2 RL-based solution methodology

UAVs acting as RL agents select the action depending on their current positions,
which are only related to their previous states. Hence, the proposed framework fol-
lows Markovian properties composed of state, action, reward, state transition proba-
bility, and the flying time periods. In the next sub-section, we explain each of those
elements elaborately.

4.2.1 State space

The state of the mth UAV at t-th time slot is the vector of two elements which
represent its current position as sm tð Þ ¼ xm tð Þ, ym tð Þ� �

, ∀sm tð Þ∈S. Here, S is the state
space, whose elements are independent and identically distributed random variables
arranged by combining all possible values across the time horizon.

4.2.2 Action space

UAV’s action am tð Þ∈A in the current state is the change of its position, which is
measured with respect to its immediate X and Y coordinates. Here, we consider a
benchmark RL gridworld environment where UAVs have maximum of eight possible
moving directions at each state, i.e., NORTH, NORTH-WEST, WEST, SOUTH-
WEST, SOUTH, SOUTH-EAST, EAST, and NORTH-EAST. After selecting an action,
the X and Y coordinate changes of UAV m at t-th time slot are represented as
δmx tð Þ∈ �ϑ tð Þδ, 0, ϑ tð Þδf g and δmy tð Þ∈ �ϑ tð Þδ, 0, ϑ tð Þδf g respectively,
∀am tð Þ ¼ δmx tð Þ, δmy tð Þ

n o
∈A, t∈ T , where ϑ tð Þ is the velocity of UAVs at time slot t and
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A is the action set containing all possible actions. The obtained X and Y coordinate of
UAV m for next time slot is measured as

xm tþ 1ð Þ ¼ xm tð Þ þ δmx tð Þ (40)

ym tþ 1ð Þ ¼ ym tð Þ þ δmy tð Þ (41)

4.2.3 Reward formulation

RL agents choose their actions in such a manner that maximizes long-term cumu-
lative reward. Since our objective is to maximize the total instantaneous transmission
rate of the USSD2D network, we need to find such locations of UAVs that impacts
immediate objective value. Hence, we model the instantaneous reward function con-
tributed by UAV m as

R sm tð Þ, am tð Þð Þ ¼
XJ

j¼1

X~K
~k¼1

~R
j
~k,m,~kþ~K tð Þ þ

XJ

j¼1

XK

k¼1
R
j

k,kþK tð Þ,∀m∈M (42)

4.2.4 State transition probability

It is the probability that UAV m changes its state from sm tð Þ to sm tþ 1ð Þ after
selecting an action am tð Þ, denoted as Ptr sm tþ 1ð Þ∈Sjsm tð Þ, am tð Þf g. Let us consider
the probability vectors of device association and UAVs’ channel selection at time

slot t as PDA
~k

tð Þ ¼ ~P~k,1 tð Þ, ~P~k,2 tð Þ, … , ~P~k,M tð Þ
h i

, ∀~k∈ ~KS∪~KD
� �

and PCS
m tð Þ ¼

Pm,1 tð Þ,Pm,2 tð Þ, … ,Pm,J tð Þ
� �

, ∀m∈M respectively where ~P~k,m tð Þ indicates the associa-
tion probability of device ~k with UAVm at time slot t and Pm,j tð Þ is the probability that
UAVm selects channel j at time slot t. In each time slot, source and destination devices
associated with a single UAV according to probability vectors PUA

~k
tð Þ and UAV selects

a single orthogonal channel with a probability vector of PCS
m tð Þ . The probabilities of

device association and UAV’s channel selections are updated for the next time slot as
follows:

~P~k,m tþ 1ð Þ ¼
~P~k,m tð Þ þw1~r~k,m tð Þ 1� ~P~k,m tð Þ

� �
,m ¼ UMax

~k
tð Þ

~P~k,m tð Þ � w1~r~k,m tð Þ~P~k,m tð Þ,m 6¼ UMax
~k

tð Þ

8<
: (43)

Pm,j tþ 1ð Þ ¼ Pm,j tð Þ þw2rm,j tð Þ 1� Pm,j tð Þ
� �

, j ¼ CMax
m tð Þ

Pm,j tð Þ �w2rm,j tð ÞPm,j tð Þ, j 6¼ CMax
m tð Þ

(
(44)

where w1 and w2 are the learning step sizes. UMax
~k

tð Þ is the current best UAV for

device ~k for a fixed selected channel and CMax
m tð Þ is the current best channel of UAV m

for associated devices at that time slot respectively, which can be expressed as

UMax
~k

tð Þ ¼ argmax
m∈M

~R~k,m,~kþ~K tð Þ, ∀~k∈ ~KS∪~KD
� �

(45)

CMax
m tð Þ ¼ argmax

j∈J
~Rm,j tð Þ,∀m∈M (46)
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where ~r~k,m tð Þ and rm,j tð Þ are the normalized reward achieved by the source device ~k
and UAV m at time slot t respectively, which are defined as

~r~k,m tð Þ ¼
~R~k,m,~kþ~K tð Þ

max
m∈M

~R~k,m,~kþ~K tð Þ (47)

rm,j tð Þ ¼
~Rm,j tð Þ

max
j∈J

~Rm,j tð Þ
(48)

From (43) and (44), it is observed that the update of selection probability vectors
depends on the instantaneous transmission rate, which does not need any prior infor-
mation. Thus, device association and UAVs’ channel selection at each time slot is
entirely model-free.

4.2.5 Updating the action value function

During the operation period, each UAV acts as an RL agent where UAV m takes an
action am tð Þ at current state sm tð Þ. Then it generates an immediate reward
R sm tð Þ, am tð Þð Þ, and computes corresponding Q sm tð Þ, am tð Þð Þ value. Finally, the current
state sm tð Þ is updated to the next state sm tþ 1ð Þ and UAV m selects the next action
am tþ 1ð Þ using the same policy where the action-value function is updated as [37]

Q sm tð Þ, am tð Þð Þ  1� αð ÞQ sm tð Þ, am tð Þð Þ þ α R sm tð Þ, am tð Þð Þ þ γ Q sm tþ 1ð Þ, am tþ 1ð Þð Þ½ �
(49)

UAVs consider all the possible actions from the action space and select an action
with a certain probability that provides maximum long-term reward. ϵ-greedy action
selection policy is adopted under which the probability that UAV m takes action
am tð Þ∈A corresponding to a state sm tð Þ∈S at time slot t can be expressed as [37]

πϵm ¼
arg max

am tð Þ¼ δmx tð Þ, δmy tð Þf g
Q sm tð Þ, am tð Þð Þ, with probability 1� ϵ

Random Selection,with probability ϵ

8<
: (50)

UAVs execute state-action pairs repeatedly to gain experience of interacting with
the environment. These interaction results are recorded in Q-table and updated the
learning policy in each episode until convergence. Algorithm 1 summarizes the opti-
mal deployment strategy using the adaptive State-Action-Reward-State-Action
(SARSA) technique.

4.3 Simulation results

In this sub-section, we validate the proposed analysis and provide various numer-
ical insights on key system parameters to improve the system’s performance. Later, we
compare the obtained results corresponding to the proposed SARSA algorithm with
the existing works [34], such as random selection with fixed optimal relay deployment
(RS-FORD), an exhaustive search for relay assignment and channel allocation with
fixed initial relay deployment (ES-FIRD), and alternative optimization for the
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individual variable (AOIV). Here, we consider that direct D2D pair and UAV-assisted
D2D pair devices are uniformly distributed in a 4 km�4 km square area where the
primary simulation parameters are adopted from [38].

The iterative evolutions of the proposed and benchmark schemes are depicted in
Figure 6, where the number of UAVs, UAV-assisted D2D pairs, direct D2D pairs,
orthogonal channels, and transmit power are set as 5, 10, 2, 7, and 10 mW respec-
tively. From this figure, it is clear that the proposed algorithm outperforms the
benchmark scheme with respect to the converged value because it utilizes ϵ-greedy
action policy to obtain the large search space by exploring the target region more
efficiently. Furthermore, UAV acting as an RL agent learns to improve the cumulative
reward, i.e., the total instantaneous transmission rate, from its past learning experi-
ences. Hence, according to this figure, the SARSA algorithm enhances the overall
transmission rate by 75.37%, 49.74%, and 11.01%, compared with RS-FORD,
ES-FIRD, and AOIV schemes, respectively.

Algorithm 1: Optimal UAV deployment strategy using adaptive SARSA technique

Input: N0,B, μLoS, μNLoS, f c, b1, b2, Hu, ϑ0,K,KS, KD, ~K,~KS,~KD, PTx
k , M, M, PTx

m , J, J ,

w1, w2, γ, α, ϵ, ς, ∀sm tð Þ∈S, am tð Þ∈A, k∈K ¼ KS∪KD∪~KS∪~KD
� �

, m∈M

Output: Instantaneous reward generated by all UAVs as R tð Þ
1: Initialize Q sm tð Þ, am tð Þð Þ ¼ 0, ∀sm tð Þ∈S, am tð Þ∈A,m∈M

2: Set initial device association probability as ~P~k,m 1ð Þ ¼ 1
M , ∀~k∈ ~KS∪~KD

� �
,m∈M

3: Set initial channel selection probability of UAVs as Pm,j 1ð Þ ¼ 1
J ,∀m∈M, j∈J

4: Initially deploy UAV m at the random position as sm 1ð Þ ¼ xm 1ð Þ, ym 1ð Þ,Hu
� �

,∀m∈M

5: fort ¼ 1, 2, … ,T do

6: for~k ¼ 1, 2, … , ~K do
7: form ¼ 1, 2, … ,M do

8: Obtain the association probability of device ~k with UAV m as ~P~k,m tð Þ
9: Calculate Γ̂j

~k,m tð Þ and Γ̂j
m,~kþ~K tð Þ by (25) and (26), respectively, for a fixed assigned channel

10: ifΓ̂j
~k,m tð Þ, Γ̂j

m,~kþ~K tð Þ≥ ς then

Figure 6.
The variation of the total transmission rate of the USSD2D network corresponding to each episode.
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11: Calculate ~R
j
~k,~kþ~K tð Þ using (32) for a fixed assigned channel

12: else

13: ~R
j
~k,~kþ~K tð Þ ¼ 0

14: for~k ¼ 1, 2, … , ~K do
15: form ¼ 1, 2, … ,M do
16: Set I~k,m tð Þ ¼ 1 when m ¼ argmax

m∈M
~P~k,m tð Þ, otherwise I~k,m tð Þ ¼ 0

17: According to (43), update the association probability as ~P~k,m tð Þ  ~P~k,m t þ 1ð Þ
18: form ¼ 1, 2, … ,M do
19: forj ¼ 1, 2, … , J do
20: UAV m obtains the jth channel selection probability as Pm,j tð Þ
21: Calculate Γ̂j

m tð Þ according to (25) for the fixed associated devices

22: ifΓ̂j
m tð Þ≥ ς then

23: ~R
j
m tð Þ ¼P~K

~k¼1B log 2 1þ Γ̂j
~k,m tð Þ

h i

24: else

25: ~R
j
m tð Þ ¼ 0

26: form ¼ 1, 2, … ,M do
27: forj ¼ 1, 2, … , J do
28: Set ~Im,j tð Þ ¼ 1 when j ¼ argmax

j∈J
Pm,j tð Þ, otherwise ~Im,j tð Þ ¼ 0

29: According to (44), update channel selection probability as
Pm,j tð Þ  Pm,j t þ 1ð Þ
30: form ¼ 1, 2, … ,M do

31: Choose the action values am tð Þ ¼ δmx tð Þ, δmy tð Þ
n o

by (50)

32: Find next state as sm t þ 1ð Þ ¼ xm tþ 1ð Þ, ym t þ 1ð Þ,Hu
� �

by (40) and (41)
33: Calculate the immediate reward R sm tð Þ, am tð Þð Þ of UAV m by (42)

34: Choose the action am t þ 1ð Þ ¼ δmx t þ 1ð Þ, δmy t þ 1ð Þ
n o

by (50) and obtain Q sm t þ 1ð Þ, am t þ 1ð Þð Þ value
35: Update Q sm tð Þ, am tð Þð Þ value according to (49) and store it in Q-table
36: Update the state and action for the next time slot as sm tð Þ  sm t þ 1ð Þ and am tð Þ  am t þ 1ð Þ
respectively

37: Calculate the instantaneous reward generated by all UAVs as R tð Þ ¼PM
m¼1R sm tð Þ, am tð Þð Þ

Figure 7a shows the variation of instantaneous transmission rate for different
number of UAVs while the other3 network parameters are the same, as mentioned in
Figure 6. It can be observed in this figure that the performance metric value increases
with the number of UAVs because all UAVs utilize the available channels efficiently
at their deployed location. But when the number of UAVs exceeds 7, the total
instantaneous transmission rate does not increase significantly because all UAVs
reuse the limited spectrum, which increases mutual interferences among UAVs and
source-destination device pairs.

Figure 7b plots the objective value corresponding to the different number of
available orthogonal channels. From this figure, we can say that the instantaneous
transmission rate increases with the number of channels because all the communica-
tion nodes select individual channels according to the channel selection probability
vectors. But when the number of channels exceeds 7, no such variation in objective
value is found because this is a sufficient resource to avoid mutual interferences
completely.

Figure 7c represents the network throughput variation for different UAV-assisted
D2D pairs when their transmitting power is 10 mW. Since all the devices and UAVs
share the fixed amount of orthogonal channels, the network’s performance is
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independent with respect to the number of UAV-assisted D2D pairs, and the perfor-
mance metric value is almost constant for variation of the key system parameters.

The performance metric variations for different number of direct D2D pairs are
illustrated in Figure 7d when their transmitting power is set as 10 mW. It is observed
that the instantaneous transmission rate decreases with the number of direct D2D
pairs because they utilize more orthogonal channels. As a result, mutual interference
among UAV-assisted D2D pairs increases since they share limited network resources.
Furthermore, our proposed scheme has the capabilities for adaptive action selection,
which significantly outperforms the benchmark techniques. From Figure 7, we can
say that the overall network throughput can be improved by 77.58%, 52.51%, and
12.14% compared to the RS-FORD, ES-FIRD, and AOIV schemes, respectively.

5. Minimization of devices’ energy consumption in UAV-assisted IoT
network

The devices at the cell edge consume high energy to achieve the required data rate
when transmitting data to the nearest BS because of the large LoS distance between

Figure 7.
Total overall network performance of the USSD2D network for different network parameters value. (a) Network
throughput for different number of UAVs. (b) Network throughput for different number of channels. (c) Network
throughput corresponding to the different number of UAV-assisted D2D pairs. (d) Network throughput
corresponding to the different number of direct D2D pairs.
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BSs and those devices. Alternatively, a quad-rotor UAV-assisted IoT network could
provide reliable communication compared to fixed terrestrial BSs. Therefore, in this
section, we aim to find the optimal trajectory of UAV and the association of IoT
devices that simultaneously support energy-efficient data collection.

5.1 System model

Figure 8 illustrates the UAV-assisted IoT network, in whichM terrestrial BSs with
fixed height of HB and a single UAV collect data from K stationary uniformly distributed
IoT devices. The UAV flies at a fixed altitude Hu with the constant speed of ϑu where its
start and end locations are represented by US ¼ xs, ys,Hu

� �
and UE ¼ xe, ye,Hu

� �
respectively. To track the UAV’s location at each instance, we discretize its flight period
into N equally spaced time slots, each of duration Ts, and assume that UAV’s location at
nth time slot U n½ � ¼ x n½ �, y n½ �,Huð Þ, ∀n∈N ¼ 1, 2, … ,Nf g is constant. All devices
transmit atleast DMin bits data to the core network to maintain reliable QoS.

5.1.1 Data collection of core network

The transmission environment is categorized into two scenarios, i.e., ground to
ground (G2G) and ground to air (G2A) channels. G2G channel establishes the links
between BS and IoT devices, whereas G2A channel connects the IoT devices with the
UAV platform. We generalize the wireless channel gain between each device and its
destination (either UAV or BS) at each time slot as the combination of large-scale path
loss and small-scale fading. The channel gain between each device and its destination
can be modeled as [39]

hik n½ � ¼ gik n½ �
ffiffiffiffiffiffiffiffiffiffiffi
Li
k n½ �

q
,∀k∈K ¼ 1, 2, … ,Kf g (51)

where i∈ B or Uf g is the destination indicator in which B and U represent nearest
BS and UAV, respectively, Li

k n½ � is the large scale path loss, gik n½ � is the small scale
fading coefficient. The achievable instantaneous transmission rate of the kth IoT
device can be formulated as [40]

Ri
k n½ � ¼ CB log 2 1þ hik n½ �

�� ��2Pi
k n½ �

η0

" #
(52)

Figure 8.
Illustration of UAV-assisted IoT network.
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where CB is channel bandwidth, Pi
k n½ � is transmitting power of the kth device, and

η0 is noise power. Instantaneous data transmitted by the kth device over G2G and G2A
channel is measured as DB

k n½ � ¼ RB
k n½ �Ts and DU

k n½ � ¼ RU
k n½ �Ts respectively. The energy

consumption of device k at nth time slot can be calculated as

Ek n½ � ¼ IUk n½ �PU
k n½ � þ IBk n½ �PB

k n½ �� �
Ts, ∀k∈K (53)

where PU
k n½ � and PB

k n½ � are the instantaneous transmit powers of kth device when
connecting with UAV and BS, respectively and IUk n½ �, IBk n½ �∈ 0, 1f g are the binary
device association indicators with UAV and BS respectively. The k th device transmits
data to the core network during each time slot is measured as

Dk n½ � ¼ IUk n½ �DU
k n½ � þ IBk n½ �DB

k n½ �,∀k∈K, n∈N (54)

5.1.2 Problem formulation

We aim for energy-efficient data collection that jointly exploit reliable data trans-
mission, optimal instantaneous position of UAV and transmit power control. The fluc-
tuation of channel gain causes unstable network performance, leading to quickly drain
out devices’ on-board battery energy. Thus, to minimize total energy consumption of all
devices we jointly optimize UAV’ trajectory, device association indicators and their
transmit power allocation, while ensuring that each device should transmit a minimum
data to the destination and UAV chooses a constant speed during its trajectory between
the initial and final locations. Therefore the optimization problem is formulated as

P1 : Minimize
x n½ �, y n½ �ð Þf g, IUk n½ �, IBk n½ �,PU

k n½ �, and PB
k n½ �

∀k∈K, n∈N

� �
XN
n¼1

XK

k¼1
Iuk n½ �Pu

k n½ � þ IBk n½ �PB
k n½ �� �

Ts
� �

(55)

Subject to the constraints

C1 : IUk n½ �DU
k n½ � þ IBk n½ �DB

k n½ �≥DMin, ∀k∈K, n∈N (56)

C2 : IUk n½ �∈ 0, 1f g, IBk n½ �∈ 0, 1f g, ∀k∈K, n∈N (57)

C3 : IUk n½ � þ IBk n½ �≤ 1, ∀k∈K, n∈N (58)

C4 :
XK

k¼1
IUk n½ �≤K,∀n∈N (59)

C5 : U 1½ � ¼ US,U N½ � ¼ UE (60)

Here, C1 ensures that each device transmits atleast DMin bits data to either UAV or
nearest BS at a time slot. C2 defines the device association indicators. C3 verifies that
each device associates with either UAV or the nearest BS at each time slot. C4 implies
that UAV can associate with maximum K number of devices instantaneously; and C5
guarantees that UAV starts its trajectory from an initial given position and ends to the
final predefined location. The optimization problem contains multiple interactive and
coupled variables, and they have a complex relationship by which changing one’s value
may impact to others. Furthermore, these discrete optimizing variables make the prob-
lem highly non-convex to find a limited time trajectory between the start and end points.
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Hence, standard optimization methods face difficulties in obtaining exact solutions. In
order to tackle this situation, we propose RL framework and adaptive decision-making
policy to find UAV’s successive locations, and device association along with their trans-
mit power allocation. We adopt the SARSA algorithm to control the UAV, which acts as
an RL-agent for taking the optimal action at each step to maximize its reward.

5.2 Reinforcement learning based on SARSA algorithm

As discussed earlier in Section 4.3, the RL framework follows MDP, where the
current state only depends on the immediate past state, and the UAV acting as RL
agent chooses an action according to the ϵ-greedy policy. Here, the generated reward
depends on UAV’s current state and taken action at each time slot. The expected
trajectory is obtained more precisely when the reward generated by the UAV at the
current time slot is beneficial for the long term. To reflect this property, we model the
instantaneous reward for every time slot as UAV’s instantaneous objective value,
which is expressed as

R s n½ �, a n½ �ð Þ ¼
XK

k¼1
IUk n½ �PU

k n½ � þ IBk n½ �PB
k n½ �� �

Ts

" #�1
(61)

Algorithm 2 summarizes the optimal trajectory learning procedure using the
improved SARSA technique. In this framework, we first calculate UAV’s current state,
channel gain, and distances from all devices to UAV and the nearest BS at every time
slot. Then, all devices select the destination (either UAV or nearest BS) by estimating
the instantaneous device association indicator and the required transmit power while
satisfying the data rate constraint value. This process is repeated at each step, and
UAV obtains optimal policy at the final episode. Since the number of episodes is T and
each episode goes through N time slots, the computation complexity depends on total
steps TN, including state space and action space in RL. In our scenario, there are L1L2

possible state locations and eight possible actions for each time slot. Therefore, the
computational complexity of algorithm 1 is O 8TNL1L2ð Þ, including the complexity of
the action selection scheme in each step.

Algorithm 2: UAV trajectory learning process using SARSA

Input:γ, α, ϵ̂, ζ,T, xs, ys,Hu
� �

, xe, ye,Hu
� �

,Ts, β0, ϑu,Hu,DMin, IoTk,K,BSm,M,N, eMax,

hik n½ �, s n½ �, a n½ �, ∀s n½ �∈S, a n½ �∈A, k∈K,m∈M, n∈N , i∈ U or Bf g
Output: Optimal policy π ∗

h

1: Initialize Q s n½ �, a n½ �ð Þ ¼ 0, ∀s∈S, a∈A, and e 1½ � ¼ eMax

2: fort ¼ 1, 2, … ,T do
3: Set the starting point as s 1½ � ¼ x 1½ �, y 1½ �ð Þ ¼ xs, ys

� �
4: for n ¼ 1, 2, … ,N do

5: if n≤N � 2 and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xe � xu n½ �ð Þ2 þ ye � yu n½ �� �2q

≤ϑu N � nð ÞTs then

6: Choose the action values a n½ � ¼ δux n½ �, δuy n½ �
n o

by (50)

7: Find next state by (40) and (41) as s nþ 1½ � ¼ x nþ 1½ �, y nþ 1½ �ð Þ
8: Calculate reward R s n½ �, a n½ �ð Þ by (61)

9: Choose the next action a nþ 1½ � ¼ δux nþ 1½ �, δuy nþ 1½ �
n o

by (50) and obtain Q s nþ 1½ �, a nþ 1½ �ð Þ value
10: Update Q s n½ �, a n½ �ð Þ value according to (49)
11: Update the respective state and action as s n½ �  s nþ 1½ � and a n½ �  a nþ 1½ �
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12: else if n ¼ N � 1 and
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xe � xu n½ �ð Þ2 þ ye � yu n½ �� �2q

≤ϑuTs then

13: Obtain the next state as s nþ 1½ � ¼ xe, ye
� �

14: Calculate reward R s n½ �, a n½ �ð Þ by (61)

15: Choose the next action a nþ 1½ � ¼ δux nþ 1½ �, δuy nþ 1½ �
n o

by (50) and obtain Q s nþ 1½ �, a nþ 1½ �ð Þ value
16: Update Q s n½ �, a n½ �ð Þ value according to (49)
17: Update the respective state and action as s n½ �  s nþ 1½ � and a n½ �  a nþ 1½ �
18: else
19: Break
20: Find an optimal policy as π ∗

h ¼ arg max
a n½ �¼ δux n½ �, δuy n½ �f g

Q s n½ �, a n½ �ð Þ,∀s n½ �∈S, a n½ �∈A, n∈N

5.3 Simulation results

This sub-section presents the training outcomes corresponding to the proposed
SARSA algorithm for optimal trajectory and subsequently evaluates the energy-
efficient data collection. Here, we compare the effectiveness and superiority of the
proposed design with the benchmark PSO technique [41], where 100 IoT devices are
uniformly distributed within a square field of size 2000� 2000 m. Moreover, we
adopt the required simulation parameters from [40] and [24] to implement the
proposed algorithm.

5.3.1 Convergence analysis

The agents’ training evaluations using RL-based SARSA algorithm are illustrated in
Figure 9a, when all IoT devices maintain the data rate constraint of 10 Mbps. In this
figure, we have found that the convergence rate varies for flying time because UAV
explores the target area more efficiently with the available time slots. As a result more
devices associate with UAV and the convergence occurs before 10,000 episodes.

Figure 9b shows the episode-wise objective value evaluation using PSO algorithm.
From this figure, it is visible that PSO takes more time to converge, and its final
convergence value is less than the SARSA algorithm. This is because PSO updates
particles’ position and velocity according to the random inertial weight which causes
less exact regulation of particles’ moving directions and speed. Hence, its

Figure 9.
Training results corresponding to the proposed and benchmark algorithms. (a) Cumulative reward generated by
proposed SARSA. (b) Fitness value generated by benchmark PSO.
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computational complexity increase due to the high dimensions of decision variables.
Therefore, the proposed SARSA algorithm improves the cumulative reward by
10.26% with respect to the PSO.

5.3.2 Optimal trajectory

Using the same parameters mentioned in Figure 9, UAV finds its optimal trajec-
tories with the help of SARSA and PSO algorithms, depicted in Figure 10. These
figures indicate that UAVmoves toward the devices, far away from the BS, and within
the flight period, it reaches the final destination point. Since devices consume more
energy while transmitting data to BS, UAV fly toward those devices to improve their
channel conditions. as we mentioned earlier, device association with UAV increases
with the flying time, more devices transmit their data to the UAV instead of BS,
reducing their energy consumption.

5.3.3 Performance comparison of proposed SARSA with benchmark PSO

The variation of devices’ average transmit power to achieve 10 Mbps data rate with
the index value is demonstrated in Figure 11a where a device’s index indicates its

Figure 10.
Optimal trajectories corresponding to the proposed and benchmark algorithms. (a) Optimal UAV trajectory using
SARSA. (b) Optimal UAV trajectory using PSO.

Figure 11.
Performance comparison of the proposed and benchmark algorithms. (a) Devices’ transmit power corresponding to
their index value. (b) Devices’ energy consumption versus data rate constraint.
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distance from the nearest BS. It is observed that, when there is no UAV support,
average transmit power increases with the index value because, according to (52)
devices far away from BS utilize more power to obtain the given data rate. But when
UAV is employed, its optimal trajectory focuses the devices which are consuming
more power and associates with them for data collection. Furthermore, since UAV’s
straight trajectory cannot improve all devices’ channel conditions, the corresponding
energy-efficient data collection would not be possible.

The total energy consumption of all devices for various data rate constraint values
is illustrated in Figure 11b. It is clear that devices’ energy consumption increases with
data rate constraint because, according to (49), devices allocate more power to
achieve the given rate constraint. Furthermore, from Figure 11a, UAV’s optimal
trajectory corresponding to the proposed SARSA algorithm reduces devices’ transmit
power with its available flying time as compared to PSO algorithm, because PSO
achieves low convergence rate in an iterative process and could not identify the local
optimal in high-dimension space. Hence, the proposed SARSA methodology signifi-
cantly reduces the total energy consumption of all devices by 8.15%, 7.72%, and 5.67%
for UAV’s flying time of 80, 100, and 120 timeslots, respectively as compared to PSO.

6. Conclusion

This chapter proposes deployment and trajectory designs of UAVs for efficient
resource allocation to achieve reliable wireless communication. The main features of
this structure are three folded. In the first part, we optimize UAVs altitude to mini-
mize outage probability and symbol error rate, considering pointing errors, atmo-
spheric turbulence, and scintillation parameters where a hybrid RF-FSO channel
governs the transmission environment. The second part finds the optimal deployed
locations of UAVs to maximize the total instantaneous transmission rate of the devices
in USSD2D network under SNR constraint. Finally, the last feature focuses on energy-
efficient data collection where devices’ total energy consumption is minimized by
jointly optimizing their association with the nearest BS or UAV, their transmitting
power, and UAV trajectory while satisfying a given data rate requirements. Numerical
results validate the analysis and provide insights on the optimal UAV control design
for various key system parameters. Our proposed methodology significantly improves
system performance compared with the benchmark techniques. This work would be
extended toward a multi UAVs-assisted energy-efficient data collection system con-
sidering the age of information aspect where the users follow a certain mobility model.
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Chapter 7

IoT on an ESP32: Optimization
Methods Regarding Battery Life
and Write Speed to an SD-Card
Lukas M. Broell, Christian Hanshans and Dominik Kimmerle

Abstract

The ESP32 is a popular microcontroller for IoT use cases. For many IoT applica-
tions (e.g., environmental sensors or wearables), a continuous power supply is either
not possible or too cumbersome, requiring battery operation. However, the ESP32 has
a relatively high power consumption. This chapter focuses on battery life optimization
methods for this family of microcontrollers. For scenarios where data logging is
relevant, methods for increasing communication speed in relation to power con-
sumption are examined in detail. Measurements of seven different commercially
available development boards were evaluated in terms of sleep modes, reduced CPU
frequencies, and serial communications with the goal of better power efficiency.
Therefore, the common scenario of data logging was compared with the performance
and power consumption when communicating with different SD cards and CPU
frequencies via the SPI and SD bus. Our test results showed that peripheral compo-
nents (such as voltage regulators) have a large impact on the power consumption of
the ESP32 microcontrollers, especially in sleep mode. For data logging, higher clock
rates combined with high-quality SD cards and using the SD bus in 4-bit mode
resulted in the lowest battery discharge.

Keywords: ESP32, energy consumption, write speed, performance to energy, SD bus,
SD-MMC, SDIO, CPU frequency, battery life, IoT, wearables

1. Introduction

For various research questions, comprehensive and objective data collection using
appropriate sensor technology is essential. However, for some applications, there are no
(affordable) devices available on the market or do not provide the needed data quality,
form factor, or access to raw data. As a side effect, one might have special requirements
regarding data privacy and protection. As a scientific institution in the biomedical field
that has to deal with specific needs and research questions, financial restrictions,
and sensitive data retrieved from the sensors, the above-mentioned aspects lead to
many software and IoT-related hardware projects [1–4]. One of our medical projects
intends to measure heart rate variability. The sensor has to exceed the precision of a
clinical-grade ECG device, but at the same time has to be wireless, to be worn on
the body, waterproof, heat resistant, and able to resist chemical disinfection [2].
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The ECG-based measurement allows medical grade data quality for examining the
activity or response of the autonomous nervous system, which is involved in many
diseases such as chronic pain, addiction medicine, mental illnesses (e.g. depression) as
well as in sports medicine and performance diagnostics. The device is used in several
clinical trials and connected to an open-source IoT platform, that allows fleet man-
agement of many devices [1]. Another project that uses the same sensor deals with
VR-based addiction diagnostics and treatment. In this use case, the main aspect is
interoperability with the development environment and the flexibility of integrating
further sensors. In both cases, it is particularly important that the battery life is as long
as possible and that the raw data (ECG) is stored locally at the highest possible
resolution, as correct wireless data transfer cannot always be ensured. There are many
more applications in projects, where our custom build sensors came to use, for exam-
ple, in environmental measurements (urban climate and fine dust measurements,
spectro-radiometric measurements, or radiation sensors) or lab sensory, that is used as
part of lab experiments or as a fundamental part of lab automation within microbial or
cellular experiments [1].

Like us, many other research teams want to take data acquisition into their own
hands and develop specially adapted instruments [5, 6]. It is also possible to describe
exactly and transparently which algorithms were used to increase the reproducibility
of the results. The widespread use and rapid development of easy-to-program
microcontrollers such as the Raspberry Pi or microcontrollers based on the Arduino
platform, as well as the many sensor modules, libraries and sample codes and projects
available, make this easier, and once the basic system is developed, it is easy to add
more sensors or adapt the system to different requirements. This allows data to be
collected quickly under laboratory conditions. However, if the prototype is to be used
in real-life scenarios or in field studies, additional obstacles need to be considered.
Haghi et al. list the following points that should be considered when developing
wearable IoT devices [7]:

• Easy and secure connectivity

• Low power consumption

• Wearability with small form factor

• Reduced risk of data loss through buffering

In order to limit the scope of this work, we will mainly focus on the aspects of
reducing power consumption, as this is directly related to wearability and form fac-
tors. In addition, we will also look at data storage, as if large amounts of data are
collected and need to be stored locally, this will also have a significant impact on
battery life. The aim of this work is to list possible approaches for an optimal com-
promise between data write speed and energy efficiency in order to derive a best
practice for custom development.

2. Background

This section provides background information for comparing different approaches
to writing data to an SD card or improving the power efficiency of microcontrollers.
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It also provides an initial comparison of commercially available microcontrollers in
terms of functionality and power consumption.

2.1 Energy consumption of microcontrollers

To get a basic understanding of microcontroller power consumption, the
following formula illustrates the factors that contribute to the microcontroller power
consumption [8]:

Pd ¼ fCU2 (1)

Pd—Dnamic part of power consumption
f—CPU Clock-frequency
C—Total capacitance of the field-effect transistors (FETs) in the circuit
U—Operating voltage
This relation shows that power consumption can be reduced by lowering the CPU

clock-frequency f , the capacitance C or by decreasing the operating voltage U [8].
Since the power consumption is proportional to the operating voltage U squared, it
seems to be obvious to initially reduce it as much as possible. Historically, early
microprocessors used to run on a 5 V supply voltage. Since then, the voltage has been
continuously lowered for that reason. In contrast, the maximum clock frequency has
increased over the years to achieve a higher computing performance. However, this
has also led to increased power consumption. Nowadays the strategy is to max out the
clock frequency capability of a microcontroller while running on a significantly lower
clock frequency [8].

The total capacitance is the sum of the capacitances of the individual field-effect
transistors (FETs). Due to miniaturization, the FETs’ individual capacitances have
become smaller, but the number of FETs per processor’s core continues to grow. The
total capacitance of a given system, therefore, can only be reduced by switching off
individual parts of the processor [8].

2.2 General energy saving measures for microcontrollers

Microcontrollers are usually optimized for an energy-efficient operation with a
number of mechanisms to minimize energy consumption available. An energy-
efficient operation of the microcontroller is usually implemented without the need of
an operating system, which means that the programmer has to give appropriate
instructions in the application program. Most microcontrollers offer a flexible adjust-
ment of the clock frequency as well as low-power or sleep modes. Depending on the
architecture of the microcontroller, certain processor parts or peripheral components
are clocked down, the operating voltage is lowered or even disconnected from the
power supply. This results in the following rules for energy-efficient programming
[5, 6]:

• Complete tasks via hardware instead of software

• Use interrupts and low power mode instead of pin or flag polling

• Use precalculated tables instead of on-demand calculations
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• Avoid frequent calls of subroutines, use procedural programming if possible

• Use the fastest possible sampling-rate, transmission-rate, and highest possible
clock frequency for executing tasks [9]

Before describing methods for implementing these rules, it is important to con-
sider the SD card communication options in order to select a microcontroller that
offers a good trade-off between power efficiency and write performance.

2.3 SD-card communication

An SD-Card (Secure Digital Memory Card) is a digital storage medium that works
on the principle of flash storage. This section deals exclusively with standard SD-
Cards with 9 pins. All information in this section is taken from the SD specifications of
the SD-Card technical committee [10].

2.3.1 Communication systems

The host (microcontroller, card reader, laptop, smartphone, etc.) can access the
SD-Card using either the Serial Peripheral Interface (SPI) or the proprietary SD bus
protocol.

SD bus: Communication via the SD bus is based on command and data bit streams
that are initiated by a start bit and terminated by a stop bit. Each message consists of a
command, response, and data block tokens.

• 1-Bit SD bus: Data transfer via a single transmission channel.

• 4-Bit SD bus: Four transmission channels used for higher data transmission rates.

SPI bus: The SPI bus is a bus system consisting of three channels for serial syn-
chronous data transmission. Microcontrollers mostly communicate with SD-Cards via
the SPI bus. The SPI protocol does not allow all functions of SD-Cards, like energy
saving functionality (e.g., low voltage). Additionally, the maximum transfer speed of
the bus speed does not correspond to the maximum read/write speed of the used
SD-Card.

2.3.2 Write speed

The maximum supported clock rate is decisive for the highest data transfer rate
that can be achieved. Clock frequencies available for standard SD-Cards at the
respective communication protocols are listed in Table 1.

Unfortunately, most microcontrollers only support the SPI bus for storing data on
an SD card. However, the ESP32, which is widely used for IoT applications, supports
both SPI and SD bus. For this reason, the features and power saving options of the
ESP32 will now be examined in more detail.

2.4 ESP32: Energy options

Like many other microcontrollers, the ESP32 offers a wide range of power saving
options. Its processor core is divided into different modules (radio module, main

158

Edge Computing – Technology, Management and Integration



processor core, and memory, cryptographic hardware acceleration, ultra-low-power
co-processor with real-time clock and recovery memory), which can be switched off
individually to save energy. Table 2 lists the different power options of the ESP32
with the power consumption in the corresponding mode, according to the manufac-
turer’s specifications.

2.5 Comparison of ESP32 development modules

Not only the processor contributes to the total energy consumption of a microcon-
troller but also all the peripheral modules like voltage regulators, sensors or external
flash memory do so as well. Therefore, different developer modules using the ESP32
should be considered with regard to the total energy consumption in the respective
power modes. Table 3 shows the results of the measurements at the different power
options.

The differences in power consumption between the different developer boards are
considerable, as shown in Table 3. As a possible reason for the distinct deviation in
power consumption, the built-in voltage regulators come into consideration since the

Communication protocol Supported clock rates Max. write speed

SPI ½ of CPU Clock 1.6 MB/s

SD bus 1-bit mode Default Speed (25 MHz)
High Speed (50 MHz)
UHS-I (208 MHz)

3.125 MB/s
6.25 MB/s
26 MB/s

SD bus 4-bit mode Default Speed (25 MHz)
High Speed (50 MHz)
UHS-I (208 MHz)

12.5 MB/s
25 MB/s
104 MB/s

Table 1.
SD-card communication protocols and respective max write speeds [10].

Power Modi Description Current draw

Modem-sleep CPU is active 240 MHz Dual-core 30 mA � 68 mA

Single-core n.a.

160 MHz Dual-core 27 mA � 44 mA

Single-core 27 mA � 34 mA

80 MHz Dual-core 20 mA � 31 mA

Single-core 20 mA � 25 mA

Light-sleep — 0.8 mA

Deep-sleep ULP active 150 μA

ULP sensor-monitored pattern 100 μA at 1% load

RTC timer + RTC memory 10 μA

Hibernation RTC timer only 5 μA

Power off CHIP_PU is set to low level, CPU switched off 1 μA

Table 2.
Power mode and energy consumption of the ESP32 [11].
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measured energy consumption exceeds the specifications from the data sheet by far.
Voltage regulators are known to contribute significantly to the overall consumption of
the system due to their quiescent current, which is especially noticeable in sleep states
[13]. The voltage regulator of the FireBeetle ESP32, for example, has a maximum
voltage drop of 0.31 V at 600 mA and a quiescent current of 4 μA, while the voltage
regulator of the Adafruit HUZZAH32 has a voltage drop of 0.4 V at 600 mA and a
quiescent current of 80 μA.

Nevertheless, the ESP32 itself is rather an energy-consuming. In consequence, the
ESP32 family expanded by some more energy-efficient versions with the ESP32-S2 being
the most interesting one for IoT applications. It provides almost all the known function-
alities but comes as a single-core processor for less power consumption. The comparison
of the ESP32 to the ESP32-S2 and its power consumption is summarized in Table 4.

The ESP32-S2 is an excellent choice for a variety of IoT applications, but the lack of
an SD bus is a limiting factor in achieving an optimal combination of SD card write
speed and power efficiency.

Now that the various options for writing to the SD card have been presented, as
well as general and specific methods for reducing microcontroller power consump-
tion, the next step is to review related work to evaluate the current best practice for
power optimization in combination with high-resolution data acquisition.

cDeveloper Modules Reference
(mA)

Light-Sleep
(mA)

Deep-Sleep
(mA)

Hibernation
(mA)

Adafruit HUZZAH32 47 8.43 6.81 6.80

ESP32—DevKitC 51 10 9 9

Ai-Thinker NodeMCU 32S 55 15.05 6.18 6.18

Sparkfun ESP32 Thing 41 5.67 4.43 4.43

FireBeetle ESP32 39 1.94 0.011 0.008

WiPy 3.0 192 — 0.015 —

Table 3.
Comparison of the energy consumption of different ESP32 developer modules [12].

Power Mode Description ESP 32 nominal current ESP32-S2 nominal current

Active transmit 802.11b 240 mA 190 mA

receive 802.11b 100 mA 68 mA

Modem-Sleep 240 MHz 30 mA � 68 mA 19 mA

160 MHz 27 mA � 44 mA 16 mA

80 MHz 20 mA � 31 mA 12 mA

Light-Sleep — 0.8 mA 450 μA

Deep-Sleep ULP active 150 μA 235 μA

ULP sensor-monitored 100 μA at 1% load 22 μA at 1% load

RTC timer + memory 10 μA 25 μA

Hibernation RTC timer only 5 μA 20 μA

Table 4.
Comparison of power consumption between ESP32 and ESP32-S2 [11, 14].
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3. Related work

One work that optimizes the energy consumption when writing data to an SD card
was done by Bradley and Wright in which the energy consumption of the Arduino
Atmega328P was determined at 5 V and 16 MHz and 3.3 V and 8 MHz [15]. In each
case, the SD card communication was implemented via SPI. It was found that the
lower clock rate resulted in a lower discharge. At 16 MHz the transmission time was
9–10 ms, while at 8 MHz, 15 ms was measured. Also, at 8 MHz, a slight delay in SD
card response was observed. In deep sleep, the microSD card adapter used for SPI
communication contributed significantly to the total power consumption. Without
the SD card, 120 and 96 μA were measured, while 800 and 750 μA were measured
with the SD card connected. To reduce power consumption, a BS170 power control
N-channel MOSFET was used. This reduced the current consumption during
deep sleep to 21.1 and 18.6 μA, respectively, which is a reduction factor of 40.
However, this MOSFET also led to a reduction in the transmission speed for SD
communication from 20 to 150 ms. Further work with higher clock speed and larger
SRAM is announced [15]. This work demonstrated a good option to minimize power
consumption when using SD cards but only if a low sampling or transmission rate is
required.

Regarding optimizing the write speed to an SD card, we could not find any com-
parable work in the scientific literature, but a blog post has been written demonstrat-
ing the performance increase when using the SD bus on the ESP32 compared to the
SPI and how this was achieved [16]. A difference of about 230% for write operations
and about 400% for read operations was shown using the SD bus in 4-bit mode
compared to SPI.

Similarly, only one paper was found that addressed the energy-efficient operation
of an ESP32 [17]. This paper gives a best practice for using an ESP32 in an industrial
wireless sensor network. The different operating modes of the ESP32, as mentioned
above, are listed with a recommendation to switch between operation modes over
time to perform tasks with the suitable operation mode. It is also noted that in active
mode, energy efficiency can be further improved by adjusting the processor clock
speed.

As shown in the introduction and related work, there has been scarce work
addressing the requirements of microcontrollers for wearable IoT applications and
optimizing communication to a local storage medium. This is certainly a niche area,
but the steady growth, ease of access, and the resulting variety of use cases have
shown that the evaluation of further optimization methods is nevertheless useful and
relevant.

Therefore, in the following, possible approaches to optimize the speed of writing
data to an SD card while taking power consumption into account will be investigated.
In addition, possible methods for further reducing power consumption by making
various adjustments to the ESP32’s operating modes will be investigated and different
microcontrollers will be compared.

4. Material and methods

This section lists all the microcontrollers used, the different operating states,
power-saving measures, and SD communication methods, as well as the measurement
methods and evaluation methods of each test.
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4.1 Optimization of the SD-card communication speed

The ESP32 features an SD bus interface that allows communication to SD-Cards in
1-bit and 4-bit modes. Read and write speed was compared in both modes with the
performance of the SPI bus. In addition, a SanDisk Extreme 32GB (Speedclass 10,
UHS Speed Class 3, max. Transfer speed 160 MB/s) was compared with a SanDisk
Ultra 32GB (Speedclass 10, UHS Speed Class 1, max. Transfer speed 98 MB/s) during
the three different communication scenarios. The Arduino sample programs
“SD_Test” [18] for SPI and “SDMMC_Test” [19] for 1-bit and 4-bit data transfer were
used to control the SD-Card, transferring data and measuring the transfer time. The
sample programs are included when installing the ESP32 board manager into the
Arduino IDE. All codes were executed on a DFRobot FireBeetle ESP32. Table 5 shows
the GPIO-Pin connections of the setup, respectively.

4.2 Optimization of power consumption

For power consumption measurements, the developer boards were operated with a
3.7 V LiPo battery. The following subsections describe the individual energy-saving
options and experimental setups in more detail, measured with a digital multimeter
(Testboy 313).

4.2.1 Determination of the most energy-efficient SD communication method

In all above-listed communication methods, the same Arduino sample programs
for SD-Card communication were used. The current was measured during read and
write operations. Over the elapsed time, the actual discharge was calculated according
to the following formula, where C is the discharge in coulombs, A is the measured
current in ampere, and t is the elapsed time in seconds.

C ¼ A ∗ t (2)

Name Pin FireBeetle Pins SD bus FireBeetle Pins SPI

SD bus SPI SD Micro-SD

DAT1 — 8 8 D0/IO4 —

DAT0 DO 7 7 D9/IO2 MISO/IO19

VSS VSS 6 6 GND GND

CLK SCLK 5 5 BCLK/IO14 CLK/IO18

VCC VCC 4 4 V3.3 V3.3

VSS2 VSS2 3 — GND GND

CMD DI 2 3 A4/IO15 MOSI/IO23

DAT3 CS 1 2 D7/IO13 D8/IO5

DAT2 — 9 1 MCLK/IO12 —

Table 5.
SD-card connection to a DFRobot FireBeetle ESP32 in SD and SPI bus.
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4.2.2 Comparison of different developer boards

Three frequently used ESP32 developer modules, one ESP32-S2 module, and also
non-ESP boards were compared (see Table 6). Developer boards without an inte-
grated battery voltage regulator were operated via an external battery voltage regula-
tor (Adafruit Micro-Lipo Charger) and the same LiPo battery.

For a comparison between the developer boards, the current consumption was
measured during two different operating states:

• Normal mode + LED blink

• deep sleep

4.2.3 CPU clock frequency reduction

To evaluate the impact of reduced CPU clock frequency on power consumption,
the system was put into different operating states (see Table 7).

Wi-Fi network scan and modem sleep were run on all three developer boards. The
effects of different CPU clock frequencies on SD communication speed were run
exclusively on the FireBeetle ESP32 as it has the lowest energy consumption among
the ESP32 boards with little quiescent current (according to Table 2). Hence, it
reflects the actual power consumption of the processor best, and the Adafruit Feather
S2 has no built-in SD bus interface. The same “SDMMC_Test” sample program was
used as before. For a more accurate current measurement on read and write

Development module CPU CPU-Clock
(MHz)

Nominal
current

Voltage
regulator

Quiescent
current

ESP32-DevKitC-32D ESP 32 240 40 mA AMS1117 5 mA

Adafruit HUZZAH32 ESP 32 240 40 mA AP2112–3.3 80 μA

FireBeetle ESP32 ESP 32 240 40 mA RT9080-33GJ5 4 μA

Adafruit Feather S2 ESP32-S2 240 19 mA NCP167BMX3
0TBG

18 μA

Arduino Nano 33 BLE Cortex M4F 64 6.4 mA MP2322GQH-Z 5 μA

Feather M0 Bluefruit Cortex M0+ 48 5.0 mA AP2112–3.3 80 μA

nRF52840 MDK Cortex M4F 64 6.4 mA n.a. n.a

Table 6.
Development modules' specifications for energy efficiency comparison.

Operation state Development modules CPU-Clock rates
(MHz)

Wi-Fi-Scan HUZZAH32, FireBeetle ESP32, Feather S2 240, 160, 80

Modem sleep + LED blink HUZZAH32, FireBeetle ESP32, Feather S2 240, 160, 80, 40, 20

Modem sleep + SD
communication

FireBeetle ESP32 240, 160, 80, 60

Table 7.
Tested operating states and clock frequencies of different ESP32 boards for energy efficiency comparison.
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operations, a data transfer of 8 MB was set instead of the default 1 MB. The Wi-Fi
network scan was only performed up to a minimum clock frequency of 80 MHz as
Wi-Fi connectivity is only guaranteed by the ESP32 up to this clock frequency [3].

5. Results

In this section, the results of the compared optimization methods for the commu-
nication speed to the SD-Card as well as for the energy efficiency of the ESP32 in
different operating states are given.

5.1 SD-card communication speed

Figure 1 shows the comparison of transfer speed between SD bus in 1-bit and 4-bit
mode as well as communication via SPI bus on a SanDisk Ultra 32 GB and a SanDisk
Extreme 32 GB in milliseconds.

The SD bus is clearly superior to the SPI bus, but there is only a little difference
between the 1-bit and 4-bit modes. In 4-bit mode, the write processes are about 10% and
read processes are about 25% faster in comparison to the 1-bit mode. The differences in
reading operations between SanDisk Ultra and SanDisk Extreme are neglectable, how-
ever, while writing, the SanDisk Extreme 32GB performed the task 20% faster.

5.2 Energy consumption

5.2.1 Comparison of SD communication methods

To further evaluate the best SD-Card communication method for mobile devices,
the results of the current measurements during read and write operations are listed

Figure 1.
Read and write speeds of different SD-cards in SD bus 1-bit mode, SD bus 4-bit mode, and SPI bus.

164

Edge Computing – Technology, Management and Integration



below. Table 8 shows the durations and measured currents of the SPI bus with three
different commercially available SD-Card modules as well as SD bus communication
(1- and 4-Bit mode) using a wired SD-adapter.

No great difference was observed between the various SD-Card modules in the SPI
bus mode, neither in read or write speed nor in current consumption. However, there
is a considerable difference among both SD bus protocols: comparing SD bus to SPI
during reading, the current consumption is increased by around 13% in 1-bit SD bus
mode and by around 15% in 4-bit mode, however, while writing, the current draw is
only increased by around 5% in 1-bit mode and by around 8% in 4-bit mode. Gener-
ally, reading processes showed a higher power consumption than slower writing
processes.

To evaluate whether a faster write speed via the SD bus results in a less overall
discharge of the battery (despite its higher current draw) each actual discharge was
calculated and is shown in Figure 2.

As can be seen, the higher write speed causes less discharge of the battery despite a
higher current flow during the operation. Therefore, the SD bus in the 4-bit mode has
the lowest overall energy consumption in this scenario.

5.2.2 Comparison of various developer boards

The first comparison of the developer boards was carried out during a standard test
program, the flashing of the built-in LED. Figure 3 shows the current consumption of
the various developer boards during this test program.

In this comparison, the ESP32 modules show the highest power consumption
during the LED blink program, with the DFRobot FireBeetle ESP32 performing best
among them. As expected, the newer single-core ESP32-S2 of the Adafruit Feather S2
shows a lower power consumption. The lowest power consumption is shown by the
non-ESP32 boards, of which the Arduino Nano 33 BLE has the highest power con-
sumption among the non-ESP32 boards. Even though having the same CPU as the
Arduino, the nRF52840 MDK had the lowest power consumption. The Adafruit
Feather M0 Bluefruit shows a slightly higher power consumption than the nRF52840
MDK despite the efficient ARM Cortex M0+ CPU. The comparison of the developer
boards in deep sleep mode is shown in Figure 4.

SD-Card modules & communication
methods

read write

Current draw
(mA)

Time
(ms)

Current draw
(mA)

Time
(ms)

Standard SD-SPI 100 2851 86 3886

Adafruit μSD-Module 102 1738 89 2768

NoName SPI SD-Module 100 1736 86 2791

SD-Adapter SPI 103 1779 90 2766

SD bus 1-Bit mode 115 913 92 1902

SD bus 4-Bit mode 117 761 95 1744

Table 8.
Comparison of current consumption during read and write operations on the SD-card of different modules and
communication methods.
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The Adafruit HUZZAH32 (according to Figure 4) has the highest power con-
sumption in the sleep state. This is consistent with Table 2. Correspondingly, the
FireBeetle ESP32 shows a low power usage in the sleep state, only beaten by the
Adafruit Feather S2, although the ESP32-S2 processor itself has a higher current
requirement in deep sleep (see Table 3) and uses a less economical voltage regulator
(see Table 6).

Figure 2.
Calculated battery discharge when reading and writing from and to an SD-card with different methods and
modules.

Figure 3.
Current measurement of different developer boards during a specific program sequence (LED blink).
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5.2.3 CPU clock frequency reduction

Since only the Adafruit Feather S2 among the non-ESP32 developer boards has
Wi-Fi connectivity, for the comparison of current consumption at different CPU
clock frequencies and operating states, it was compared with the two ESP32 boards.
Figure 5 visualizes the results of the current measurements. The Wi-Fi scan was
performed up to a minimum clock frequency of 80 MHz, since the Wi-Fi module of
the ESP32 is not supported at a lower clock frequency [3].

Figure 5 shows that the Adafruit HUZZAH32 consistently has the highest power
consumption in different operating states and at reduced CPU clock frequencies,
whereas the Adafruit FeatherS2 consistently shows the lowest power consumption in
this comparison. It is noticeable that the DFRobot FireBeetle ESP32 only has a slightly
higher power requirement than the FeatherS2 in Wi-Fi Scan and at a clock frequency

Figure 4.
Current measurement of different ESP32 developer boards in deep sleep. The ESP32 and ESP32-S2 boards were
used due to their similar deep sleep functionality.

Figure 5.
Measurement of current at different CPU clock frequencies during Wi-Fi network scan and modem sleep of
different ESP32 developer board.
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of 80 MHz, as well as a constant approximation of current draw to the Feather S2 in
modem sleep with reduced clock frequency.

To evaluate the functionality at reduced CPU clock frequencies in modem sleep,
Table 9 lists the performance when reading from and writing to the SD-Card at
different clock frequencies as well as the simultaneously measured current flow. As
with the Wi-Fi module, the ESP32 does not seem to support the SD bus protocol at
clock frequencies lower than 80 MHz. 60 MHz could still be executed, but lower clock
frequencies generated error messages and the data transfer was not executed.

Table 9 also shows that the current decreases with lower clock frequencies and a
lower current requirement in 1-bit mode, the communication speed is also reduced in
both manners. At 60 MHz in 4-bit mode, the measurement is comparable to 240 MHz,
which indicates that the reduction of the clock frequency below 80 MHz leads to
malfunctions. As before, the calculation of the actual battery discharge should provide
information about which mode at which clock frequency means the lowest power

CPU-Clock (MHz) read write

Time (ms) Current (mA) Time (ms) Current (mA)

M SD M SD

4-Bit 240 1221.3 16.95 120.3 3163.8 5.82 98.8

160 1421.8 12.69 98.7 3622 3.74 78.5

80 1842.5 20.27 80.7 4729 3.32 63.8

60 1210.3 6.83 120.2 3330.3 276.9 99.9

1-Bit 240 2563.7 28.06 102.3 4376 4.08 92.8

160 2762.8 12.65 86.2 4807.5 5.22 75.3

Table 9.
Comparison of current consumption and process duration during read and write operations at different CPU clock
frequencies in 4-bit and 1-bit SD bus protocol.

Figure 6.
Calculated actual battery discharge when reading and writing the SD-card at different CPU clock frequencies.
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consumption and therefore longest battery lifetime. Figure 6 shows the discharge
calculated from Table 9 during the read and write operations of the two modes at the
different clock frequencies.

The direct comparison shows that despite the higher current requirement, the 4-
bit mode causes less battery discharge than the 1-bit mode due to the faster commu-
nication speed. The comparison of the power consumption of the 4-bit mode at
different clock frequencies shows only minor differences, of which the best efficiency
was observed at a clock frequency of 160 MHz in 4-bit mode.

6. Discussion

In this section, the results presented above are discussed and possible reasons for
controversial results are mentioned.

6.1 SD-card communication speed

As assumed, the SD bus showed higher data rates than SPI, but the difference was
much smaller than expected. Data rates of only 1.45 MB/s in 4-bit mode while reading
and 0.59 MB/s while writing were shown, even though the ESP32 supports the high
frequency (50 MHz) 4-bit SD bus mode, which according to the datasheet should
allow a transfer rate of up to 25 MB/s. Additionally, the 1-bit mode was not 4 times
slower than the 4-bit mode. Only a 25% slower transfer rate for reading and 11%
slower for writing data was measured. Lower transfer rates than those reported by the
data sheets were also measured for the SPI bus, with 0.35 MB/s achieved while reading
and 0.26 MB/s while writing, they are slightly less than a quarter of the nominal value
of up to 1.6 MB/s. Possible causes for the deviations could be explained by inefficient
register allocation of the libraries provided for the ESP32 SD bus interface, which is
also shown by the fact that other colleagues could also not achieve higher transfer
rates when using the ESP32 [16].

Nevertheless, Figure 2 shows that the method with the highest transfer rate and
thus a shorter transfer duration also causes the lowest battery discharge, which is why
the SD-bus in 4-bit mode on the ESP32 is recommended even if its performance
potential cannot be achieved. Likewise, the usage of a high-quality SD-Card is also
recommended. The data can be transferred at three different CPU clock rates,
whereby the differences in discharge turned out to be comparatively small, in this
case, the rule faster data transfer equals lower discharge does not seem to apply. In our
test, the clock rate of 160 MHz showed the lowest discharge.

6.2 Power consumption

Measuring the current with a multimeter while operating the microcontroller on a
battery is not the most precise method, but sufficient for the extent of the differences
between the respective compared developer boards and processes. In terms of energy
consumption, it was basically found that the ESP32 has the highest energy consump-
tion consistent with the data sheets, followed by the ESP32-S2, then the Cortex M0+
of the Adafruit Bluefruit M0, and with slightly less consumption of the nRF52840.
Although the ESP32 has the highest power consumption, this processor also offers
some advantages such as SD bus connectivity and high processor clock frequency for
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more computational performance and faster data rates, so further research was done
with the ESP32.

Consistent with Table 2, in our series of measurements the FireBeetle ESP32 also
showed the lowest quiescent current and power consumption in deep sleep among the
ESP32 boards. However, the Adafruit Feather ESP32-S2 had an even lower power
consumption, although the ESP32-S2 itself has a higher power consumption in deep
sleep and a less efficient voltage regulator. The lower power consumption that we
observed can be explained by the intelligent circuit layout: all peripheral modules are
connected in a second circuit, which is switched off in deep sleep.

The reduction of the clock frequency showed a large effect up to a clock rate of
40 MHz. Below that, only a small reduction in energy consumption was detectable. At
20 MHz the ESP32 had a similar power consumption as the Arduino Nano 33 BLE at
64 MHz. But the Arduino Nano 33 BLE has several peripheral modules like the NINA
Bluetooth module and a 9-axis IMU which is responsible for the higher power con-
sumption compared to the nRF52840 MDK which uses the same CPU. Without the
peripheral consumers, the Cortex M0+ as well as the nRF52840 showed a significantly
lower power requirement than the throttled ESP32.

It could be demonstrated that the choice of a low-power developer board has a
great impact on the overall power consumption of the system. If an economical
module with low quiescent current is used, the power requirements can be throttled
down to almost the level of the more economical microcontrollers such as the Adafruit
Feather S2 or the Arduino Nano 33 BLE with still sufficient performance reserve. But
if less performance is sufficient and small amounts of data have to be transferred, the
Cortex M0+ or the nRF52840 are clearly recommended. As long as fast Wi-Fi data
transfer and better performance are required but no fast data storage on SD-Cards is
necessary, the ESP32-S2 would be the best choice.

7. Conclusion

In summary, the combination of high write speed and low power consumption is
difficult to reconcile. It is recommended to write to the SD-Card as infrequently as
possible and at 160 MHz using an ESP32 in SD bus 4-bit mode. In ordinary program
cycles, the ESP32 should be operated in the state with the lowest power consumption.
If a Wi-Fi connection is not necessary at any time or there is no stable Wi-Fi connec-
tion, the ESP32 should be operated in modem sleep mode and the clock rate should be
reduced to the minimum necessary to function, although a reduction below 40 MHz
has little effect. Tasks with high computational effort should be performed at the
highest possible clock rate to reduce the duration of the increased power consumption.
For our application, the FireBeetle ESP32 is best suited and is recommended for
comparable applications. If similar computational performance but no high-speed
data logging is required, we suggest using the ESP32-S2 instead. If less processing
power is sufficient, either the ARM Cortex M0+ with an additional Wi-Fi module for
Wi-Fi applications or the nRF52840 for Bluetooth Low Energy applications are the
best choices.
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Abstract

The latest cellular technology, known as 5G, is anticipated to significantly improve 
the way systems in the physical and social environment (PSE) interact with technol-
ogy. 5G technologies allow for the creation of a wide range of novel automation and 
applications. Recently, the Internet of Things (IoT), virtual and augmented reality 
(VAR), telemedicine, and autonomous vehicles have increased the growth of applica-
tions in the PSEs and can further benefit from 5G’s fast data transfer speeds (ranging 
from 1 to 10 Gbps) and low latency. The introduction of 5G may cause a paradigm 
shift in the operations of some industries, offer new economic opportunities, and 
impact our daily lives and relationships with the PSE. In this chapter, we examine 
how 5G revolutionize transport, the environment, and health. The chapter focuses 
on recent technologies related to virtual and augmented reality, autonomous vehicles, 
telemedicine, and edge computing among others.

Keywords: 5G, Internet of things, virtual reality, augmented reality, wireless sensor 
networks (WSNs), autonomous vehicles, edge computing, environment

1. Introduction

Technological advances in communication have seen a new wave of the fifth 
generation (5G) networks. 5G networks are predicted to significantly impact areas 
of health, virtual and augmented reality, transportation, the environment, and edge 
computing. The healthcare sector is anticipated to be one of the biggest beneficiaries 
of 5G technology. Healthcare professionals will be able to offer telemedicine and 
virtual consultations to patients in remote locations with the advent of 5G networks. 
As a result, patients will not have to travel far to obtain medical attention. Advanced 
medical gadgets that need fast data transfer rates and low latency will also be able to 
be used thanks to 5G technology. Healthcare professionals will be able to diagnose and 
treat patients as a result [1]. Virtual and augmented reality is another area where 5G 
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technology is anticipated to have a big influence. Users will be able to enjoy realistic, 
high-quality virtual and augmented reality experiences as a result of 5G networks. 
Virtual and augmented reality will make it possible for people to interact with virtual 
worlds in real-time, which will have a big influence on a lot of different businesses, 
like gaming, education, and entertainment. Edge computing, which will assist to 
lower latency and increasing the overall performance of virtual and augmented 
reality apps, will also be made possible by 5G technology [2]. 5G technology is also 
anticipated to have a big influence is transportation. The rollout of 5G networks will 
make it feasible to give drivers real-time traffic updates, which will lessen congestion 
and increase road safety. The usage of autonomous cars will also be made possible by 
5G technology, which will have a big influence on the transportation sector. The abil-
ity of autonomous cars to interact with one another and the infrastructure will assist 
to improve traffic flow and lower accident rates [1]. 5G technology is anticipated to 
make a big difference in edge computing. 5G technology offers low latency and high 
data transfer rates to edge devices with the rollout of 5G networks. This will make it 
possible to employ cutting-edge edge computing applications, including real-time 
video analytics, which will have a big influence on a lot of different industries, includ-
ing manufacturing, shipping, and retail. Local caching will also be possible thanks 
to 5G technology, which will lessen network traffic and enhance the performance of 
edge computing apps as a whole [3]. Although 5G technology may have advantages, 
there are worries about how it could affect people’s health. According to research, 
electromagnetic radiation from 5G networks may cause cancer and reproductive 
issues, among other harmful health impacts [4]. The World Health Organization 
(WHO) has argued that there is no evidence to support a link between electromag-
netic radiation exposure from 5G networks and adverse health effects in people [1]. 
Concerns about the possible effects of new technology on different facets of our life 
arise along with it. This chapter will look at the current studies on how 5G technology 
will affect things like edge computing, health, virtual and augmented reality, trans-
portation, and the environment. We may better comprehend the opportunities and 
difficulties that lie ahead as we progress toward a more connected and technologically 
evolved society by looking at the possible advantages and hazards of 5G in each of 
these categories. This chapter offers a thorough assessment of the state of research on 
the effects of 5G on these important domains, as well as highlighting knowledge gaps 
and recommending topics for further investigation. Ultimately, this chapter will con-
tribute to a more nuanced and knowledgeable conversation about the possible effects 
of 5G technology, and it will help direct academics, politicians, and the general public 
toward a more responsible and sustainable use of this formidable new technology.

The remaining parts of the chapter are divided into 10 sections. Section 2 discusses 
the methodology. In Section 3, recent related works in 5G technology are discussed. In 
Section 4, we present a discussion on wireless mobile technologies. Section 5 presents 
an overview of 5G technologies. Section 6 discusses 5G in virtual and augmented real-
ity and Section 7 discusses 5G and transportation (autonomous vehicles). In Section 
8, 5G in healthcare (telemedicine) is presented. Sections 9 and 10 present 5G and the 
environment and edge computing, respectively, and Section 11 concludes the chapter.

2. Methodology

The Prisma systematic review was used to conduct this research. At the 
identification stage of Prisma, a comprehensive literature review was conducted 
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using various academic databases, including PubMed, Google Scholar, Scopus, 
Multidisciplinary Digital Publishing Institute (MDPI), ResearchGate, and Institute 
of Electrical and Electronics Engineers (IEEE). The search terms used included 
“5G,” “health,” “transportation,” “augmented reality,” “virtual reality,” “environ-
ment,” and “edge computing.” The search was limited to articles published in 
English from the year 2017 to 2023. Initially, a total of 120 articles were collected 
from the various academic databases for this chapter. Upon careful study and 
review, only 85 of the obtained literature or articles were relevant to the research 
topic. The literature review was conducted in three stages. The very first stage was 
the identification of articles or papers that highlighted the general overview of 5G 
and its architecture. The second stage involved the identification of articles that 
focused on the potential benefits of 5G to the health sector. Such articles included 
articles on smart healthcare, remote surgery, and telemedicine. The third stage 
focused on the potential impact of 5G technology on transportation, augmented 
and virtual reality, the environment, and edge computing. During the first stage, 
articles that talked about evolution of cellular networks, and introduction to 5G 
and 5G architecture were included. Papers that had no direct connection to any 
of the above were discarded. In the second stage, articles were screened based 
on their relevance to the topic of health benefits associated with 5G technology. 
Articles that did not provide original research or data were excluded. In the third 
stage, articles were screened based on their relevance to the topics of transpor-
tation, augmented and virtual reality, the environment, and edge computing. 
Articles that discussed the potential benefits and drawbacks of 5G technology in 
these areas were included. Also, Articles that focused on the biological effects of 
electromagnetic radiation and the potential health risks associated with exposure 
to such radiation were included. Moreover, articles that discussed the harmful 
effects of 5G on the environment were also included. Articles that focused solely 
on the technical aspects of 5G technology or did not provide original research or 
data were excluded (see Figure 1).

Figure 1 illustrates a graphical representation of reviewed papers after going 
through the identification, screening, eligibility, and inclusion stages of Prisma. The 
selected articles were then read extensively and various knowledge and findings 
together with our contributions were synthesized together in this chapter.

Figure 1. 
Outcome of Prisma process.
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3. Related works

This literature review aims to explore the existing research on the impact of 5G 
technology on health, virtual and augmented reality (VR/AR), transportation, 
environment, and edge computing. Tiwari and Sharma [5] present components, 
architecture, and applications of 5G-enabled Internet of Medical Things (IoMT). 
Butcher et al. [6] seek to ascertain if patient-reported Health-Related Quality of Life 
(HRQoL), together with or without other factors at baseline, predicts disability in 
people with kidney failure, aged 65 and older, after a year of follow-up. The aim of [7] 
is the development and clinical evaluation of a 5G usability test framework enabling 
preclinical diagnostics with mobile ultrasound using 5G network technology. Also, 
Nyberg et al. [8] present recent research from the European Union’s expert groups, 
from a large collection of European and other international studies, and previous 
reviews of the effects of radiofrequency radiation (RFR) on humans and the envi-
ronment. Balancing risks and rewards is the best strategy forward. Jain and Jain [9] 
researched the benefits, risks, and diligence of 5G technology for healthcare and its 
implications on human health. In their approach, the 5G network-connected tech-
nology project was split into two phases for proof-of-concept testing: the first phase 
initially focused on conducting examinations with portable ultrasound equipment at 
Hospital das Clnicas da Faculdade de Medicina da USP (HCFMUSP), and the second 
phase concentrated on conducting remote examinations with medical professionals 
in other states of Brazil who will be working in isolated regions in other states with 
little access to healthcare. Their outcome suggested that excellent healthcare will be 
accessible to everyone at all times with 5G technology.

The contribution of de Oliveira [10] is to evaluate the connectivity and capacity of 
the 5G private network for transmitting a large volume of data remotely with higher 
speed and lower latency. Lin [11] reviewed the benefits of 5G technologies, which are 
implemented in healthcare and wearable devices. Some benefits discussed include the 
use of 5G in patient health monitoring, continuous monitoring of chronic diseases, 
management of preventing infectious diseases, robotic surgery, and 5G with the future 
of wearables. A national sample of 5087 Spaniards [12] examines the prevalence of 10 
specific misperceptions over five separate science and health domains (climate change, 
5G technology, genetically modified foods, vaccines, and homeopathy). Sehrai et al. 
[13] present the design and analysis of an antenna array for the high gain performance 
of future mm-wave 5G communication systems. Currently, there is little research 
exploring how fellowship-trained sports medicine physicians (FTSMPs) address their 
mental health on a routine basis. Using the theory of secondary trauma stress to help 
navigate this study, the purpose of this expressive, all-purpose qualitative study is to 
improve the understanding of FTSMPs’ perceptions of their mental health and the 
kinds of strategies used to manage these issues [14]. An alternate viewpoint to address 
the demands of the 5G Public Network and the hybrid deployment of 5GS and Wi-Fi on 
the campus network is provided by DecentRAN, also known as the Decentralized Radio 
Access Network [15]. Asif Khan et al. [16] presented a comprehensive survey of recent 
developments in MEC-enabled video streaming bringing unprecedented improvement 
to enable novel use cases. von Ende et al. [17] described the present and potential future 
applications of radiogenomics, augmented and virtual reality, and artificial intel-
ligence in interventional radiology, along with the issues and constraints that need to be 
resolved before these applications can be fully integrated into standard clinical practice.

Hazarika and Rahmati [18] discussed the inclusion of 5G technology in allow-
ing a low-latency environment for AR and VR applications, as well as a thorough 
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examination and in-depth insight into different attractive options from the hardware 
and software viewpoints. Ali et al. [19] presented a state-of-the-art contribution to 
the characterization of the outdoor-to-indoor radio channel in the 3.5 GHz band, 
based on experimental data for commercial, deployed 5G networks, collected during 
a large-scale measurement campaign carried out in the city of Rome, Italy. In the case 
of fully grasping the principles of low-carbon tourism development and related policy 
protection, a suitable low-carbon tourism development model is found. Zhang [20] 
presented the evaluation of aggregate interference from 5G New Radio (NR) base 
stations located inside the victim satellites’ footprints using Monte-Carlo analysis 
and calculation of signal-to-noise degradation and bit error rates of the fixed-satellite 
service (FSS) bent-pipe transponders for each scenario. Assimilating trailblazing 
technologies such as the Internet of Things (IoT), edge intelligence (EI), 5G, and 
blockchain into the autonomous vehicle (AV) architecture will unlock the potential of 
an efficient and sustainable transportation system. Jia et al. [21] propose the applica-
tion of UAV Based on 5G communication technology, which overcomes the current 
bottleneck of UAV.

Pastukh et al. [22] provided a comprehensive review of the state-of-the-art 
literature on the impact and implementation of the aforementioned technologies into 
AV architectures, along with the challenges faced by each of them. Biswas and Wang 
[23] proposed a novel framework named Pyramid that unleashes the potential of edge 
artificial intelligence (AI) by facilitating homogeneous and heterogeneous hierarchi-
cal machine learning (ML) inferences. For the ubiquitous Internet of electric power, 
the application framework of 5G communication technology in over-voltage fault 
edge computing is proposed, the distribution grid fault identification and response 
model based on edge computing is built, and He et al. [24] imagine 5G communica-
tion application scenarios.

Gao et al. [25] presented a 5G edge computing framework for enabling remote 
production functions for live holographic Teleportation applications. Qian et al. [26] 
focused on edge computing, which is one of the cores of beyond 5G, to utilize the 
virtualization resources (see Table 1 for a summary of some related works).

Unlike the previous works discussed earlier, Nakazato et al. [27] presented real 
data for more than one proposed robot working in parallel on-site, exploring hard-
ware processing capabilities and the local Wi-Fi network characteristics. Zhou et al. 
[28] presented a Secure and lAtency-aware dIgital twin assisted resource scheduliNg 
algoriThm (SAINT). To provide a high-performance implementation of Module-
LWE applications for the edge computing paradigm [29] proposed a domain-specific 
processor based on a matrix extension of RISC-V architecture. To assure secure and 
reliable communication in 5G edge computing and D2D-enabled IoMT systems, Yang 
et al. [30] presented an intelligent trust cloud management method. Mahenge et al. 
[31] considered task offloading on small cell network (SCN) structures unique to 
5G. Jamshidi et al. [32] presented the design, fabrication, and evaluation of a super-
efficient GSM triplexer for 5G-enabled IoT in sustainable smart grid edge computing 
and the metaverse.

4. Wireless mobile technologies

Since the dawn of time, communication has been a vital element in the lives of 
humans. Like the very food we eat, the air we breathe, and the shelter we seek, com-
munication is now a basic necessity for human survival and development.
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Communication occurs locally or remotely among connecting nodes. Remote 
communication has contributed enormously to globalization and the advancement of 
modern technologies. Since the advent of mobile phones in 1983 to facilitate remote 
communications, the world has already witnessed the full power of four different 
wireless mobile technologies approximately 10 years apart.

The first-generation (1G) technology was designed for voice communication in 
the late 1980s. The network speed of 1G was limited to 2.4 kbps. The 1990s witnessed 
second-generation (2G) technologies, which allowed audio and video files to be 
shared. 2G technologies had a network speed limitation of 64 kbps, which was not 
the best but was revolutionary. In the 2000s, the emergence of third-generation (3G) 
technologies took the network speed to 2 Mbps, which made browsing at high speed 
possible. Following 3G was the revolutionary Fourth-generation (4G) with a network 
speed of 100 Mbps, which was developed in 2011.

4G technologies brought about super-high-speed browsing, making digital 
streaming, online gaming, and downloading and uploading video calling, faster and 
more convenient. With the rapid increase of mobile phones, the demand to share files 
at an even faster rate with little to no delay is high. Despite the performance of 4G, 
there was a need for a flexible network with a shared infrastructure, hence fifth-
generation (5G). With the new generation of mobile networking emerging, 5G will be 
a visionary innovation platform for the next 10 years and beyond due to its amazing 
speed of about 20Gbps. Most importantly, 5G will open up fresh opportunities and 
efficiencies that are not even imaginable with the networks in use presently [33]. 
Table 2 presents a summary of the evaluation of cellular technologies from 1G to 5G 
technologies.

In comparison to 4G, 5G offers faster download and upload speeds, lower latency, 
with more dependable connections. The expected system latency for 5G is 2–5 ms. 

Contributions References

Presenting components, architecture, and applications of 5G enabled Internet of Medical 
Things (IoMT)

[5]

Development and clinical evaluation of a 5G usability test framework enabling preclinical 
diagnostics with mobile ultrasound using 5G network technology

[7]

The benefits, risks, and diligence of 5G technology for healthcare and its implications on 
human health

[9]

Evaluating the connectivity and capacity of the 5G private network for transmitting a large 
volume of data remotely with higher speed and lower latency

[10]

Reviewing the benefits of 5G technologies, which are implemented in healthcare and wearable 
devices such as the use of 5G in patient health monitoring, continuous monitoring of chronic 
diseases, management of preventing infectious diseases, robotic surgery, and 5G with future 
wearables

[11]

Discussing the inclusion of 5G technology in allowing a low-latency environment for AR and 
VR applications

[18]

Presenting a 5G edge computing framework for enabling remote production functions for live 
holographic Teleportation applications

[25]

Focusing on edge computing, which is one of the cores of Beyond 5G, to utilize the 
virtualization resources

[26]

Table 1. 
Summary of related works.
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The current long-term evolution (LTE) network has a round-trip delay of roughly 
15 ms, compared to dedicated short-range communication (DSRC), which has a 
latency of about 10 ms. Some of the options that can help in providing this latency 
include device-to-device (D2D), software-defined networks (SDNs), and cloud radio 
access networks (C-RAN) [33].

5G is the newest and fastest generation of cellular technology. 5G technology is 
the replacement for 4G LTE technology. The Internet of Things (IoTs), linked cars, 
smart homes, virtual and augmented reality, and other innovative use cases that were 
not viable with 4G are all supported by 5G technology. Many facets of our everyday 
life, including entertainment, communication, healthcare, and transportation, are 
anticipated to change as a result of 5G technology [34].

5. Overview of 5G technology

5G technology is built to use a variety of frequencies, including low, middle, and 
high-band spectrum, to provide faster speeds and greater coverage. Low-band 5G is 
frequently used to improve existing 4G networks and provides greater coverage (see 
Table 3 for a comparison of 4G and 5G’s key features). Mid-band 5G, which strikes a 
balance between speed and coverage, is used to support most 5G services. Although 
its range is limited, high-band 5G, also known as millimeter-wave 5G, provides the 
fastest speeds. In addition to beamforming and massive MIMO (multiple-input 
multiple-output) technology, 5G technology combines multiple frequencies to 
improve signal quality and reduce interference. Beamforming utilizes canny receiving 
wires to think the remote transmission in a specific region, upgrading signal quality 
and bringing down obstruction. Numerous antennas are used in massive MIMO to 
increase data transport efficiency and increase network capacity.

5.1 5G architecture

To meet the ever-increasing demand for faster data rates, lower latency, and 
more dependable connectivity, the fifth generation (5G) of mobile communication 
networks was developed. This subsection gives an outline of the 5G design, its key 
parts, and the fundamental innovations that empower its high-level abilities. The 5G 
architecture can be divided into three main components: the radio access network 
(RAN), the core network (CN), and the user equipment (UE) as illustrated in 
Figure 2 [36].

Feature 5G 4G

Speed Fast, up to 20 Gbps Fast, up to 1 Gbps

Latency Low, 1 ms or less High, 20 ms or more

Bandwidth A high, wider range of frequencies Limited, primarily below 6 GHz

Capacity High, supports more devices Limited, congestion in densely populated 
areas

Reliability High, improved network architecture Moderate, prone to network congestion

Table 3. 
5G versus 4G key features.
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The wireless communication between the UE and the CN is the responsibility 
of the RAN. Beamforming and massive multiple-input multiple-output (mMIMO) 
are two advanced technologies that have been incorporated into 5G’s RAN [37]. 
The RAN can support higher data rates and more simultaneous connections thanks 
to beamforming and mMIMO, which also reduce latency. 5G’s core network (CN) 
is in charge of data routing and connection management among various network 
components. Utilizing techniques of network slicing and virtualization, the 5G 
CN is designed to be more adaptable and scalable than previous generations [38]. 
It creates customized network configurations for various use cases. The smart-
phones, tablets, and IoT devices that are connected to the 5G network are referred 
to as the UE. To fully utilize the capabilities of the network, these devices must 
support the advanced features of 5G, such as new waveform designs and higher 
frequency bands [36].

5.2 Key technologies in 5G

Several key technologies enable the advanced capabilities of 5G networks. Some of 
these technologies include:

• Network Slicing: On a single physical infrastructure, multiple virtual networks 
can be created using network slicing, with each slice tailored to specific use cases 
[38]. Operators can optimize resources and provide individualized services to 
various user groups as a result of this.

• Massive MIMO: To boost capacity and spectral efficiency, Massive MIMO uses 
a lot of antennas at the base station [37]. Higher data rates and a greater num-
ber of simultaneous connections are made possible by this technology in 5G 
networks.

Figure 2. 
5G architecture based on the control plane and user separation showing the UE, RAN, and CN [35].
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• Beamforming: Beamforming is a method that directs the radio signal in a 
particular direction to increase signal strength and decrease interference [37]. 
Beamforming also supports higher frequency bands and increases network 
capacity in 5G networks.

The goal of the 5G architecture is to meet the growing need for faster data rates, 
lower latency, and more stable connectivity. 5G networks have the potential to sup-
port a wide range of use cases and deliver improved performance by incorporating 
cutting-edge technologies like beamforming, massive MIMO, and network slicing.

5.3 Benefits of 5G

The fifth-generation (5G) wireless technology is a ground-breaking innovation in 
the telecommunications industry that offers numerous advantages over its predeces-
sors. The benefits of 5G technology, such as increased data rates, decreased latency, 
increased network capacity, improved energy efficiency, and the facilitation of new 
applications and services [39]. The benefits of 5G include:

• Enhanced data rates: With peak data rates reaching 20 Gbps, 5G networks 
can deliver data speeds up to 100 times faster than 4G networks [40]. Users 
will be able to quickly download and stream high-quality content thanks to this 
increased speed [39].

• Reduced latency: The amount of time it takes for a signal to travel from the 
sender to the receiver is referred to as latency. When compared to 4G networks, 
which have a latency of approximately 50 ms, 5G networks have a significantly 
lower latency of as little as 1 ms [39]. In applications like gaming, virtual reality, 
and remote surgery [40], the reduction in latency makes it possible to communi-
cate in real-time and enhances the user experience.

• Increased capacity of the network: 5G networks are essential for the expand-
ing IoT ecosystem because they can simultaneously support a greater number 
of devices than 4G networks [39]. This increased capacity makes it possible to 
have better connectivity and less network congestion, making the network more 
reliable and effective [40].

• Improved energy efficiency: 5G technology is more environmentally friendly 
than previous generations because it uses advanced network architectures and 
techniques to save energy [39]. This improved energy productivity diminishes 
functional expenses for network suppliers as well as adds to worldwide maintain-
ability endeavors [40].

• New applications and services: New applications and services that were not 
possible with previous wireless technology generations are made possible by 5G 
technology. Innovations in a variety of industries, including Industry 4.0, smart 
cities, telemedicine, and autonomous vehicles, are made possible by the conver-
gence of high data rates, low latency, and increased network capacity [39].

5G technology offers numerous benefits, including enhanced data rates, reduced 
latency, increased network capacity, improved energy efficiency, and the facilitation 
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of new applications and services. It also has the potential to transform the way we live, 
work, and communicate [40]. Because of these benefits, 5G will play a crucial role in 
the future of telecommunications and could have an impact on a variety of industries 
and aspects of daily life.

5.4 Challenges and limitations

• Implementing 5G technology comes with many drawbacks and difficulties that 
must be resolved. The use of millimeter wavelengths, which are smaller and 
do not travel as far as those used in 3G and 4G networks, is one of the primary 
limitations. As a result, 5G’s coverage profile is smaller than that of previous gen-
erations. Carriers are deploying a larger array of antennas to provide sufficient 
coverage to overcome this limitation.

• The use of energy is another obstacle to 5G technology implementation. Due to 
the increased number of antennas required for coverage, 5G networks consume 
more energy than previous generations [41]. Businesses may face increased 
costs as a result, and additional infrastructure may be required to support the 
network.

• Implementing 5G technology poses another obstacle in the form of latency. 
Although 5G promises to have lower latency than previous generations, achiev-
ing this requires significant infrastructure and technology investments [42]. In 
addition, interference from other wireless signals can affect latency and slow 
down the network.

• 5G technology also presents a challenge in terms of spectral efficiency. Although 
5G can transmit more information than earlier cellular networks, it needs a 
larger area to achieve higher spectral efficiency [42]. The need for higher spectral 
efficiency may require more infrastructure investment and reduce the amount of 
spectrum available for other uses.

Implementing 5G technology has several advantages in virtual and argument real-
ity, transportation, healthcare, the environment, and edge computing. Some several 
drawbacks and difficulties must be resolved. These include difficulties with spectral 
efficiency, a small coverage area, high energy consumption, latency, and other issues. 
Tending to these difficulties will require a critical interest in foundation and innova-
tion via transporters and organizations the same.

6. 5G in virtual and augmented reality

The way we interact with digital content has been transformed by transformative 
technologies like VR and AR. They enable users to interact with digital content in 
ways that were previously only possible in science fiction by providing immersive 
experiences that combine the real and virtual worlds. This chapter discusses the 
history, applications, and potential developments of virtual reality and augmented 
reality concerning 5G.

VR is a computer-created climate that recreates actual presence in genuine or 
envisioned universes, permitting clients to cooperate with the climate reasonably [43]. 
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Head-mounted displays (HMDs) as illustrated in Figure 3 are used to create a VR expe-
rience which gives users a 360-degree view of the virtual environment. The system can 
adjust the view based on the user’s head movements, giving the impression of presence.

AR enhances the user’s perception of reality by overlaying digital content on their 
view of the real world. AR can be experienced with a variety of devices, including AR 
glasses (See Figure 4), smartphones, and tablets. This innovation can change how we 
access data and associate it with our general surroundings. Dissimilar to VR, AR does 
not supplant the client’s current circumstance yet rather upgrades it with logically 
pertinent computerized content [44].

6.1 Brief history of VR and AR

The creation of the first head-mounted display (HMD), which Ivan Sutherland dubbed 
the “Sword of Damocles,” in the 1960s is the beginning of the history of virtual reality and 
augmented reality. Since then, the market for consumer VR devices like the Oculus Rift, 
HTC Vive, and PlayStation VR has grown significantly. In a similar vein, advances in AR 
can be seen in the development of AR headsets like Microsoft’s HoloLens and Magic Leap 
One and smartphone-based augmented reality experiences like Pokémon Go [45].

6.2 Applications of VR and AR

Various sectors, including manufacturing, education, healthcare, and entertain-
ment, have utilized VR and AR. VR gaming and 360-degree videos have gained 
popularity in the entertainment industry, while AR has been used to enhance live 
events and create interactive experiences [46]. In education, VR and AR can provide 
immersive learning experiences that allow students to explore historical sites, visual-
ize complex concepts, and practice skills in a secure setting [47]. VR is used for pain 

Figure 3. 
A person in a head-mounted display (HMD).
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management, rehabilitation, and surgical training, and AR is used to assist surgeons 
during procedures [48]. Healthcare has also benefited from these technologies. VR 
and AR have the potential to simplify procedures, enhance instruction, and support 
product design and prototyping in manufacturing [49].

As developments in software, hardware, and content creation continue, the future 
of VR and augmented reality holds a lot of promise. The development of new display 
technologies and input devices may further enhance immersion, and the integration 
of artificial intelligence and machine learning may result in experiences that are 
more realistic and personalized. The impact of these technologies on society and our 
interactions with the outside world will continue to expand as they become more 
affordable and accessible.

6.3 Benefits of 5G for VR and AR

The development of 5G technology has the potential to completely alter our 
relationship with the digital world. 5G is expected to significantly benefit AR and 
VR applications due to its extremely low latency, increased capacity, and high-speed 
connectivity.

• Providing an immersive and seamless experience is one of the primary advantages 
of 5G for AR and VR. Real-time interaction and instantaneous response in AR and 
VR applications are made possible by the extremely low latency of 5G, which can be 
as low as one millisecond [50]. Low latency is essential for applications like remote 
surgery, where a delay in response time could be detrimental [51]. In addition, the 
high-speed connectivity of 5G, with the potential to reach speeds of up to 20 Gbps 
makes it possible to stream content of high quality that uses a lot of data. 5G in AR 
and VR provides an experience that is both smooth and uninterrupted [50].

Figure 4. 
A lady in AR glasses.



Edge Computing – Technology, Management and Integration

188

• 5G for augmented reality and virtual reality supports a large number of con-
nected devices. 5G networks can accommodate the growing number of AR and 
VR devices because they can handle up to a million devices per square kilometer 
[51]. For large-scale deployments in smart cities, industrial applications, and 
entertainment venues, this increased capacity is necessary.

• Edge computing, made possible by 5G, enables data processing to occur closer 
to the data’s source [51]. 5G technology makes it less necessary to send data 
between devices and data centers, which reduces latency and boosts AR and VR 
applications’ performance. Edge registering likewise upgrades the protection and 
security of information by keeping it nearer to the client [51].

• New use cases and applications will also be made possible by combining 5G with 
AR and VR technologies. 5G-powered AR and VR can, for instance, provide 
users with immersive learning experiences that allow them to explore virtual 
environments and interact with digital content in real-time [52]. 5G can make 
telemedicine, remote patient monitoring, and VR-based therapies for mental 
health and rehabilitation possible in the healthcare industry [51].

Applications in AR and VR stand to gain significantly from 5G technology’s 
ultra-low latency, high-speed connectivity, increased capacity, and edge computing. 
These advantages will make it possible to have an immersive and seamless experience, 
support a large number of connected devices, and open up new applications and use 
cases in a variety of industries.

7. 5G and transportation

New opportunities for innovation, efficiency, and safety are presented by 5G 
technology, which has had and will have a significant impact on the transporta-
tion industry. The development of new technologies, such as high-speed networks, 
decentralized storage systems, edge computing, and others, has made it possible to 
operate a car with little to no human involvement. The use of 5G means that the way 
cars connect and the infrastructure around cars could be completely altered by 5G. 
Vehicles that operate without the direct input of the driver are referred to as autono-
mous vehicles (AV). AVs do not require the driver to continuously monitor the road. 
AVs are also referred to as driverless automobiles or autonomous cars. With enhanced 
safety measures and enhanced energy efficiency, the AVs appear to be a promising 
technology with reduced environmental impact. Due to the impact of 5G, major 
automakers are adding more AVs to their fleets. For instance, Mercedes-Benz has 
implemented autonomous driving (AD) in its S-class automobile. Similarly, Tesla has 
already developed cutting-edge software and hardware to enable completely driver-
less driving (level 5 automated vehicle).

Figure 5 illustrates the levels of vehicle automation from conventional vehicles 
(CVs) to connected autonomous vehicles (CAVs) whereas Figure 6 shows the levels of 
automation in autonomous vehicles. However, to enable fully autonomous driving 
and high-speed networks, fifth-generation (5G) or beyond 5G (B5G) technologies, 
is the key to a successful implementation of the levels of autonomy required by such 
vehicles [36]. The switch from conventional vehicles to fully autonomous vehicles is a 
slow but sure process that 5G will spearhead as illustrated in Figure 6.
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7.1 Evolution of autonomous vehicles

The idea of AVs has been around for decades. In recent years have seen significant 
technological advancements and the pursuit of more effective transportation systems 
accelerate their development [54]. The development of autonomous vehicles, from 
their infancy to the present, and the significant milestones achieved along the way 
will be briefly discussed in this subsection. AVs have been around since the 1920s 
when experiments with radio-controlled automobiles were carried out [55]. The first 
truly autonomous vehicle, the VaMoRs, was created in the 1980s by Ernst Dickmanns 
and his group at the Bundeswehr University Munich [56]. The VaMoRs paved the way 
for subsequent research in the field by utilizing cameras and computer algorithms to 
navigate and avoid obstacles.

The Autonomous Land Vehicle (ALV) program was started in the 1990s by the 
Defense Advanced Research Projects Agency (DARPA) of the US Department of 

Figure 6. 
Levels of automation in autonomous vehicles [53].

Figure 5. 
Conventional Vehicles to Connected Autonomous Vehicles (CV-CAV) [53].
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Defense. Its goal was to create vehicles that could operate independently in off-road 
environments. ALV program prompted the improvement of the NavLab series via 
Carnegie Mellon College, which exhibited the capability of independent driving in 
different circumstances. The DARPA Grand Challenge, a series of competitions in 
which teams were challenged to create autonomous vehicles capable of traversing 
desert terrains, spurred significant advancements in AV technology in the 2000s [57].

New algorithms and sensor technologies were developed as a result of these com-
petitions, as were government, business, and academic partnerships. Google’s self-
driving car project, which is now known as Waymo, was the pioneer in the field of 
AV development in the 2010s [58]. In 2014, Tesla released its Autopilot feature, which 
enabled semi-autonomous highway driving [59]. In the interim, Uber and Lyft started 
investigating independent ride-hailing administrations, flagging the potential for 
AVs to upset conventional transportation frameworks [60]. Companies like Waymo, 
Cruise, and Argo AI are leading the charge in testing AVs in a variety of settings 
worldwide today [61]. Countries like Germany, China, and the United States have 
enacted policies and invested in infrastructure to support, regulate, and regulate the 
development and deployment of AVs [62]. The widespread use of AVs is anticipated to 
have a significant impact on transportation, urban planning, and society as a whole as 
the technology develops further [63].

7.2 Benefits of 5G for transportation

Increased safety, better efficiency, and new chances for innovation are some of the 
primary advantages of 5G for the transportation sector.

• Increased safety: Cars can interact with one another and the infrastructure 
around them with the help of 5G, which will improve traffic flow and reduce the 
likelihood of accidents. 5G-enabled automobiles, for instance, have the potential 
to make better decisions and steer clear of potential dangers thanks to real-time 
traffic and road condition updates.

• Improved efficiency: The transportation industry’s productivity could rise as 
a result of 5G. 5G-enabled automobiles, for instance, may communicate with 
traffic control systems and with one another to enhance traffic flow and routing. 
This may result in less traffic and shorter travel times, which will reduce emis-
sions and fuel consumption.

• More opportunities for creativity: Ultimately, 5G presents new opportunities for 
mechanical progression in the transportation area. For instance, 5G can enable 
previously impractical new services and applications by supporting emerging 
modes of mobility like connected drones and driverless cars.

7.3 Applications of 5G in transportation

There are several possible uses for 5G in the transportation sector, including:

• Vehicle connectivity: Real-time communication, improved efficiency, and 
increased safety can all be achieved through the use of 5G, which can connect 
cars to nearby infrastructure and one another as illustrated in Figure 7. For 
example, 5G can be used to make vehicle-to-vehicle (V2V) communication 
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easier. This lets cars share information in real-time about traffic conditions, 
potential road hazards, and other important information.

• Autonomous vehicles: Driverless vehicles can be built and used with the help of 
5G, expanding mobility options and improving road safety. Due to its low latency 
and high speed, 5G can provide the real-time communication and data transfer 
that autonomous cars need to navigate their environment and make educated 
decisions.

• Intelligent transportation systems: 5G has the potential to facilitate the develop-
ment of these systems, opening up new services and applications that improve 
traffic safety and efficiency. 5G could, for instance, support real-time traf-
fic management and routing, which would improve traffic flow and reduce 
congestion.

• Drones: New transportation-related applications and services are now possible 
thanks to the use of 5G to connect drones to ground-based control systems and 
each other. 5G facilitates the use of connected drones for delivery, inspection, 
and surveillance.

8. 5G in healthcare

The introduction of 5G technology has the potential to have a significant impact 
on the healthcare industry because it presents new opportunities for innovation, 
efficiency, and improved patient outcomes. 5G has the potential to completely alter 
the way healthcare is provided and consumed because it can enable previously 
unimaginable new services and applications. Digital 5G technology has the potential 
to enhance healthcare services for patients and healthcare professionals at any time 
and from any location [64]. It can also contribute to more efficient medical research, 

Figure 7. 
Connected autonomous vehicles, infrastructure, environment, and communication [53].



Edge Computing – Technology, Management and Integration

192

diagnosis, and treatment. AI will support a variety of novel applications, including 
virtual and augmented reality [65, 66] and 5G technology will offer significantly 
faster data speeds. Deep learning technology has also been the subject of studies 
involving the application of technology to the secondary diagnosis of breast cancer 
[67]. However, in other fields, such as telerobotic surgery [68] and remote surgical 
procedures supported by the 5G network [69], significant progress has been made in 
recent years regarding its contribution.

8.1 Benefits of 5G for healthcare

Patient outcomes are better, efficiency is higher, and there are more prospects for 
innovation with the advent of 5G. One of the most significant advantages of 5G for the 
medical industry is the improvement of patient outcomes. With minimal latency, 5G 
can provide novel telemedicine and remote care models that enable physicians to diag-
nose and treat patients at a distance as illustrated in Figure 8. This may be very helpful 
to people who live in rural or isolated areas and may not have access to local healthcare 
facilities. Besides, 5G can give constant observing and following of patient information, 
empowering medical services professionals to go with better-taught choices and answer 
quickly to changes in a patient’s condition. 5G in healthcare also provides proficiency 
gain and offers more opportunities for creativity among medical personnel.

• Proficiency gain: 5G can also boost the efficiency of the healthcare industry by mak-
ing it easier for doctors and patients to communicate and send data in real-time. 
Medical professionals may be able to make decisions more quickly and thoroughly 
as a result of 5G’s efficiency, which may reduce wait times and improve information 
flow. In addition, 5G can facilitate the automation of several procedures, decreasing 
the likelihood of human error and enhancing overall healthcare delivery efficiency.

• More opportunities for creativity: Last but not least, 5G opens up new opportu-
nities for healthcare innovation. For instance, telemedicine platforms, remote 

Figure 8. 
5G-powered medical robot performs remote brain surgery [70].
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patient monitoring systems, and wearable health monitors can all benefit from 
5G’s assistance in the creation and implementation of new medical technology 
and equipment. In addition, new services and apps like AR and VR in healthcare 
can be developed with 5G’s assistance, opening up new opportunities for patient 
training, education, and treatment [71].

8.2 Applications of 5G in healthcare

There are many potential applications of 5G in healthcare, including:

• Telemedicine: With the backing of 5G, telemedicine services may be delivered, 
allowing medical professionals to diagnose and treat patients remotely. 5G can 
provide real-time video conferencing and data transmission with low latency 
and high-speed connectivity, allowing healthcare practitioners to make educated 
choices and react swiftly to changes in a patient’s condition.

• Remote patient monitoring (RPM): RPM is possible with 5G, allowing healthcare 
professionals to gather and evaluate patient data in real-time. The adoption 
of wearable health monitors, for instance, can be supported by 5G, allowing 
patients to communicate data on their vital signs to their healthcare practitioners 
for immediate analysis and action [69].

• Virtual and augmented reality: 5G can facilitate the usage of VR and AR in 
healthcare, opening up new avenues for patient training, education, and treat-
ment. For example, 5G can facilitate the use of VR simulations for surgical 
training, enabling healthcare personnel to perform complicated procedures in a 
safe, virtual environment.

• Medical equipment: 5G can help the creation and introduction of new medical 
devices, including telemedicine systems and wearable health monitoring. 5G 
can offer real-time data transfer and analysis with low latency and high-speed 
connection, allowing healthcare practitioners to make educated decisions and 
react swiftly to changes in a patient’s condition. Figure 9 presents a summary of 
the applications of 5G in healthcare.

9. 5G and the environment

The introduction of 5G technology has a significant impact on the environment. 
5G has the potential to exacerbate environmental issues like rising energy consump-
tion and technological waste.

9.1 Benefits of 5G for the environment

Given that the long-term effects of this new technology are unknown, the environ-
mental impact of 5G is cause for concern. However, there may also be environmental 
advantages to 5G. The reduction of emissions and energy consumption is one of the 
most significant advantages. According to international standards, 5G should use 
much less power to operate than 4G, thereby transmitting more data while using less 
power. In 4G, for instance, 300 high-definition movies can only be downloaded with 
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one kWh of electricity; One kWh of 5G capacity can download 5000 HD movies. 
Data centers in 2020 were using 73 billion kWh of energy due to the increased effi-
ciency of 5G technology [73].

5G is significantly more energy-efficient than previous generations of mobile 
networks, according to research conducted by the University of Zurich and Empa 
[74]. The study also concluded that applications like flexible working and smart 
grid technology that uses 5G have a lot of potentials to save energy and protect the 
environment [74]. Together with the increased use of environmentally friendly 
energy sources, real-time monitoring of the built environment has the potential to 
cut carbon emissions by 67.9 million metric tons [75]. This reduction will be made 
possible by energy grids, smart meters, and energy management systems that are 
enabled by 5G [75].

With IoT and 5G, we can fully comprehend the impact on the environment and 
respond accordingly [76]. Stakeholders will be able to forecast, optimize, and measure 
the impact of the environment using real-time data as 5G is implemented globally 
[76]. Once the right infrastructure is in place, 5G may also enable a new phase of the 
green revolution. Experts are hopeful that the increased speed of data sensors will 
result in a more efficient than ever real-time energy conservation system [76].

Figure 9. 
5G technology revolutionizing healthcare [72].
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Although the long-term environmental effects of 5G are unknown, there may be 
advantages to using this new technology. Real-time monitoring of the built environ-
ment, as well as the facilitation of the green revolution, are some of the potential 
benefits of 5G. But it is critical to keep an eye on how 5G affects the environment and 
take steps to minimize any negative effects.

9.2 Challenges and limitations

Notwithstanding the advantages, there are several challenges and restrictions related 
to 5G and its effects on the environment. The challenges include but are not limited to:

• Increasing the amount of energy used: The extent to which 5G will impact energy 
consumption is a major issue. To support 5G, additional equipment and cell 
towers must be installed, which may raise energy costs and increase emissions of 
greenhouse gases. In addition, laptops and smartphones that are 5G-capable are 
anticipated to consume more energy than their 4G counterparts.

• Waste electronics: It is anticipated that 5G technology will increase the amount 
of electronic waste as older, 5G-enabled devices are replaced with newer ones. If 
electronic trash contains toxic substances that harm wildlife and the ecosystem, 
this could be bad for the environment.

• Human health and the environment: There are worries about 5G affecting human 
health and the environment. Although the scientific evidence is still murky, several 
studies have demonstrated that 5G radio frequency (RF) emissions may have nega-
tive effects on animal and human health, including decreased fertility, increased 
risk of cancer, and altered migratory patterns [4] Additionally, it is anticipated that 
the full rollout of the 5G infrastructure will have a significant impact on the envi-
ronment due to the need for new cell towers and other equipment. This could lead 
to deforestation, habitat destruction, and other problems with the environment.

10. 5G and edge computing

Edge computing aims to move decision-making operations as close as possible to 
data by extending cloud computing services to the network’s edge [77]. Edge comput-
ing is turning out to be progressively famous because of the developing interest in 
constant information handling and the need to diminish dormancy [78]. The archi-
tecture of edge computing consists of three layers: a cloud layer, an edge layer, and a 
device layer [78] as illustrated in Figure 10. Sensors, actuators, and other devices that 
gather data make up the device layer. Edge servers, gateways, and other data-process-
ing devices make up the edge layer. Cloud servers, which store data and provide cloud 
services, make up the cloud layer [78].

10.1 Benefits of edge computing

There are several benefits to edge computing, including:

• Reduced latency: Edge computing can significantly shorten the time it takes 
for data to travel from the source to the processing unit by processing it locally, 
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resulting in faster response times [79]. This is especially important for applica-
tions like telemedicine, autonomous vehicles, and smart cities that require 
processing in real-time or near real-time [80].

• Bandwidth usage reduction: Sending a lot of data to a centralized cloud can use 
up a lot of network resources, which can cause congestion and increase costs 
[79]. By processing data locally, edge computing alleviates congestion and 
reduces the amount of data that must be transmitted over the network [81]. This 
can save a lot of monetary resources, especially in applications that collect a lot of 
data, like IoT devices and industrial automation [80].

• Improved data security and privacy: Organizations may ensure compliance 
with data protection regulations and reduce the risk of data breaches by stor-
ing sensitive data on the edge device [81]. Furthermore, by enabling localized 
encryption and decentralized authentication, edge computing can provide 
additional security layers [82].

• Adaptability: By dispersing computing resources across the network, edge com-
puting can assist businesses in scaling their infrastructure more effectively as the 
number of connected devices and data volumes continue to rise [81]. Because a 

Figure 10. 
Edge computing architecture.
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single-edge device’s failure is less likely to have an impact on the entire network, 
this decentralized approach can also improve system resilience.

Edge computing offers advantages which include decreased latency, reduced band-
width consumption, enhanced data privacy and security, and increased scalability. 
Edge computing is an appealing option for a wide range of applications, particularly 
those that involve large-scale data collection and real-time processing.

10.2 The benefits of 5G and edge computing

The combination of 5G and edge computing offers several key benefits, including:

• Low latency: The low latency of 5G connectivity enables real-time data process-
ing and transfer. Edge computing significantly reduces latency by processing and 
storing data closer to the source rather than relying on centralized data centers. 
This combination of low-latency communication and local data processing is 
suitable for applications that require real-time data processing, such as driverless 
cars and virtual and augmented reality.

• Better connectivity: Numerous connected devices may be supported by 5G’s 
improved connection. By processing and storing data closer to the source, edge 
computing may improve connection even further, reducing the need for central-
ized data centers and boosting productivity.

• Enhanced Privacy: Edge computing can improve privacy by reducing the need to 
send sensitive data to centralized data centers by processing and storing it locally. 
One of 5G’s improved security features, network slicing, can further enhance 
privacy and security.

• Increased Adaptability: Edge computing may be easier to scale than centralized 
data centers because the number of devices can be increased as needed. Because 
it can handle the increasing number of connected devices, 5G is the best option 
for the Internet of Things.

11. Conclusion

Virtual and augmented reality (VR/AR), transportation, healthcare, the environ-
ment, and edge computing are just a few of the areas that have seen significant shifts 
since the introduction of 5G technology. The main effects of 5G on these industries 
are outlined in this concluding chapter, along with the potential benefits and chal-
lenges that lie ahead. 5G’s ultra-low latency and high bandwidth capabilities have 
made it possible to create immersive and seamless VR/AR experiences [83]. Real-time 
applications like remote collaboration, gaming, and training have been made possible 
by these enhancements, paving the way for the widespread adoption of VR/AR tech-
nologies across various industries. Enhanced connectivity has fueled the growth of 
autonomous vehicles, smart traffic management systems, and vehicle-to-everything 
(V2X) communication, resulting in safer and more efficient transportation networks 
[84]. The transportation sector has also witnessed significant advancements as a 
result of 5G. The expansion of telemedicine, remote monitoring, and robotic surgery 
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in the healthcare industry has been made easier by 5G, improving both access to 
medical services and the overall quality of care. In addition, the integration of 5G 
with IoT devices has sped up the creation of smart healthcare systems, resulting 
in better outcomes for patients and lower costs [85]. There are both benefits and 
drawbacks to the environment from 5G. Through increased efficiency across a variety 
of industries, 5G has the potential to, on the one hand, cut down on emissions and 
energy consumption. However, additional research is necessary due to concerns about 
the potential health risks posed by higher-frequency radio waves and the increased 
energy requirements for 5G infrastructure. Last but not least, real-time data process-
ing and analytics at the network’s edge have been made possible by 5G, which has 
revolutionized edge computing by lowering latency and increasing system efficiency. 
Innovative applications have emerged in a variety of fields, including smart cities, 
agriculture, and manufacturing [82]. 5G will have profound and far-reaching effects 
on VR/AR, transportation, healthcare, the environment, and edge computing. 
Stakeholders need to address the obstacles and take full advantage of this revolution-
ary technology as 5G networks continue to grow.
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Chapter 9

Federated Learning
Hyper-Parameter Tuning for Edge
Computing
Xueying Zhang, Lei Fu, Huanle Zhang and Xin Liu

Abstract

Edge computing is widely recognized as a crucial technology for the upcoming
generation of communication networks and has garnered significant interest from
both industry and academia. Compared to other offloading models like cloud com-
puting, it provides faster data processing capabilities, enhanced security measures,
and lower costs by leveraging the proximity of the edge servers to the end devices.
This helps mitigate the privacy concerns associated with data transfer in edge com-
puting, by reducing the distance between the data source and the server. Raw data in
typical edge computing scenarios still need to be sent to the edge server, leading to
data leakage and privacy breaches. Federated Learning (FL) is a distributed model
training paradigm that preserves end devices’ data privacy. Therefore, it is crucial to
incorporate FL into edge computing to protect data privacy. However, the high train-
ing overhead of FL makes it impractical for edge computing. In this study, we propose
to facilitate the integration of FL and edge computing by optimizing FL hyper-
parameters, which can significantly reduce FL’s training overhead and make it more
affordable for edge computing.

Keywords: edge computing, federated learning, hyper-parameter tuning, system
overhead, internet of things

1. Introduction

As machine learning (ML) and hardware manufacturing technologies continue to
advance, training and deploying ML models have become increasingly ubiquitous in
our daily lives, from smart-home voice assistants to widely deployed camera surveil-
lance systems. Edge computing is becoming more and more popular due to its advan-
tages, such as fast data processing and analysis, security, and low cost [1]. By placing
the edge servers near to the end device, which is the fundamental principle of edge
computing, the border of an edge computing system is constrained and manageable.

However, even with the shorter distance between the end device and the edge
server, typical edge computing systems still suffer from a significant data privacy
issue, as user data is frequently transmitted from the end device to the edge server for
training a centralized ML model.
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Federated Learning (FL) [2] is a method of model training that is distributed and has
been utilized in various applications, including mobile keyboard and speech recognition
for mobile devices and IoT. It is naturally suited for edge computing since data is kept
on the end devices. Figure 1 illustrates the combination of FL and edge computing in
training a distributed model. First, the model parameters are transferred from the edge
server to the end device. After that, the end device trains the model locally and then
transfers the model parameters from the end device to the edge server. At the end of
this iteration, the edge server aggregates the receivedmodel parameters and updates the
model parameters. The above procedure will be repeated until the entire training
process converges or reaches a predetermined number of epochs.

Unfortunately, FL training incurs significant system overhead, making it difficult
for edge computing systems equipped with FL to operate without appropriate accel-
eration or optimization. Therefore, we propose the integration of FL hyper-parameter
tuning in edge computing to reduce the system overhead of FL training and make it
more feasible. The FL tuning algorithm should focus on optimizing the four essential
system overheads:

• Computation Time (CompT). It measures the time spent by an FL system in
model training. When confronted with application scenarios that need a rapid
reaction to environmental changes (e.g., when dealing with security issues), the
overall model training period must be short.

• Transmission Time (TransT). It represents how long an FL system spends in
model parameter transmission between clients and servers. For applications in
poor network environments, the transfer of the model should be as fast as
possible.

• Computation Load (CompL). It is the number of Floating-Point Operation
(FLOP) that an FL system consumes. For low-profile devices, s, a large

Figure 1.
An illustration of combining FL with edge computing. The model training process incorporates four steps: Model
parameter download from the edge server to the end devices, local training on the end devices, model parameter
upload from the end devices to the edge server, and model aggregation on the edge server.
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computing load is beyond the reach of some low-profile devices (e.g., IoT nodes)
with few computing resources.

• Transmission Load (TransL). It is the total data size transmitted between the
clients and the server. If the cost of data transfer is high (e.g., data transfer is
expensive), the benefits of reducing the total amount of data transferred can be
considerable.

Different application scenarios have distinct preferences for training parameters in
terms of CompT, TransT, CompL, and TransL. For example, (1) detecting attacks and
anomalies in computer networks, as shown in Ref. [3], requires quick adaptation to
malicious traffic and is therefore time-sensitive (CompT and TransT); (2) smart home
control systems for indoor environment automation [4], such as HVAC, have limited
computation capabilities and therefore prioritize computation efficiency (CompT and
CompL); (3) traffic monitoring systems for vehicles [5] rely on cellular communica-
tions and therefore emphasize communication efficiency (TransT and TransL); (4)
precision agriculture based on IoT sensing [6] does not require urgent response but
necessitates energy-efficient solutions, with emphasis on CompL and TransL; (5)
healthcare systems, like fall detection for elderly individuals [7], require both quick
response time and small energy consumption, and therefore prioritize all four training
parameters (CompT, TransT, CompL, and TransL); and (6) human stampede
detection/prevention systems, as discussed in [8], need efficient systems for time,
computation, and communication.

In this chapter, we explore the problem of supporting FL in edge computing from
the perspective of FL hyper-parameter tuning. FL hyper-parameters significantly
affect the system overhead of FL training, and thus, optimizing FL hyper-parameters
is greatly valuable for resource-constrained edge computing. We organize this chapter
as follows. Section 2 provides related work on edge computing and FL hyper-
parameter tuning. Section 3 explains the challenges of supporting FL in edge comput-
ing, and Section 4 presents some preliminary results. Last, Section 5 concludes this
chapter.

2. Related work

In this section, we provide relate work with regard to edge computing and FL
hyper-parameter tuning.

2.1 Edge computing

With the fast expansion of IoT, more smart devices are connected to the Internet,
producing significant amounts of data. The device-generated data causes bandwidth
and latency problems when it is sent to a centralized data center or the cloud. Due to
this, typical cloud computing models experience problems such as bandwidth usage,
slow reaction times, insufficient security, and poor privacy. Moreover, the growing
amount of data also puts more strain on servers and drives up operating costs.

Edge computing solutions have evolved as a result of the fact that traditional cloud
computing is no longer able to serve the diversified data processing demands of today’s
intelligent society. In simplest terms, edge computing is a network technology that
analyzes data collected from an endpoint directly in a local device or network close to
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where the data is generated, without sending the data to a cloud-based data processing
facility. Its core idea is to make computing closer to the source of the data [9].

Edge computing has several advantages. (1) Low latency: Since edge computing is
closer to the data source, data storage and computational operations may be
performed in the edge computing node, reducing the intermediate data transmission
process. Therefore, service providers can process user requests in real time and allow
users to experience low-latency services. (2) Low bandwidth: In edge computing, as
the data to be processed do not need to be uploaded to a cloud computing centre, it
does not need to use too much network bandwidth, therefore reducing the network
bandwidth load and significantly reducing the energy consumption of intelligent
devices at the edge of the network. (3) Privacy: Since the edge nodes are only
responsible for tasks within their own scope and do not need to upload data to the
cloud, network transmission concerns are avoided. Even if one of the edge nodes
suffers a data breach as a result of a network attack, the other edge nodes will not be
affected. Edge computing significantly secures data.

However, although edge computing protects user data privacy better than tradi-
tional cloud computing, it is inevitable that users will upload some or all of their
personal information to edge servers, such as cloud data centers or edge data centers.
These core infrastructures may be managed by the same third-party suppliers, such as
mobile network operators, that may not be trusted. Data is exposed to data security
issues such as data leakage and data loss during transmission. Also, personal private
data may be used illegally by application providers. Thus, the security of outsourcing
data is still a fundamental problem of edge computing data security [10].

2.2 FL hyper-parameter tuning

The area of Hyper-Parameter Optimization (HPO) has received a lot of attention
[11]. The hyper-parameters of machine learning models are optimized using a variety
of classical HPO techniques, such as Bayesian Optimization (BO) [12], successive
halving [13], and hyperband [14]. These cannot, however, be directly applied to FL
due to FL’s unique hyper-parameters and different training paradigms. For example,
FL has specific client-side and server-side aggregation methods that need to be opti-
mized, and the data remains on end devices rather than being centralized on a server.

Work Description Single trial System

FTS [15] Optimize client models ✘ ✘

Zhiyuan et al. [16] PSO-based optimization ✘ ✘

DP-FTS-DE [17] Trade-off privacy and utility ✓ ✘

Auto-FedRL [18] Improve model accuracy ✓ ✘

[19] Improve training robustness ✓ ✘

FedEx [20] NAS-based framework ✘ ✘

FLoRA [21] NAS-based framework ✓ ✘

FedTune [22] A simple framework ✓ ✓

Table 1.
Related work on FL hyper-parameter optimization. We tag if (1) the work can run in an online and single trail
manner and (2) the work targets system overheads of FL training.
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DesigningHPO algorithms for FL is an emerging area of research. In the past studies,
severalmethods have touched the filed ofFLHPO.Table 1provides anoverviewof various
notablemethods, indicating whether they can operate in a single-trial and onlinemanner,
andwhether they address system overhead concerns in FL training.

For instance, BO has been combined with FL to strengthen client privacy [17] and
enhance various client models [15]; Zhiyuan et al. utilized particle swarm optimization
(PSO) to expedite the exploration process of FL hyper-parameters [16]. However, this
approach lacked support for single-trial and system overhead. Multiple methods utilize
reinforcement learning to fine-tune FL hyper-parameters [18, 19], but this leads to
additional intricacy and reduced versatility. FedEx is a comprehensive framework that
utilizes weight-sharing neural architecture search (NAS) techniques to optimize the
round-to-accuracy of FL. This approach enhances the baseline by a few percentage
points [20]. FLoRA chooses global hyper-parameters by identifying the ones that
exhibit high performance in local clients [21]. Although a benchmark suite for optimiz-
ing federated hyper-parameters has been created [23], its efficacy has not been evalu-
ated yet. FedTune suggests a basic framework for tuning FL hyper-parameters based on
the specific requirements of an application [22]. There are two reasons why the current
approaches are not applicable to the problem of federated learning in edge computing.
Firstly, the measures such as CompT (in seconds), TransL (in seconds), CompL (in
FLOPs), and TransL (in bytes) are not directly comparable, and incorporating various
system factors in optimizing HPO is challenging. Secondly, hyper-parameter tuning
must occur simultaneously with FL training, and there is no possibility of revisiting the
model as the training continues until the final model accuracy is reached. Otherwise,
this would lead to a substantial rise in the system’s overhead.

3. Challenges of supporting FL in edge computing

In edge computing, a multitude of end devices with varying hardware and data are
connected through an edge server, resulting in heterogeneous end devices. This het-
erogeneity in both system and data poses several challenges when integrating feder-
ated learning with edge computing.

3.1 System heterogeneity

The end devices typically possess a range of distinct hardware, which can vary in
their capabilities regarding computation, communication, energy, and other factors.

• Computation Capability. Due to the increasing demand for gaming and AI
applications, many end devices are now equipped with AI accelerators, such as
GPU, NPU, or CUDA cores. Nevertheless, tests on popular end devices reveal
that their running times for AI models can vary by a factor of tens or more [24].
This difference in time is even more pronounced when the AI models cannot fit
into the memory of the AI accelerators, or if the AI model operators are not
compatible with the end devices [25].

• Communication Capability. In federated learning, the speed of transmission plays a
crucial role since it involvesmultiple rounds ofmodel parameter transmission
between the end devices and the edge server. However, since end devices can be
equippedwithdifferent transmission standards (LTEvs.WiFi), be situated in varying
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locations (indoor vs. outdoor), and encounter different wireless channel conditions
(congested vs. clear), their transmission speeds can differ greatly. By analyzing
hundreds of end devices in a real-world FL deployment [26], it has been observed that
there is a substantial order-of-magnitude difference in the network bandwidth [27].

• Other Factors. Apart from computation and communication capabilities, the
availability and capability of end devices are influenced by many other factors.
For instance, when the battery of an end device is low, its computation and
communication capabilities are reduced to conserve power. Furthermore, end
devices running heavy applications in the background can substantially limit the
available computing resources.

3.2 Statistical heterogeneity

End devices in edge computing possess distinct characteristics in terms of
their data properties, including massively distributed data, unbalanced data, and
non-Independent and Identically Distributed (IID) data [2].

• Massively Distributed Data: The number of end devices in edge computing is
typically much larger than the average number of data points per end device. For
instance, in the Google keyboard query suggestion project [26], there are millions
of smartphones involved, but an individual user typically generates only dozens
of queries per day.

• Unbalanced Data: The local data size on end devices varies significantly due to
different usage patterns. For instance, the Reddit comment dataset [28]
demonstrates that 70% of users contribute to the first quarter of the normalized
number of comments, whereas 10% of users generate three times more
comments than the average user [27].

• Non-IID Data: The data on each end device is not a representative sample of the
overall distribution of data, as it does not follow the Independent and Identically
Distributed (IID) property. This non-IID property is commonly found in real-
world scenarios [29], and it significantly impacts the training of FL models due to
the presence of attribute and label skew [30].

• Traditionally, edge computing research has concentrated on examining a limited
number of end devices and a basic edge server. Nonetheless, in order to facilitate
Federated Learning, a comprehensive understanding of numerous end devices
and their interdependent effects on the overall machine learning training process
is necessary. Consequently, developing an edge computing system that is
compatible with FL is more difficult than creating a cross-device FL system.

4. FL hyper-parameter tuning for edge computing

At present, there is no de facto method for incorporating FL into edge computing.
We propose the use of automated tuning of FL hyper-parameters as a means to
decrease the system overhead associated with FL training. The possibilities of
adjusting FL hyper-parameters to minimize the system overhead of FL training are
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becoming more apparent. In this section, we use our preliminary work, called
FedTune [22], to clarify the potential value of FL hyper-parameter tuning for edge
computing. FedTune takes into account the application’s prioritization for CompT,
TransT, CompL, and TransL, which are represented by α, β, γ, and δ, respectively. We
have αþ β þ γ þ δ ¼ 1. For instance, if we take α ¼ 0:6, β ¼ 0:2, γ ¼ 0:1, and δ ¼ 0:1,
it means that the application gives the highest priority to CompT, some importance to
TransT, and least importance to CompL and TransL. For two sets of FL hyper-
parameters S1 and S2, FedTune defines the comparison function I S1, S2ð Þ as

I S1, S2ð Þ ¼ α� t2 � t1
t1

þ β � q2 � q1
q1

þ γ � z2 � z1
z1

þ δ� v2 � v1
v1

(1)

where t1 and t2 are CompT for S1 and S2 when achieving the same model accuracy.
Similarly, q1 and q2 denote TransT, z1 and z2 represent CompL, and v1 and v2 indicate
TransL for S1 and S2, respectively. If I S1, S2ð Þ<0, then S2 is better than S1. A set of
hyper-parameters is better than another set if the weighted improvement of some
training aspects (e.g., CompT and CompL) is higher than the weighted degradation, if
any, of the remaining training aspects (e.g., TransT and TransL). The weights
assigned to each aspect are determined by the application’s training preferences on
CompT, TransT, CompL, and TransL.

FedTune utilizes an iterative algorithm to update the hyper-parameters for the
next round (refer to [22] for more details). This process is triggered only when the
model accuracy has improved by a minimum amount of ε. After normalizing the
current overheads, FedTune computes the comparison function between the previous
hyper-parameters Sprv and the current hyper-parameters Scur. It then updates the
hyper-parameters and resumes the training process. Due to its lightweight nature,
FedTune has a minimal computational burden on a standard edge computing system.

The results obtained by FedTune are promising. The performance of FedTune for
various datasets when FedAvg is employed is illustrated in Table 2. For the speech-to-
command dataset and EMNIST dataset, the learning rate is set to 0.01, while for the
Cifar-100 dataset, it is set to 0.1, all with a momentum of 0.9. The standard deviation
is presented in parentheses. The results demonstrate that FedTune consistently
enhances the overall performance for all three datasets. Specifically, by averaging 15
combinations of training preferences, FedTune reduces the system overhead of the
speech-to-command dataset by 22.48% compared to the baseline. We have observed
that FedTune is more beneficial for FL training when the convergence of the training
process takes more training rounds. The performance of FedTune with various aggre-
gation methods is presented in Table 3 for the ResNet-10 model using the speech-to-
command dataset. A learning rate of 0.1, β1 of 0, and τ of 1e-3 were used for
FedAdagrad. As shown, FedTune can improve the performance of the system when
using different aggregation methods. Specifically, when using FedAdagrad, FedTune
reduces the system overhead by 26.75%.

Dataset Speech-command EMNIST Cifar-100

Data Feature Voice Handwriting Image

ML Model ResNet-10 2-layer MLP ResNet-10

Performance +22.48% (17.97%) +8.48% (5.51%) +9.33% (5.47%)

Table 2.
Performance of FedTune for diverse datasets when FedAvg aggregation method is applied.
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5. Conclusion

Artificial intelligence is becoming increasingly important for enhancing people’s
quality of life and boosting productivity. Artificial intelligence is becoming increasingly
important for enhancing people’s quality of life and boosting productivity. The integra-
tion of edge computing with Federated Learning (FL) can help to tackle the data
privacy issue. However, federated learning involves a significant amount of training
overhead, which can be a challenge for resource-limited end devices. We propose a
solution to reduce the system overhead of FL and make it more affordable to edge
computing by automatically adjusting FL hyper-parameters. Our preliminary work has
demonstrated promising results, with up to 26% reduction in system overhead. This
suggests that FL hyper-parameter tuning is an effective approach for edge computing.
However, further research is needed to fully support FL in edge computing, and more
applications are required to drive the growth of the edge computing ecosystem.
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Chapter 10

Perspective Chapter:  
Edge Computing in Digital 
Epidemiology and Global Health
Robert L. Drury

Abstract

Edge computation (EC) will be explored from the viewpoint of complex systems. 
An evolutionary and ecological context will be described in detail, including the sub-
jects of epigenetics, self-domestication, attachment theory, scientific cosmology, deep 
learning, and other artificial intelligence issues and the role of wireless data acquisi-
tion analysis and feedback. A technical exemplar will be described and examples of 
potential integration with various systems such as public health and epidemiology, 
clinical medicine, operations, and fitness will be proposed. Also, various system 
vulnerabilities and failures will be discussed and policy implications in the global and 
clinical health and wellness domains will be identified.

Keywords: edge computation (EC), transdemic, digital epidemiology, internet of 
healthy things, global health, hardware/software/networked systems, wearable devices, 
heart rate variability (HRV), complex adaptive systems, i4P health, deep learning, 
consilience, digital twinning, psychological science, regenerative medicine

1. Introduction

As with any rapidly developing technology, Edge Computation (EC) seems to 
offer significant benefits to humans and society but also will likely have unanticipated 
consequences, some of which may harm or immiserate humans and even affect envi-
ronmental functionality. Within this context, this chapter will attempt to define and 
describe EC from a variety of perspectives including germane theoretical frameworks 
and issues, methodological principles, and operational/technological applications. 
The major substantive issues covered will include defining EC, EC and global health, 
epidemiological aspects of EC, EC from an ecological perspective, EC and modern 
evolutionary neurobiology, EC and artificial intelligence, integrated sensor/software/
hardware/network development, heart rate variability(HRV), and advanced tech-
nology for psychobiological assessment and intervention, including nanomaterials, 
implantable technology, and bioelectric power generation. The chapter will conclude 
with an identification of high-impact, high-risk applications and policy directions to 
address such applications.



Edge Computing – Technology, Management and Integration

216

2. Toward a definition of EC

The most immediate context for the emergence of edge computation is more 
general computation and the information sciences. Far from the roots of the abacus, 
the human “computers” in use during the Babbage age, and the Bletchley mechani-
cal computers of Turing’s time, the exponential growth of electronic information 
processing has been dramatic from the initial solitary transistor to more than 42 
million transistors in current integrated circuits, following the prophetic Moore’s Law. 
This has, of course, required an equally significant development of network systems 
designed by electronic engineers to take advantage of this increase in potential 
computing power. In the 1950s, electronic engineers began using a fuzzy circular icon 
in their otherwise very specific circuit design schematics to indicate an important 
but not specified part of the system, which came to be called the “cloud.” This term 
has been applied as a metaphor in current usage and actually refers to the plethora of 
data centers using many sophisticated information processing schemes and intercon-
nected by extensive arrays of communication links, including cable and wireless 
transmission modes. This has been a great opportunity for proprietary interests to 
market “cloud services,” while many individual and corporate users have only a vague 
and metaphorical awareness of the real physical constituents of the “cloud,” which 
otherwise may seem amorphous and impenetrable.

In truth, the cloud is a market-segmented information processing arrangement 
that uses the same general technology as more local computation but with a much-
enlarged scope and scale. Like its less complex origins in “personal computing,” the 
cloud of course is subject to issues of available computing power and efficient system 
design. In an effort to establish a specific boundary condition in information process-
ing, the term “edge computing” has enjoyed a similar metaphorical usage function-
ing as the use of any type of computer program that delivers low latency nearer to 
requests. Of course, an air-gapped laptop carries out this function without the benefit 
of network availability. MIT’s MTL Seminar, in 2015, defined edge computing broadly 
as all computing outside the cloud happening at the edge of the network, and more 
specifically in applications where real-time processing of data is required. In their 
definition, cloud computing operates on big data while edge computing operates on 
“instant data,” which is real-time data generated by sensors or users. This, of course, 
begs the question, where is the edge of the cloud? According to The State of the 
Edge report, edge computing concentrates on servers “in proximity to the last mile 
network.” Alex Reznik, Chair of the ETSI MEC ISG standards committee, loosely 
defines the term as “anything that is not a traditional data center could be the ‘edge’ to 
somebody.”

For our purposes, edge computation will be the use of electronic data acquisition, 
processing, analysis, and actionable feedback with little and intermittent assistance 
from larger data processing resources. This definition demetaphorizes the use of 
“cloud” to indicate the use of literally nonlocal system intervention, although contact 
with larger systems is also a potential use of EC. Later in this chapter, a number of 
examples of integrated data acquisition, algorithmic analysis, and feedback systems 
will be described, most of which do not need “cloud services” to function.

The current scale and scope of global overall computing are massive with almost 
200 zettabytes predicted by 2025, less than two years hence. With the rapid growth 
of IoT and particularly the internet of healthy things (IoHT), limitations of central-
ized data center nodes will become increasingly cumbersome and even prohibitive. 
The growing use of personal devices including smartphones and wearable devices, as 
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well as smart objects and secure network gateways, will catalyze more autonomous 
EC. Such development will require a high degree of effective privacy, security and 
personal data retention, and ownership practices and privileges.

3. Theoretical and conceptual issues

The radical theoretical framework adopted here is complex systems theory as 
explicated by Wilson [1], Wilson [2], and Capra and Luisi [3]. Examining any system 
from this perspective includes identifying a delimited set of agents acting within 
operating rules and consistent with well-studied ecological principles, which consti-
tute a scientific cosmology and resultant worldview. The importance of viewing any 
system as nested and situated within a larger context is essential and forces identifica-
tion of boundary conditions, such as “cloud” versus “edge” as well as operative rules 
followed by system agents. This aids in the clarification of interface requirements 
such as rules of engagement for any edge computation process. It seems likely that EC 
will follow the common finding of fractal self-similarity, which can aid in stable and 
efficient system design. Systems should be designed and maintained with sensitiv-
ity to emergent and self-organizing phenomena, as well as the frequent finding of 
sensitivity to initial conditions (the “butterfly flapping its wings in Rio may cause a 
deluge in Boston” issue) which may greatly affect output variables.

The significant role of evolutionary processes known as the completed Darwinian 
revolution includes not only genetic technologies such as CRISPR-CAS 9 but the role 
of epigenetics, attachment theory, and self-domestication, known popularly as “sur-
vival of the friendliest.” The importance and real necessity of acquiring large-scale 
longitudinal psychobiosocial data sets make EC ideally situated to better understand 
and manage these important processes since the pace of sociocultural and psychologi-
cal evolution is orders of magnitude faster than classical genetic natural selection. 
This broadened understanding of the evolutionary process to include group selection 
and epigenetic modulation of methylation processes has massive implications for 
a variety of uses including computation-based interventions. Aside from Wilson’s 
revered biophilia, appreciation of both ecological and evolutionary processes needs 
to include ecocognosy, the term meaning the acute observation of and learning from 
nature. Many invaluable lessons and facts have been drawn from acute observation of 
nature outside the built environment. Similarly, many important scientific discoveries 
have occurred after “accidental” events observed by perspicacious scientists that have 
been integrated into canonical science. A related principle is a biomimicry, which 
is the imitation of natural processes. This approach operationalizes the important 
Hippocratic Oath, second only to “Primum Non Nocere,” which is to “follow the 
healing path of nature.” A timely example of this may be the functional abilities of the 
octopus, which has not one “central nervous system,” but a distributed distal system 
with each arm possessing an autonomous nervous system capable of many adaptive 
tasks that are only occasionally surveilled and supervised by the nervous plexus 
located in the octopus’ head. It is perhaps only a slight exaggeration to say the octopus 
has nine brains, with each tentacle included “at the edge.”

Another discipline that plays a central role in the systematic approach advocated 
here is epidemiology and its related health profession, global public health. The 
primary concern of epidemiology is the study of morbidity and mortality in specific 
populations, and the knowledge developed is invaluable in both disease prevention 
and management of disease manifestation progressing from outbreaks to epidemics 
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to pandemics and transdemics (multiple interacting pandemics). A critical point 
is that epidemiology does not focus on physiological disease pathology alone but 
includes the psychosocial realm of dysfunctions as well, so biomedical problems such 
as obesity are appropriate for study, as is the occurrence of gun violence and traffic 
fatalities. The study of life expectancy and excessive mortality are also highly relevant 
areas of inquiry. As the Lancet Commission on lessons learned from the COVID-19 
pandemic has noted, the development and widespread adoption of sensitive sentinel 
surveillance systems make effective use of epidemiological data on outbreaks usable 
to the global public health community. The chronic underfunding and low prioritiza-
tion of both epidemiological research and public health planning and preparation 
may well turn out to represent existential threats, as it is common knowledge within 
the scientifically literate that future pandemics are certain to arise, and experience 
with COVID-19 demonstrates that as mutation leads to variants of concern, the next 
pandemic may have both greater virulence and transmissibility, requiring novel 
approaches to containment of outbreaks and disease management. It is of some com-
fort that historically, public health has shown major benefits from use of nonmedical 
interventions (NMI) such as improved sanitation, nutrition, air quality manage-
ment, and self-management behaviors such as masking, distancing, and avoidance 
of crowds. Almost equally distressing is the ease with which reasonable conservative 
scientific pronouncements have been distorted into misinformation by politically 
conservative and reactionary interests, as exemplified by a recent Cochrane review of 
mask-wearing. The conclusions were that the studies reviewed had high risk of bias, 
which hampers drawing firm conclusions regarding the efficacy of mask-wearing. 
This was miscast by the less scientifically literate but politically astute to conclude 
that mask-wearing was ineffective at controlling aerosolized infectious agents. 
Further, a politically expedient tendency to declare “the pandemic is over” overrides 
scientific public health practices at great risk to society and tends to delegitimize and 
discredit scientific knowledge. This has led to attacks on prominent scientists and 
health professionals. As the technology of data acquisition, analysis, and data-based 
intervention continues to mature, digital epidemiology will become increasingly 
valuable, especially regarding wireless sensors, deep learning algorithmic analysis, 
and last-mile EC, which provided that the distortions caused by misinformation and 
disinformation are identified and discredited.

Related to these developments, science itself has recently suffered damage by 
failure to replicate key findings and the withdrawal of peer-reviewed studies. The 
epidemic of drug-related morbidity and mortality, especially related to opioids like 
fentanyl, has been poorly understood and framed by the scientifically illiterate as 
needing a renewed “war on drugs” aimed either at limiting supply, either illicit or 
professionally prescribed and commercially marketed, or criminalization and pun-
ishment of users. This approach has repeatedly failed since it does not address the 
demand side of the issue, and efforts at mandated “treatment” have shown equivocal 
results at best. Health literacy is often neglected and research has shown that the more 
negative attitudes toward science and medicine are not justified. Recent attention to 
terms and concepts such as polycrisis, traveler surveillance, food wastage, aridifica-
tion, gender food gap, climate-inspired resilience, poverty, and zero-dose children 
by the World Economic Forum has been poorly understood or misunderstood. For 
example, zero-dose children, those that have received none of the generally recom-
mended childhood vaccinations are commended by some ill-informed parents. 
Another troubling development facilitated by the prominence of social media, pow-
ered by internet availability is stochastic violence and terrorism, whereby provocative 
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public pronouncements increase the level of perceived fear, threat, and danger and 
lead to incidents of aggression, while the instigators claim innocence, in that they 
“never directly” advocated the aggressive act. Such pronouncements have been issued 
even at the highest level of government responsibility—the President of the US.

The polyvagal theory proposed by Porges [4] and the neurovisceral integration 
model described by Thayer [5] highlight the role of the autonomic nervous system 
in mediating and modulating a wide variety of health-related systems including the 
central nervous system, cardiovascular system, the respiratory system, the digestive 
system, and the immune system as well as the sensory and motor components that 
embody these systems. They both focus particularly on heart rate variability as a key 
biomarker of health and various disease states. The great number of pathological 
states and functional indicators have been reviewed by Laborde et al. [6] and Drury 
et al. [7] and various metrics of HRV are described as well, including time-domain, 
frequency-domain, and nonlinear analyses [8]. A key conceptual component of 
these theories is the social engagement system, which is the basis for all attachment 
phenomena and sociality. The neurological CNS substrates for this system have been 
identified to include the orbitofrontal cortex, the fusiform gyrus, and the cingulate 
cortex. This system appears to be very similar to the default mode network, which 
is active when a person is not focused on external events. Together with the central 
executive network, they are perhaps the brain’s dominant control networks, crucially 
involved in social competence and interactional skill. Since HRV is based on easily 
obtainable heart rate interbeat intervals, it is an ideal candidate for wireless sensor 
longitudinal data acquisition and local algorithmic data processing, given the consid-
erable power of current smart devices. This will be discussed in detail in Section 5.

4. Information science including artificial intelligence (AI)

While innovations and advancements in electronically mediated information 
processing have led to countless valuable applications, it has been said that there 
has only been one breakthrough since the term artificial intelligence was introduced 
by John MccCarthy in 1955: the startling arrival of deep learning. In particular, the 
victory of an AI-mediated deep learning program over human players of the complex 
board game Go in 2016 produced a shocked reaction globally. This has been deemed 
a “Sputnik moment” regarding its impact since this technological achievement 
threatens the putative superiority of humans, and technophobes fear a singularity 
where the aggregate of computers, robots, and nanoparticles overpower, enslave, 
or even eliminate humanity. Technophiles, on the other hand, foresee a future of 
plenitude and security with humans only engaged in work that they deem worthy 
and non-repetitive, boring, or dangerous. A more moderate position recognizes both 
the achievements in information science and the often over-hyped promises of some 
investigators in the algorithmic artificial intelligence field. A very promising approach 
advocated by Topol [9] is deep medicine, which allocates routine tasks that deep 
learning excels at, while focusing the provider on the more difficult and nuanced 
process variables such as empathic engagement. The practice of digital twinning 
also shows promise for efficient use of both edge and cloud resources. Notorious and 
highly visible debacles, such as IBM’s Watson effort at cancer intervention with MD 
Anderson Cancer Center are cautionary but illustrate the importance of scientific 
persistence and diligence in discriminating science from public relations. Indeed, this 
is only one illustration of the need to bolster the scientific literacy and transparency 
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of current practice for both journalists, “media influencers,” and the general public. 
One of the most important critiques of AI is the anthropocentric and narcissistic 
identification of human intelligence as the paragon and peak of all possible types of 
intelligence. The search for artificial general intelligence (AGI) needs to be informed 
by the reality that there are many forms of intelligence that are not premised on 
human problem-solving ability and that human intelligence is frequently very flawed 
and biased. Of course, the recent emergence of both focused and active disinforma-
tion campaigns targeting not only COVID-19 issues but science in general, and issues 
of journal retractions and non-replicability of findings have damaged the healthy 
formation and dissemination of public health information, weakening the essential 
role of public health advocacy. A very substantive critique of AI is that if it succeeds 
in replacing many repetitive, boring, or dangerous jobs, there will be many displaced 
workers who may become part of an “unnecessary class” similar to the role of many 
of our elderly population. Anticipating such conflicts, there have been calls for an AI 
code of ethics and regulation of professionals, which extend the excellent but mainly 
ignored Asimov’s three laws of robots. To add to the anxiety and uncertainty of the 
general public, much AI research and development has been initiated by the military, 
often with minimal transparency and justified weakly by claims of national security 
and document classification. Recent developments have shown the dysfunctional 
nature and negative outcomes associated with overclassification of documents, often 
based on political expediency not national security.

5.  Heart rate variability (HRV) and networked wireless sensor parameters 
and applications

As discussed in section three, HRV is an outstanding candidate for remote patient 
monitoring since increasingly unobtrusive, noninvasive, and efficient wireless sensor 
systems have been developed. Briefly, HRV is derived from the interbeat interval, 
which is defined as the period between successive R waves in the ECG signal and can 
be reliably and noninvasively obtained by photoplethysmography (PPG), which is 
included in many fitness training belts and smartwatches, as well as recently devel-
oped rings which capture interbeat data as well as three-axis accelerometer, tempera-
ture, and blood oxygen saturation data in longitudinal time series form. Further, this 
data can be transferred to a smartphone application that can store, analyze, and dis-
play those data to derive various HRV metrics, the most common being the root mean 
square of successive RR interval differences (RMSSD). Grounded in the theoretical 
and conceptual issues noted in section three, particularly polyvagal and neurovisceral 
integration theory, we have proposed deployment of the canary system, a geocoded 
networked wireless sensor system [10], based on existing proof-of-concept research 
[11] using the RMSSD HRV metric, which has been shown the ability to detect the 
onset of COVID-19 up to 9 days before the development of symptoms in symptomatic 
individuals and laboratory signs such as positive PCR results in both symptomatic and 
asymptomatic subjects [12]. Notably, Hirten et al. used a gradient-boosting machine-
learning algorithm to detect circadian HRV variation in making the most accurate 
predictions. This targeted technology in response to the massive costs in mortality, 
morbidity, and socio-economic costs engendered by the COVID-19 pandemic, which 
is still producing variants of concern that may have both high transmissibility and 
virulence. Notably, the US DARPA has identified the important role of implantable 
aptamer-based biosensors to track ongoing health status of military personnel, 
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especially in mission-sensitive settings, and has funded such development. As is typi-
cal, massive spending on military applications is rationalized as a national security 
priority, while the huge social and economic costs of the poorly managed COVID-19 
pandemic are not identified as significant national and global security issues. In fact, 
concern regarding epidemics, pandemics, and transdemics is usually forgotten soon 
after the disturbance is deemed “over” by national governments, and funding and 
planning are cut or discontinued completely.

The role of the Canary System has been described above in application to the 
COVID-19 pandemic for several reasons. Most importantly, it is based on a rapidly 
scalable commercial technology of sensor devices and smartphones. Thus, its role 
in the detection of outbreak prevalence and spread is critical, with medical labora-
tory testing both expensive, time-consuming, and frequently inaccessible, while 
less expensive antigen tests are less reliable and subject to uneven application and 
reporting. The system is also well suited to the important but often neglected sentinel 
surveillance, which can massively improve response to outbreaks that otherwise can 
go undetected for weeks or months and, in fact, may facilitate original identification 
of new variants of concern. A recent Lancet Planetary Health recommendation [13] 
notes the urgency to identify “salient symptoms which need documentation of early 
routine evaluation of data validity, sentinel site designs and data collection methods 
to enable rapid implementation and analysis.” Such sentinel site designs are applicable 
not only to high-risk populations but specific individuals.

An example of use by individuals or small operational groups is in military settings 
where infectious disease is not the only risk. The Canary System can also track mobil-
ity and operational behavioral status, which can be categorized in the typical simpli-
fied military jargon of green—“good to go” or fully functional; yellow—impaired 
capability; and red—nonfunctional or deceased. As explored by Thayer [5] and many 
others, HRV is not only a health biomarker but also an indicator of positive and adap-
tive psychosocial functioning. HRV has been used in tracking executive CNS func-
tion and in improving stress management and resilience enhancement [14]. When 
combined with longitudinal temperature, blood oxygen saturation, and activity level, 
HRV could also constitute a routine vital sign monitoring system useful in clinical 
medicine for both prevention activities and evaluation of clinical status of existing 
patients.

6. Conclusion

While the Canary System as currently conceptualized is premised on a wearable 
sensor system, the rapid development of microelectronics and materials science 
makes other enhancements feasible. Recently, an innovative use of the popular 
Raspberry Pi technology for ongoing EEG monitoring was described [15] and a wear-
able device has been shown to be able to accomplish single-neuron CNS recording 
[16]. The role of mosaic RBD nanoparticles in assessment and intervention in SARS 
CoV-2 virology has also been explored [17]. The use of wireless data transfer and 
battery charging has already been accomplished and will further the development 
of the Canary System. Developments in molecular biology may make it possible for 
implanted devices to be powered by internal body chemistry, as well. A related area 
of significant development We have described the positive uses of wireless networked 
devices here, which we advocate as a dynamic element of iP4 healthcare, which is 
an integrative approach to health that is personalized, preventive, prescriptive, and 
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participatory [18]. A related highly significant development is the use of genetic and 
epigenetic interventions in regenerative medicine, which may allow regrowing of 
damaged or dysfunctional organs such as teeth using native DNA [19].

It is also important, however, to be vigilant regarding misuses of such approaches. 
In particular, the maintenance of stringent personal data privacy and confidentiality 
is an issue that has been identified in other applications but would be acute in this 
type of application. EC must assure that local data is as secure as other settings such 
as “the cloud.” Also, concern with data ownership is salient, since HIPAA provides 
for health data accessibility but not strict ownership. In the era of increasing data 
monopolization and commodification by huge commercial ventures intent on profit-
ing from ownership of the data of individuals, it would be pathological for individuals 
to lose their own biomedical data to commercial interests such as proprietary con-
cerns, healthcare systems, or professional providers. Only with such protections can 
the potential of such applications flourish. It is also essential to recognize the crucial 
role played by scientific psychology since all efforts to implement sound scientific and 
technological innovations and quality improvements are premised on skillful use of 
the principles of behavior underlying human nature.
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Chapter 11

Perspective Chapter: Edge-Cloud
Collaboration for Industrial IoT –
An Online Approach
You Shi, Yuye Yang, Changyan Yi, Bing Chen and Jun Cai

Abstract

In this chapter, we take the Industrial Internet of Things (IIoT) as the background
for studying the energy-saving resource management framework to control the cloud
center (CC), edge server (ES), and terminal equipment in a closed loop. In this
framework, industrial sensors collect data and transmit it to the ES for aggregation.
These data form computing tasks for data analysis. Our goal is to minimize the energy
consumption of the whole system while ensuring satisfied data processing accuracy
and service delay of all IIoT tasks. We formulate the ES preprocessing mode selection,
sensor sampling rate adaptation, and edge cloud computing and communication
resource allocation as a joint optimization problem. Due to the random arrival of data
and time-varying channel conditions, we introduce an online dynamic algorithm with
low complexity, which efficiently solves the problem.

Keywords: edge-cloud collaboration, industrial IoT, preprocessing method selection,
sampling rate adaption, computing and communication resource allocation

1. Introduction

Due to the rapid development of 5G and Industry 4.0, IIoT-sensing devices, such
as smart manufacturing, smart plants, and smart industrial services, have generated a
abundant of data. For traditional cloud computing, it is considerably challenging to
process such massive data efficiently. Fortunately, the edge computing can signifi-
cantly reduce the cloud computing’s computing load, and thus has been proposed as
supplementary paradigm recently [1]. In industrial area, the edge server (ES) close to
the data source can be enabled to process some computing tasks, so as to provide more
effective data processing services and lead to less communication overhead.

Although some researchers have proposed edge cloud collaboration to increase the
industrial systems’ operational and energy efficiencies, there are still some inherent
while unaddressed limitations. Particularly, computing and communication resources
of the edge-cloud collaboration are relatively limited [2]. Hence, if closed-loop opti-
mization is not considered in the management of cloud, ES, and terminal devices,
edge cloud collaboration cannot fully make use of its advantages. Some relevant
researchers have studied the resource allocation problem of IIoT’s edge cloud
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collaboration [3, 4], including delay awareness, price-based service scheduling [2, 3],
and energy-aware resource allocation [4, 5].

However, data collection and data analysis have some special requirements which
will be affected by the complex industrial environment, which has been ignored by
most studies: (i) In IIoT system, industrial equipment needs high-precision adjust-
ment. Any small error may cause industrial equipment to make wrong behavior and
cause serious troubles. [5]. Therefore, ensuring the accuracy of data processing in IIoT
service is very important. This motivates the investigation and optimization of edge
cloud management variables such as processing mode and sampling rate. (ii) There
are commonly a variety of industrial noises in practical applications, such as electro-
magnetic noise [6]. Because of these, we cannot analyze the data collected by the
sensor directly [7]. Hence, enabling data preprocessing at ESs is necessary (for exam-
ple, data cleaning [7] and data denoising [6]) before conveying data to the cloud. This
necessitates a balance of optimal resource allocations between the cloud and ESs. (iii)
Since the IIoT system environment is always complex and there are random data
arrival and time-varying channels, we are required to carefully manage the computing
and communication resources with the guarantee of a long-term performance. Other-
wise, the system will soon run out of limited CPU resources and network capacity [8].
As a result, the system efficiency will be seriously affected.

However, solving the aforementioned issues to achieve the closed-loop management
is very challenging: (i) It is intuitive that the processing accuracy is increasing with the
sampling rate. However, increasing the rate is equivalent to the increase of the com-
puting load, and thus will also increase transmission delay and computing energy
consumption, leading to the degradation of the system performance [5]. This implies
that sampling rate must be carefully chosen for balancing different performance indi-
cators. (ii) In practical applications, different preprocessing methods have different
computing resource requirements and corresponding processing performance. In addi-
tion, data’s edge preprocessing will bring extra computing delay and energy consump-
tion. It is difficult to optimize service delay, processing accuracy, and power
consumption with mutual trade-offs. (iii) In response to the random data’s arrival and
the time-varying channel, we need to jointly optimize and dynamically adjust the
selection of preprocessing methods, sampling rate, and resource allocation. However, it
is hard if not impossible to obtain random information of dynamic network in time,
which is a necessary condition for long-term optimization of system performance. This
will obviously lead to incomplete decision information of IIoT system. Lyapunov opti-
mization method is often used to solve such problems. However, in IIoT applications,
decision variables (such as preprocessing method and sampling rate) are often integers,
and constraints like processing accuracy and service delay are sometimes nonlinear.
This makes the problem much more complex than traditional ones.

2. Chapter contributions and organization

In this book chapter, we study an IIoT energy resource management framework.
This framework is constructed on the basis of edge cloud collaboration, and aims to
conduct a closed-loop management on the cloud center (CC), ESs, and terminal
devices. To be more specific, in this chapter, we consider to optimize the selection of
ESs’ preprocessing mode, terminal devices’ sampling rates, edge cloud computing and
communication resource allocation for jointly to minimize the system’s energy con-
sumption. Meanwhile, we ensure service delay and accuracy of data processing in the
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long term. In addition, considering the random arrival of data and time-varying
channel conditions, we introduce a dynamic online algorithm with a low complexity
to solve this problem.

In particular, based on the network state of the current time slot, we decompose
the long-term optimization problem into a sequence of deterministic instantaneous
subproblems. After that, we define a continuous probability model and take into
account the future influences, and by such we use the Markov approximation algo-
rithm to solve these subproblems to near optimal. Finally, we theoretically analyze the
system performance in terms of its asymptotic upper bound.

This chapter’s main contributions are listed as follows.

• For controlling the IIoT edge cloud collaboration system in a closed-loop manner,
we formulate a joint optimization with computing and communication resource
allocation of CC, preprocessing method selection of ESs, and sampling rate
adaptation of end terminals to minimize the energy consumption of the whole
system while ensuring that all applications’ service delay requirements and data
processing accuracy demands can be met.

• Based on Markov approximation and Lyapunov optimization, we introduce a
novel online joint optimization algorithm with a polynomial time complexity.

• Theoretical analysis and simulation results evaluate the proposed algorithm’s
asymptotic optimality and show its advantage with the comparison of counterparts.

This chapter’s rest contents are listed below. Section 3 models the IIoT edge-cloud
collaboration’s system. Section 4 formulates the corresponding joint online optimiza-
tion problem for the closed-loop resource management. Section 5 introduces a novel
algorithm with a low complexity based on the Markov approximation and Lyapunov
optimization. Section 6 analyzes theoretical performance. Section 7 demonstrates the
simulation outcomes and Section 8 concludes the chapter.

3. System model

An IIoT system with a remotely located CC and multiple distributed on-site ESs is
considered, as shown in Figure 1. Each ES connects multiple IIoT sensors for a known
purpose (e.g., mechanical bearings’ vibration monitoring) and is used to control devices
(e.g., management of its data sampling rates), preprocessing the gathered original data,
and further analyzing by offloading them to CC. Denote the ESs’s set as
I ¼ 1, 2, … ,Nf g, where ∣I ∣ ¼ N. Denote Si as the set of ES i‘s associated devices. For
example, we consider mechanical bearing vibration monitoring task [5], the vibration
sensors sample the conditions of operation in the coverage area managed by ES i with
specific sampling rate. After that, ES i collects vibration signals, then selects an appro-
priate mode1 to preprocessing it. Afterwards, to conduct the computation-intensive data
analysis, preprocessed data will be offloaded by ES i to CC. Clearly, this collaboration
between edge clouds needs to be sustained by a good closed-loop management with
three task decisions: (i) sampling rate adaptation of sensors, (ii) pre-processing mode
selection for ESs, and (iii) computational and communication resources’ allocation.

1 Here, the preprocessing modes potentially denote different data cleaning or denoising methods [9].
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In addition, we investigate a time-slotted operation framework in order to portray
the intrinsic IIoT systems’ time-varying dynamics. Denote τ as time index, and
τ∈ T ¼ 1, 2, … ,Tf g. We show in Table 1 all the important symbols appeared in this
chapter for easy reference.

3.1 Communication model

IIoT devices’ sampling rates can be adjusted according to the purpose of different
applications. Define K ¼ φ1,φ2, … ,φKf g as the candidate sampling rate set, where φK
(measured by Hz) indicates original sampling rate, K as the maximum sampling rate
level. Calculate any level k’s sampling rate as φk ¼ kφK=K, where 1≤ k≤K. In addi-
tion, vK is defined as the original data size generated in each time slot with maximum
sampling rate φK . θ indicates the time slot duration. We define xτi,k ¼ 1, which denotes
that in time slot τ, ES i chooses k-th sampling rate of all its affiliated devices. Else,
xτi,k ¼ 0. Denote λτi,n (measured by every second’s data number) as device n’s data
arrival rate under ES i‘s control. Knowing all devices’ sampling rate, the task size
generated in time slot τ ES i is formulated by combining collected data from every its
affiliated devices in current time slot, which is expressed as

di τð Þ ¼
X

n∈ Si

XK

k¼1
xτi,kλ

τ
i,nθvKk=K: (1)

Figure 1.
An example of edge preprocessing enabled IIoT.
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Then, ES i will preprocess this task. As data denoising application for
preprocessing [10] usually reduces the computational task size, we particularly focus
on it here. Assuming that my denotes maximum transforming rate in size of the
computational task using the preprocessing mode y∈Y, then after preprocessing, ES
i’s task size in time slot τ is represented as

bi τð Þ ¼ di τð Þ
X

y∈Y
Iτi,ymy

h i
: (2)

All tasks’ input bits should further transmit to CC for learning and analysis. The
wireless channel between CC and ESs remains constant within each time slot and
varies between time slots following independent identical distribution [11]. Based on
the Shannon formula, CC and ES i’s transmission rate is

ri τð Þ ¼ αi τð ÞW log 2 1þ pESi hτi,c
αi τð ÞWN0

 !
, αi τð Þ>0

0, αi τð Þ ¼ 0

8><
>:

(3)

where W and N0 denote communication bandwidth and channel noise power
spectral density, respectively. pESi is the predefined transmission power of ES i. From
ES i to CC, channel gain is defined as hτi,c. It includes the effects of small-scale fading,
path loss, and shadowing [12]. Significantly, hτi,c is an environmental state uncontrol-
lably where positive constant hmax has an upper bound [13]. Denote αi τð Þ as ES i‘s
bandwidth allocation ratio over time slot τ. It should satisfy conditions listed below:
0≤ αi τð Þ≤ 1, and

PN
i¼1αi τð Þ≤ 1. The similar definitions appear in [2, 13].

Symbol Definition

λτi,n Device n’s data arrival rate in slot τ

hτi,c Channel gain between ES i and CC in slot τ

xτi,k ES i’s sampling rate vector in slot τ

di τð Þ Task size received by ES i in slot τ

bi τð Þ Preprocessed task size in slot τ

W Bandwidth level

pESi ES i’s transmit power

αi τð Þ ES i’s bandwidth allocation

ci τð Þ Cloud resource allocation

Ei τð Þ ES i’s service energy in slot τ

Ai τð Þ Accuracy of ES i’s task in slot τ

Ath
i

Long-term accuracy requirement

Hth
i

Long-term delay requirement

V Lyapunov parameter

Table 1.
List of important notations.
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Computational task’s transmission delay after preprocessing from ES i to CC is
calculated as

Ftra
i τð Þ ¼ bi τð Þ=ri τð Þ, (4)

and the corresponding transmission energy consumption is

etrai τð Þ ¼ pESi Ftra
i τð Þ: (5)

3.2 Computation model

3.2.1 Edge preprocessing model

ES can provide several optional modes of data preprocessing. Denote y as a feasible
algorithm of data denoising in a complete set Y, and the corresponding CPU compu-
tation speed (cycles/s) for each data denoising algorithm is denoted by f y, ∀y∈Y.

Denote Iτi,y ∈ 0, 1f g as ES i’s selection index of preprocessing mode at time slot τ.
Iτi,y ¼ 1 represents ES i has selected preprocessing algorithm y∈Y. Otherwise, Iτi,y ¼ 0.
It is obvious that we have

P
y∈YI

τ
i,y ¼ 1. It is important to note that the

computational delay for selecting mode y for data preprocessing of ES i at time slot τ
can be indicated as

Ty
i τð Þ ¼ di τð Þβi=f y, (6)

where βi denotes CPU cycles’ number that are needed to compute one bit in ES i.
Thus di τð Þβi is computational resource which is required by preprocessing step. After
that, ES i’s preprocessing computational delay in slot τ is indicated as

Fpre
i τð Þ ¼

X
y∈Y

Iτi,yT
y
i τð Þ: (7)

Therefore, ES i’s CPU computation speed (in cycles/s) is described as f i τð Þ ¼P
y∈YI

τ
i,yf y: Hence, ES i‘s preprocessing energy consumption in time slot τ can be

characterized as

eprei τð Þ ¼ zESi f 3i τð ÞFpre
i τð Þ, (8)

where zESi is ES i’s effective switching capacitance, which is dependent on its chip
architecture [14].

3.2.2 Cloud computing model

Tasks received by CC are collected from multiple ESs and each ES’s allocated cloud
resources. Let ci τð Þ be cloud resources’ allocated proportion for ES i. The proportion
should satisfy conditions list below:0≤ ci τð Þ≤ 1, and

PN
i¼1ci τð Þ≤ 1. After that, CC’s

computation delay in processing ES i’s computation tasks should be indicated as

Fc
i τð Þ ¼ bi τð Þεc= ci τð Þf c

� �
, (9)
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where f c and εc respectively denote CC’s CPU computation speed and CPU cycles
number required to compute one bit in CC. In addition, CC’s energy consumption for
processing ES i’s computational task is represented as

eci τð Þ ¼ zc ci τð Þf c
� �3Fc

i τð Þ, (10)

where zc is effective switched capacitance of CC [14].

3.3 Accuracy model for IIoT data analysis

Tasks’ processing accuracy relies on two factors, ESs’ data preprocessing method
and IIoT devices’ data sampling rate. We hypothesize that g φkð Þ, ∀φk ∈K is the asso-
ciation between sampling rate and accuracy, and gy yð Þ,∀y∈Y is the association
between preprocessing mode and accuracy. Moreover, learning models deployed in
cloud center may have computational errors, resulting in reduced processing accu-
racy, which is denoted by hc ≤ 1 [5].

Because of sampling rate control, cloud process and preprocessing method control
are independent with each other [2]. Task processing’s accuracy for ES i is

Ai τð Þ ¼ g
XK

k¼1x
τ
i,kφk

� �
�
X

y∈Y
Iτi,ygy yð Þ

h i
hc: (11)

It is important that we can modify the model flexibly in practice to another form
depending on various demands. The analysis framework remains valid. In addition,
data-based experiments allow to obtain accuracy values regarding sampling rate and
preprocessing mode [2].

4. Problem formulation

ESs’ preprocessing mode and sensors’ sampling rate can influence the computing
accuracy, and the computing resources and bandwidth allocation of CC can influence
the efficiency of computing and transmission. Significantly, these decisions are all
closely associated. For example, if the wireless channel condition is poor or computa-
tion load of the system is large, ESs can select efficient preprocessing method and
reduce the sampling rate. Hence, the CC may increase the computing and communi-
cation resources allocation ratios correspondingly. The advantage of the operations is
to decrease the execution delay, transmission delay, and energy consumption. The
disadvantage is that it will lose some processing accuracy. It shows that a trade-off
exists in service delay, processing accuracy, and system energy consumption. For
improving IIoT system’s energy efficiency, we intend to minimize system energy
consumption, which includes ESs’ computing energy consumptions, ECs’ offloading
transmission energy consumption, and CC’s energy consumption, with guaranteed
processing accuracy and service delay. Every ES’s computation task represents an
application. We calculate time slot τ’s energy consumption as

Ei τð Þ ¼ eESi τð Þ þ etrai τð Þ þ eci τð Þ: (12)

Because of the industrial environment’s time-varying features, for minimizing
long-term dynamic energy consumption, we need to manage the IIoT edge cloud
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collaboration system. Therefore, the EC computing system’s average energy con-
sumption is selected as performance measurement, i.e., 1

T

PT
τ¼1
PN

i¼1Ei τð Þ. Then we
jointly optimize sampling rates of sensors, preprocessing method of ESs, and comput-
ing and communication resources of edge cloud, which denotes as

Ji τð Þ≜ xτi,k, I
τ
i,y, αi τð Þ, ci τð Þ

h i
,∀i∈ I , can be represented as

2P1 : min
Ji τð Þ, ∀i∈ If g

1
T

XT
τ¼1

XN
i¼1

Ei τð Þ (13)

s:t:0≤ αi τð Þ≤ 1,
XN
i¼1

αi τð Þ≤ 1, ∀i∈ I , (14)

0≤ ci τð Þ≤ 1,
XN
i¼1

ci τð Þ≤ 1, ∀i∈ I , (15)

Iτi,y ∈ 0, 1f g,
X
y∈Y

Iτi,y ¼ 1, ∀i∈ I , (16)

xτi,k ∈ 0, 1f g,
XK

k¼1
xτi,k ¼ 1, ∀i∈ I , (17)

lim
T!þ∞

1
T

XT
τ¼1

Hi τð Þ≤Hth
i ,∀i∈ I , (18)

lim
T!þ∞

1
T

XT
τ¼1

Ai τð Þ≥Ath
i ,∀i∈ I , (19)

where (14)-(17) respectively represent the constraints of bandwidth allocation, cloud
computing resource allocation, preprocessing method selection, and sampling rate.

Constraint (18) is average service delay in the long term. Constraint (19) is
processing accuracy. They are the constraints of ES i∈ I which have unique purposes,
where Hth

i and Ath
i are requirements of application related threshold. Hi τð Þ denotes the

ES i’s delay performance, so that Hi τð Þ ¼ FES
i τð Þ þ Ftra

i τð Þ þ Fc
i τð Þ, ∀i∈ I .

Remark P1 is a dynamic stochastic optimization problem and we must decide all
these decisions in the time slot. The problem’s objective is minimizing system energy
consumption in a long-term way in dynamic network. Due to two reasons, solving the
problem is challenging: (i) due to the number of previous information is extremely
large, the statistics of data arrival rates and time-varying channel conditions may be
hard to obtain in IIoT systems; and (ii) because of the quick growth of the ES and IIoT
devices’s number, traditional dynamic programming is difficult to handle its large
state space and action space, which will result in high computational complexity [11].
Lyapunov optimization [15] is used to solve long-term stochastic optimization prob-
lem, but preprocessing mode selection Iτi,y and sampling rate adaption xτi,k are discrete
binary decision variable. Further, constraints (18) and (19) are nonlinear, making P1
be a mixed integer nonlinear programming problems. To handle the problem, heuris-
tic algorithms are a low-complexity solution. However, the solution cannot guarantee
algorithm performance, so in IIoT applications, it is not recommended. To address this
issue, an online algorithm is designed to solve this question in the next section. In the
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first step, according to current network states, we use Lyapunov optimization method
to decompose the long-term optimization problem into real-time optimization sub-
problems. In the second step, based on Markov approximation technology, we devel-
oped an approximation algorithm. We consider the future impact and introduce the
continuous probability model, and obtain the asymptotic optimal solution of the
subproblem within the verified analysis range.

5. Online resource management algorithm

5.1 Lyapunov-based online method

Dealing with the long-term accuracy and delay constraints are main challenges to
solve problem P1. Therefore, we use the Lyapunov optimization method. For IIoT appli-
cations, Lyapunov optimization method constructs overdue delay queues and accuracy
deficit queues. The problem decomposition’s detailed procedure is shown as follows.

First, we define the delay overflow queues and accuracy deficit queues of IIoT
applications. For each ES i, the dynamic changes of the accuracy deficit queue are
represented below:

Qi τ þ 1ð Þ ¼ Ath
i � Ai τð Þ

� �þ þQi τð Þ: (20)

Here, if Z is a non-negative value, Z½ �þ ¼ Z. Otherwise, it is 0. Qi τð Þ indicates that
there exists a deviation between the instantaneous accuracy and ESi’s required long-
term accuracy at time slot τ.

We represent overdue delay queue’s dynamic change of ES i below:

Mi τ þ 1ð Þ ¼ Hi τð Þ �Hth
i

� �þ þMi τð Þ, (21)

where Mi τð Þ represents the i-th ES’s deviation between computation task’s service
delay and long-term required delay in time slot τ.

Then, Lyapunov function is defined according to [15] as

L Θ τð Þð Þ≜ 1
2

X
i∈ I

Qi τð Þ2 þMi τð Þ2
h i

, (22)

where Θ τð Þ≜ Qi τð Þ,Mi τð Þ½ �.
Thus, the Lyapunov drift can be represented as

Δ Θ τð Þð Þ ¼  L Θ τ þ 1ð Þð Þ � L Θ τð Þð ÞjΘ τð Þ½ �: (23)

Accordingly, we represent the Lyapunov drift-penalty function as

ΔV Θ τð Þð Þ ¼ Δ Θ τð Þð Þ þ V �  Ei τð ÞjΘ τð Þ½ �, (24)

where V ∈ 0,þ∞ð Þ is a control parameter. Next, the upper bound of ΔV Θ τð Þð Þ is
derived for any feasible solution Ji τð Þ, ∀i∈ I , which is written in Theorem 1.1.

Theorem 1.1 ΔV Q τð Þð Þ has an upper bounded for any Ji τð Þ,∀i∈ I , which can be
written as
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ΔV Θ τð Þð Þ≤Bþ 
XN
i¼1

Qi τð Þ Ath
i � Ai τð Þ

� �þMi τð Þ Hi τð Þ �Hth
i

� �jΘ τð Þ� �

þV �  Ei τð ÞjΘ τð Þ½ �,
(25)

where B is a positive constant which can adjust the tradeoff between the satisfac-
tion degree of the long-term accuracy and service delay constraints and the energy
consumption cost.

Proof:We square two sides of accuracy deficit dynamics and we have

Q2
i τ þ 1ð Þ ¼ Ath

i � Ai τð Þ
� �þh i2

þQ2
i τð Þ þ 2Qi τð Þ Ath

i � Ai τð Þ
� �þ

≤ Ath
i � Ai τð Þ

� �2 þQ2
i τð Þ þ 2Qi τð Þ Ath

i � Ai τð Þ
� �

:

(26)

We subtract Q2
i τð Þ from two sides and then multiply by 0.5. Then, for

i∈ I ¼ 1,2,3, … ,Nf g, we sum up these inequalities. So, we have

1
2

XN
i¼1

Q2
i τ þ 1ð Þ �Q2

i τð Þ� �
≤

1
2

XN
i¼1

Ath
i � Ai τð Þ

� �2 þ
XN
i¼1

Qi τð Þ Ath
i � Ai τð Þ

� �
: (27)

Similarly, for delay overflow dynamics in (15), we can make such operations

M2
i τ þ 1ð Þ ¼ Hi τð Þ �Hth

i

� �þh i2
þM2

i τð Þ þ 2Mi τð Þ Hi τð Þ �Hth
i

� �þ

≤ Hi τð Þ �Hth
i

� �2 þM2
i τð Þ þ 2Mi τð Þ Hi τð Þ �Hth

i

� �
:

(28)

We subtractM2
i τð Þ from two sides and multiply by 0.5. Then, for i∈ I , we sum up

these inequalities:

1
2

XN
i¼1

M2
i τ þ 1ð Þ �M2

i τð Þ� �
≤

1
2

XN
i¼1

Hi τð Þ �Hth
i

� �2 þ
XN
i¼1

Mi τð Þ Hi τð Þ �Hth
i

� �
: (29)

Combine (22) and (23), we can get

L Θ τ þ 1ð Þð Þ � L Θ τð Þð Þ≤ 1
2

XN
i¼1

Ath
i � Ai τð Þ

� �2 þ 1
2

XN
i¼1

Hi τð Þ �Hth
i

� �2

þQi τð Þ Ath
i � Ai τð Þ

� �þMi τð Þ Hi τð Þ �Hth
i

� �
:

(30)

Finally, V � Ei τð Þ is added to two sides of (30) and take expectation of two sides of

Θ τð Þ as the condition. Then, desired result can be obtained in (25), where B ¼
1
2

PN
i¼1 Ath

i � Ai τð Þ
� �2 þ 1

2

PN
i¼1 Hi τð Þ �Hth

i

� �2
:

The online joint preprocessing method selection, sampling rate adaption.
and resource management algorithm aims to minimize ΔV Θ τð Þð Þ‘s upper bound in
Theoerm 1.1. The service delay and processing accuracy should be maintained at
an expected level. At the same time, we can minimize the CC and ESs’ system
energy consumption. Algorithm 1 shows the details. Note that P2’s constraints and P1’s
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constraints are the same. The P2‘s objective function corresponds to the right side of
(25). In every time slot τ, we solve P2 to obtain the optimal preprocessing method
selection, sampling rate adaption, and resource management. Then, we update over-
due delay queues and accuracy deficit queues.

Algorithm 1: Online Joint Sampling Rate Adaption, Preprocessing Mode and
Resource Management Algorithm (OSPRA).

1.Initialization: At the beginning of slot τ, collect the status information of CC,
ESs, and each sensors.

2.Observe the queue set Θ τð Þ, channel gain hi τð Þ, and data arrival rate λn τð Þ of n-th
device.

3.Determine xτi,k for each sensor, Iτi,y for each ES, αi τð Þ for each edge cloud link, and
ci τð Þ for cloud computing by solving

P2 : min
Ji τð Þf g

Ui τð Þ ¼ Bþ 
XN

i¼1 Qi τð Þ Ath
i � Ai τð Þ

� �þMi τð Þ � Hi τð Þ �Hth
i

� �jΘ τð Þ� �

þV Ei τð ÞjΘ τð Þ½ �
s:t: 14ð Þ � 19ð Þ:

4.Update queue Qi τð Þ and Mi τð Þ depending on (20) and (21).

5.Return the best value of Ji τð Þ.

6.τ ¼ τ þ 1.

Sampling rate adaption xτi,k and preprocessing method selection Iτi,y are discrete
binary decision variable. Meanwhile, the CC’s bandwidth and computation resource
allocation is nonlinear. Therefore, problem P2 is mixed integer nonlinear program-
ming (MINLP) problem.

Theorem 1.2 Problem P2 is NP-hard.
Proof: Firstly, we discuss a specific problem case. In this case, we fix the CC’s

bandwidth and computation resource allocation. Therefore, sampling rate and
preprocessing method are selected discretely in problem P2. We can easily reduce the
case to a multiple knapsack problem and the problem is known as NP-hard [16].

To address this issue, network configurations are set up as a time-reversible
continuous-time Markov chain’s states. We can prove that after a finite number of
iterations, the CC’s preprocessing method selection, sampling rate adaption, and the
bandwidth and computation resource allocation can achieve stable states.

5.2 Approximately optimal solution for P2

Denote feasible solutions’s set as J, and the feasible solution of problem P2 satisfy
j∈ J. Denote the probability of adopting solution j at time slot τ as qj. Then, problem P2
can be converted into the equivalent form:
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min
q≥0

X
j∈ J

qj
X
i∈ I

Ui j, τð Þ

s:t:
X
j∈ J

qj ¼ 1,
(31)

where
P

i∈ IUi j, τð Þ is qj‘s weight. The optimal solution of problem (31)
results in minimum weight. We may transform the problem continuously by using
log-sum-exp approximation [17].

First, convex log-sum-exp function Gδ j, τð Þ is used to approximate the
optimization objective Ui j, τð Þ, which is represented below:

Gδ j, τð Þ ¼ 1
δ
log

X
j∈ J

exp δ
X
i∈ I

Ui j, τð Þ
 !" #

, (32)

and we analytically show its approximation gap in Theorem 1.3.
Theorem 1.3 The convex log-sum-exp function Gδ j, tð Þ in (32) can approximate the

optimization objective in (31) by

min
j∈ J

X
i∈ I

Ui j, τð Þ � 1
δ
log∣J∣ ≤Gδ j, τð Þ≤ min

j∈ J

X
i∈ I

Ui j, τð Þ,

where δ is a positive constant and the approximation gap is upper-bounded
by 1

δ log∣J∣.
Proof: Given the constant δ, inequality holds:

min
j∈ J

X
i∈ I

Ui j, τð Þ ≥ 1
δ
log exp δmin

j∈ J

X
i∈ I

Ui j, τð Þ
 !" #

≥ min
j∈ J

X
i∈ I

Ui j, τð Þ � 1
δ
log∣J∣:

(33)

Convex log-sum-exp function’s value precisely approximates min function’s result,
when δ approaches infinity, i.e.,

min
j∈ J

X
i∈ I

Ui j, τð Þ ¼ min
δ!∞

1
δ
log

X
j∈ J

exp δ
X
i∈ I

Ui j, τð Þ
 !" #

: (34)

What’s more, the value of the problem’s optimal solution and log-sum-exp
function Gδ j, τð Þ are equal according to Theorem 1.3, which is represented as follows:

min
q≥0

X
j∈ J

qj
X

i∈ I
Ui j, τð Þ þ 1

δ

X
j∈ J

qj log qj,

s:t:
X

j∈ J
qj ¼ 1:

(35)

Namely, we can convert problem (31) to problem (35).
By solving the KKT condition [17] of problem (35) can be represented as follows:
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X
i∈ I

Ui j, τð Þ � 1
δ
log q ∗

j þ
1
δ
þ η ¼ 0

X
j∈ J

q ∗
j ¼ 1,

η≥0,

(36)

We can obtain the probability distribution q ∗
j of optimal solution as follows:

q ∗
j ¼

exp �Pi∈ IδUi j, τð Þ� �
P

j0 ∈ J exp �
P

i∈ IδUi j0, τð Þ� � , ∀j∈ J: (37)

We can see that the different solutions’s probabilities have direct ratio with
corresponding weights Ui j, τð Þ. Every solution j∈ J is paired with a specific state, we
construct a time-reversible Markov sequential chain [18] which has a stationary dis-
tribution q ∗

j . Switching one solution to another and transitioning between two states
are equal. ES selecting new preprocessing mode and sampling rate and CC adopting
new computation and communication resource allocation decision trigger it.

Algorithm 2: Markov Approximation-Based Algorithm for P2.

1.Initialization: Initialize Ui j, τð Þ by initializing sampling rate xτi,k, preprocessing
mode Iτi,y, and resource allocation in ESs and cloud center.

2.End initialization

3.Loop:

4.Select a random solution and perform the following steps:

5.Compute all other feasible solutions for the bound Ui j, τð Þ.

6.Using the probability derived from (37), choose a feasible solution.

7.Update the feasible solution.

8.Record the optimal solution j ∗ when Ui j ∗ , τð Þ is the smallest.

9.End Loop

We must guarantee that random two states can convert if we want to build a time-
reversible Markov sequential chain. Therefore, we limit one preprocessing method
selection and sampling rate in ES and CC’s one communication and computation
resource allocation in time slot. If we make a decision of preprocessing mode Iyi τð Þ,
sampling rate xki , computation and communication resource allocation αi τð Þ, ci τð Þ,
previous solution j converts to new solution j0 of transition rate qj,j0 non-negatively. To
satisfy the time-reversibility feature, we have designed a transition rate which can
satisfy the equation which is written as follows:
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q ∗
j � qj,j0 ¼ q ∗

j0 � qj0,j, ∀j, j0 ∈ J, (38)

The feasible solution’s transition rate is represented as

qj,j0 ¼ ϑ exp � 1
2
δ U j0, τð Þ �U j, τð Þð Þ

� �
, ∀j, j0 ∈ J (39)

where ϑ is a positive constant. Transition rate qj,j0 increases if weight gap j0 � j
increases. It means that adopting a lower-weight solution has higher probability.

Algorithm 2 shows the algorithm based on Markov approximation which intends
to solve problem P2. It can be executed on network platform. It can collect large
amount of network state information to make real-time decisions. The algorithm
combines in feasible solutions randomly to update time-reversible Markov sequential
chain’s state in update iterations. If Ui j ∗ , τð Þ is minimized by a feasible solution j ∗ , it
will be recorded and the algorithm explores the following combination in solutions
until all combinations have been attempted.

6. Performance analysis

The algorithm combines Markov approximation and Lyapunov optimization and
the performance of algorithm is analyzed theoretically.

6.1 Time complexity analysis

The introduced algorithm includes two algorithms (algorithms 1 and 2) mainly. In
algorithm 1, Lyapunov optimization is used to resolve resource management,
preprocessing method selection, and sampling rate adaption in dynamic environment.
Therefore, algorithm 1 generates many feasible solutions. In solution update iteration,
algorithm 2 records the optimal solution found up to now until it explores all feasible
solutions. The Markov approximation algorithm converges with linear rate quickly,
through adjusting appropriate parameters. Therefore, we can get the asymptotic opti-
mal solution quickly. In the process of iteration, a solution is chosen by the system
randomly for updating control information. Because long-term problem is
decomposed into some instant subquestions by using Lyapunov optimization, we
focus on solving approximate solutions’ complexity. As we defined in Section III,
Sampling rate adaptation has K feasible solutions at most, and preprocessing method
has y feasible solutions at most. There are yK feasible solutions at most in set U j, τð Þ,
because both are discrete. Each ES traverses all the solutions. Denote ρ as the ESs’
average iteration number which aims to get the stationary Markov chain. Moreover,
OSPRA algorithm’s complexity of time can be represented as O Kyρð Þ.

6.2 Optimality analysis

Theorem 1.4 We set up coefficients δ and V, the optimality gap of initial problem’s
optimal solution and introduced algorithm’s approximate solution theoretically is
written as follows:

XT�1
τ¼0

 Ei τð ÞjΘ τð Þ½ �≤ p ∗ þ B=V þ log∣J∣= δVð Þ, (40)
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where p ∗ means the optimal solution theoretically.
Proof: Since executing drift-penalty algorithm can get accuracy strategies Hi τð Þ

and time delay Ai τð Þ in time slot τ, we presume that accuracy actions H ∗
i τð Þ and time

delay A ∗
i τð Þ are in the best decision.

Based on Theorem 1.1, the both sides’ expectations can be represented as

ΔV Θ τð Þð Þ ¼ Δ Θ τð Þð Þ þ V �  Ei τð ÞjΘ τð Þ½ �

≤Bþ 
XN
i¼1

Qi τð Þ Ath
i � A ∗

i τð Þ� �þMi τð Þ H ∗
i τð Þ �Hth

i

� �
Θ τð Þ� �þ V �  E ∗

i τð ÞjΘ τð Þ� �

≤Bþ V � p ∗ :

(41)

Then, by getting the summation of above derivation (41), we get

Bþ V � p ∗ð Þ � T ≥
XT�1
τ¼0

 ΔV Θ τð Þð ÞjΘ τð Þ½ �

¼  L Θ τð Þð Þ½ � þ V �
XT�1
τ¼0

 Ei τð ÞjΘ τð Þ½ � �  L Θ 0ð Þð Þ½ �:
(42)

Finally, we move  L Θ 0ð Þð Þ½ to the inequality’s left side, and divide two sides by V.
Since  L Θ 0ð Þð Þ≥0½ , we can find Theorem 1.4’s conclusion.

From Theorem 1.4, if V(the control parameter) is sufficiently large, the
algorithm can obtain the approximate solution which reaches the optimal solution
p ∗ infinitely.

7. Simulation results

We carry on simulations to evaluate the proposed online algorithm’s performance
on joint preprocessing method selection, sampling rate adaption, and resource man-
agement in IIoT systems with the support of edge-cloud collaboration. Particularly,
we show the performance of energy consumption, service delay, and processing
accuracy, respectively.

7.1 Simulation setup

We setup an IIoT system with edge-cloud collaboration which has a remote CC and
multiple distributed ESs on site. For example, in bearing vibration fault monitoring
applications, each ES connects to 10 IIoT devices and is used to collect mechanical
equipments’s data of bearing vibration. Then, by one of the three preprocessing methods,
the raw data can be preprocessed (which are WT [19], BiNOSP [20], CLPM [10]) and
are offloaded to CC for further data analysis. We define that there are three candidate
sampling rates for IIoT devices, which are initial sampling rates 33, 66, and 100%, and set
the initial sampling rate φK=18 kHz [5]. Referring to [5], 0.59, 0.73, and 0.884 are
respectively the three sampling rates’ corresponding processing accuracies (Table 2).

Besides, we simulate the following benchmarks for comparison, aiming to show
the advantage of the OSPRA algorithm.
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• Accuracy-Guaranteed Resource Management Algorithm (AGRMA): It does
not preprocess data at edge servers and simply solves the joint sampling rate
adaption, computing and communication resource allocation at the cloud. A deep
reinforcement learning (DRL) method is used to address the random data arrival
pattern and dynamic channel variation for guaranteeing long-term service
accuracies [5].

• Lagrangian-Based Offloading Scheduling Algorithm (LOSPA): It applies the
Lagrangian dual decomposition method in a definitive way to solve a resource

Parameter Value Parameter Value

λτi,n [0.5, 1] data/s N 10

φK 18 kHz Ath
i

0.8

hc 0.9 f yi 1.2, 1.7, 2.2G cycles/s

W [5, 25] MHz gy yð Þ 1.3, 1.5, 1.7

f c 2.8 G cycles/s PES
i 500 mW

my [0.7, 0.95] βi, εc 550, 1200 cycles/bit

zESi , zc 10�7, 10�27 N0 �174 dBm/Hz

Table 2.
Simulation parameters.

Figure 2.
Introduced algorithm’s accuracy performance.
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management problem and optimal offloading decision for an edge-cloud
collaboration framework. However, it ignores the network uncertainties [21].

7.2 Performance evaluation

Here, we consider the computation tasks’ average processing accuracy in ESs over
a long run, and illustrate the algorithm’s convergence performance in Figure 2. This
figure shows that the initial average accuracy maintains in a high level, as the initial
accuracy value is initially defined as zero. Furthermore, since the obtainable commu-
nication and computation resources are sufficient at the beginning, this algorithm
tends to increase the average accuracy to the target value very rapidly. Moreover,
despite the fluctuations, the computation tasks’ average accuracy converges to the
target value quickly after some time slots. Therefore, it can be concluded that the
algorithm’s stability is verified by the simulation.

Considering that the arrival rate of the end terminal’s data traffic is an uncontrolled
environmental variable while it directly affects each computation task’s size, the
impact of various data arrival rate on the final data processing accuracy can signifi-
cantly affect the adaptability of OSPRA in such complicated and noisy environments.
Figure 3 demonstrates the box-plot distribution of the data processing accuracy under
different rates of data arrivals. By increasing this rate, the distribution range of the
accuracy only fluctuates very slightly. In particular, it shows that the maximum
probability of error is smaller than 0.7. Moreover, the average value of the processing

Figure 3.
Introduced algorithm’s accuracy performance in terms of data arrival rates.
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accuracy can be well controlled within a restricted range between 0.8 and 0.802,
which indicates a good robustness of the proposed OSPRA to the instantaneous
variations of the task size.

The average energy consumption of the proposed algorithm with various accuracy
requirements is shown in Figure 4. It can be observed that if the accuracy require-
ment improves, the system has to in turn increase the sampling rate or choose a
superior denoising performance in edge preprocessing method. As a result, the aver-
age energy consumption increases. LOSPA algorithm overlooks network uncer-
tainties, so that the average energy consumption reduces smoothly. Changing
processing accuracy does not have decisive performance impact. Oppositely, the
average energy consumption increases for both OSPRA and AGRMA algorithms.
However, in terms of minimizing the energy consumption, the proposed OSPRA
obviously performs better. The reason is that AGRMA does not choose to preprocess
at ESs, so that the sampling rate must increase when accuracy requirements increase.
Oppositely, OSPRA can reach a trade-off between the preprocessing method selection
and sampling rate, and therefore it can decrease the energy consumption and satisfy
the accuracy requirements concurrently.

Figure 5 evaluates the energy consumption of the overall system with the increase
of the Lyapunov control parameter V for different algorithms. When V ≤ 50, the
average energy consumption rapidly reduces as V increases. When V ≥ 100, the aver-
age energy consumption prefers to be stable, because computing resources and chan-
nel capacity have an upper limit. The asymptotic optimality of the proposed algorithm
can be seen as there exists a bounded deviation between the proposed algorithm’s

Figure 4.
Introduced algorithm’s average energy consumption in terms of different accuracy requirements.
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average energy consumption and the optimal one, which numerically verifies Theo-
rems 1.1 and 1.3. Besides, in this figure, we can find that the proposed OSPRA can
control parameter V for adjusting the energy consumption weights of different users.
That is to say, it guides us to select the parameter V according to various application
requirements. It is worth noting that although we also draw the other two benchmark
schemes’ performances for comparison, both of them are independent of the control
parameter V.

8. Conclusion

In this chapter, we have investigated a joint optimization problem of preprocessing
method selection, sampling rate adaptation, and computing and communication
resource allocation for IIoT systems with edge-cloud collaboration. With the objective
of minimizing the energy consumption of the whole system while guaranteeing all
applications’ long-term service delay and data processing accuracy, a novel algorithm,
called OSPRA, has been proposed. It has been proved that this proposed algorithm can
solve the formulated problem in a dynamic way under network uncertainties. In
addition, the feasibility and superiority of OSPRA have also been verified by extensive
theoretical analysis and simulations.

Figure 5.
Average energy with different parameter V.
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