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Preface to ”Aging and Age-Related Disorders”

Aging of unicellular and multicellular eukaryotic organisms is a convoluted biological

phenomenon, which is manifested as an age-related functional decline caused by progressive

dysregulation of certain cellular and organismal processes. Many chronic diseases are associated with

human aging. These aging-associated diseases include cardiovascular diseases, chronic obstructive

pulmonary disease, chronic kidney disease, diabetes, osteoarthritis, osteoporosis, sarcopenia, stroke,

neurodegenerative diseases (including Parkinson’s, Alzheimer’s, and Huntington’s diseases), and

many forms of cancer. Studies in yeast, roundworms, fruit flies, fishes, mice, primates, and humans

have provided evidence that the major aspects and basic mechanisms of aging and aging-associated

pathology are conserved across phyla. The focus of this International Journal of Molecular Sciences

Special Issue is on molecular and cellular mechanisms, diagnostics, and therapies and diseases

of aging. Fifteen original research and review articles in this Special Issue provide important

insights into how various genetic, dietary, and pharmacological interventions can affect certain

longevity-defining cellular and organismal processes to delay aging and postpone the onset of

age-related pathologies in evolutionarily diverse organisms. These articles outline the most important

unanswered questions and directions for future research in the vibrant and rapidly evolving fields of

mechanisms of biological aging, aging-associated diseases, and aging-delaying therapies.

Vladimir Titorenko

Topical Collection Editor
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Abstract: Changes in articular cartilage during the aging process are a stage of natural changes in the
human body. Old age is the major risk factor for osteoarthritis but the disease does not have to be
an inevitable consequence of aging. Chondrocytes are particularly prone to developing age-related
changes. Changes in articular cartilage that take place in the course of aging include the acquisition
of the senescence-associated secretory phenotype by chondrocytes, a decrease in the sensitivity
of chondrocytes to growth factors, a destructive effect of chronic production of reactive oxygen
species and the accumulation of the glycation end products. All of these factors affect the mechanical
properties of articular cartilage. A better understanding of the underlying mechanisms in the process
of articular cartilage aging may help to create new therapies aimed at slowing or inhibiting age-related
modifications of articular cartilage. This paper presents the causes and consequences of cellular aging
of chondrocytes and the biological therapeutic outlook for the regeneration of age-related changes of
articular cartilage.

Keywords: aging; articular cartilage; cell manipulation; stem cells

1. Introduction

The motor system is the basis for the motion of the human body and the processes that take place
in it during aging result not only in limiting the self-sufficiency in performing everyday activities,
changes in attitude and gait and increased risk of falling but they also affect the function of internal
organs and the quality of life [1].

Attempts to elucidate the causes of age-related changes in articular cartilage and the development
of osteoarthritis (OA) include several theories, including the wear and tear theory [2]. Causes of
OA development are also sought in processes related to cellular aging, such as the acquisition
of the so-called senescence-associated secretory phenotype (SASP), which derives from a change
of gene expression in old cells [3], the weakening of the chondrocyte response to growth factors,
including the insulin-like growth factor-1 (IGF-1) and transforming growth factor-β (TGF-β) [4],
mitochondria function disorders and the effect of oxidative stress [5] as well as the accumulation
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of advanced glycation end products (AGEs) [6]. Therefore, the destruction of articular cartilage
which progresses with age is not only a result of mechanical overload caused by obesity, posture,
gait disorders or trauma. Depletion of cartilage that penetrates into the sub-cartilage bone is a gate to
non-differentiated mesenchymal cells which—depending on numerous local factors—can differentiate
towards osteoblasts which produce bone tissue, towards fibroblasts which contribute to the formation
of fibrous connective tissue or towards chondroblasts, which can produce fibrous or hyaline-like
cartilage [7]. Unfortunately, physiological regenerative capability of articular cartilage is highly
limited and, in cases of significant damage, only external therapeutic intervention can improve the
local condition.

2. Cellular Senescence

Cellular senescence affects all cells. After the number of divisions (ca. 30–60) determined by the
replication limit (Hayflick’s limit) in an in vitro culture, cells lose their replication potential and stop
dividing while continuing to age but they do not die at once and can remain metabolically active for
a long time [8]. The aging of cells and organs is probably caused by the accumulation of old cells,
which—because of changed metabolism and secreted proteins—create their own microenvironment,
affecting their own activity and adjacent cells. The low-grade inflammation which develops as a result
of these processes accompanies a majority of old-age diseases [9]. Cellular senescence not only reflects
the aging of the body but it also plays a significant role in tissue regeneration in young individuals and
probably reduces the risk of neoplasm formation by inhibiting mitotic divisions of cells with damaged
genetic material [10]. Unlike in apoptotic cells, the activity of senescence associated β-galactosidase
(SA-β-gal) increases in the aging process [11]. As a result of DNA damage, aging cells acquire a specific
secretory phenotype which leads to their elimination by immune system phages, while at the same
time contributing to the development of age-related diseases. The essence of SASP lies in secretion to
the environment of a range of cytokines (interleukin: IL-1, -6, -7, -13, -15), inflammatory chemokines
(CCL2/MCP-1, CCL8/MCP-2, CCL26, CXCL8/IL-8, CXCL12/SDF-1), growth factors (amphiregulins,
EGF, hFGF, HGF, heregulins, KGF, NGF, VEGF), metalloproteinases (MMP) -1, -3, -10, -12, -13, -14,
other proteases and their modulators (TIMP-2, PAI-1,PAI-2, t-PA, u-PA) [12].

Two types of cellular senescence are distinguished: replicative and accelerated [13]. Replicative
senescence is associated with exhaustion of the division limit. This is caused by shortening of telomeres,
whose function is to protect the ends of chromosomes from joining and preserving the genome
integrity. Human telomeres consist of thousands of repetitions of motifs made up of six pairs of
bases TTAGGG and they constitute a specific counter of cell divisions. The telomere structure is
supported by shelterins—proteins that ensure maintenance of their specific structure. Telomeres are
multiplied with a specific reverse transcriptase (RT)—telomerase in a complex process, coordinated
by genomic replication. Human telomerase is made up of two main subunits—the telomerase RNA
template (hTERC) and the catalytic enzyme telomerase reverse transcriptase (hTERT), which are
responsible for replication of base pairs in a specific sequence and for the length of telomeres,
respectively [14]. Activity of telomerases in regular human tissues is not sufficient to keep the
telomere length constant, which results in telomeres becoming shorter with each cellular division [15].
When telomeres are shortened down to half of their original length on five chromosomes, phenotypic
cell senescence occurs [16]. Stress-induced premature senescence (SIPS), associated with DNA damage,
is another type of cellular senescence that takes place regardless of physiological telomere shortening.
Accelerated senescence can be triggered by oxidative stress, oncogenes, UV radiation or a chronic
inflammation [17]. This process is faster than replicative senescence and it does not result directly
from exhausting the division potential. The causes of each of these types of senescence is different
but they are associated with activation of the same path of response to DNA damage. Such a
signal in replicative senescence is generated by shortened telomeres or ones without shelterins.
A similar response in accelerated senescence is triggered by a rupture of a double strand of DNA
in telomere sections which are inaccessible to the repair systems due to their specific structure and
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protective proteins [17]. A response to DNA damage is controlled, inter alia, with protein p53,
which is an inhibitor of cyclin-dependent kinases, which is responsible for inhibiting cellular divisions
and hypophosphorylated Rb (retinoblastoma protein), which is responsible for recruiting enzymes
associated with epigenetic chromatin modification [18].

3. Senescence-Related Changes of Articular Cartilage

Homeostasis of cartilage depends on the regularity of function of mature chondrocytes and
progenitor cells. With age, the matrix of articular cartilage also undergoes molecular, structural
and mechanical changes, there are some changes in the composition and structure of proteoglycans,
collagen cross-linking increases and the elongation strength of cartilage decreases. The balance between
anabolic activity of chondrocytes and destructive processes is disturbed. Articular cartilage thins
slowly as the matrix reduces, cartilage hydration decreases and the chondrocyte count decreases
(Figure 1). An age-related decrease in the number of chondrocytes in articular cartilage has been
observed in people without clinical symptoms of arthritis, although more pronounced chondrocyte
loss is present in patients with OA [19]. The number of chondrocytes in the hip joint cartilage in people
aged 30–70 years was reduced by ca. 40% [20]; similar differences have been observed in animal
studies [21]. However, in a study of human knee joint cartilage, no significant changes in the number
of chondrocytes were observed [22]. The frequency of chondrocyte divisions observed in articular
cartilage in adults is low, which—with a very small number of local progenitor cells—may suggest
that chondrocytes in elderly people are the same cells as many years earlier but are considerably
changed. It also appears that the number of apoptotic cells in human articular cartilage does not
increase significantly with progressing age [22].

Figure 1. The age-related changes in cartilage.

Senescence of chondrocytes is accompanied by aging-related changes in extracellular cartilage
matrix (ECM). The unique properties of extracellular matrix of cartilage have their source in collagenic
and non-collagenic glycoproteins, proteoglycans and hyaluronic acid. ECM in articular cartilage plays
a crucial role in regulating chondrocyte functions via cell-matrix interaction, organized cytoskeleton
and integrin-mediated signalling [23]. A reduction in cartilage volume can be caused by a reduction of
water content dependent largely on the content of aggrecan, which is the principal proteoglycan in an
articular cartilage matrix. Sulphated, negatively-charged glycosaminoglycans (GAG), which make
up aggrecan, are characterised by high hydrophilicity and are responsible for cartilage elasticity.
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There have been reports describing age-related changes of size, structure and degree of sulphation of
aggrecan which resulted in a decrease in hydration and elasticity of cartilage [24].

3.1. Telomere Shortening

Like in cells of other tissues, telomeres have been found to be significantly shortened in
chondrocytes of articular cartilage which have passed through a larger number of cellular divisions [25];
larger numbers of shortened telomeres have also been reported in chromosomes of chondrocytes in
elderly people [25]. Age-dependent shortening of telomeres has been observed recently in a study
conducted with people with no symptoms of arthritis and in a group of OA patients [26]. The activity
of telomerase is higher in chondrocytes in young individuals, which enables repair procedures in
young chondrocytes; this activity is reduced considerably after puberty [27]. Attempts have been
made to explain the importance of telomeres shortening for senescence of chondrocytes and their
precursors—mesenchymal stem cells (MSCs). The length of telomeres varies depending on the donor’s
age. Embryonic or foetal cells have longer telomeres, telomerase activity in them is higher and they
senesce later than cells collected from adult individuals [28]. The length of telomeres in chondrocytes
has been reported as 9 to 11 kbp in donors over 55 years old and below 12 kbp in donors under 22 years
old [3]. Guillot et al. report that telomeres in foetal stem cells were significantly longer (10 to 11 kbp)
than in MSCs obtained from the bone marrow of adult individuals (under 7 kbp) [28], whereas Mareschi
et al. found the length of telomeres in MSCs of young donors to be approx. 10 kbp [29]. In these in vitro
studies, the telomere length in bone marrow MSCs decreased by 1.5–2 kbp per passage. Telomere
length in bone marrow MSCs decreased by 17 bp a year, as found in an in vivo study [30]. Interesting
findings were presented in a paper by Parsch et al. where telomeres in bone marrow MSC remained
shorter than in chondrocytes even after they were chondrogenically differentiated and their shortening
was inhibited at a length of approx. 10 kbp [31]. Apart from the length reduction caused by replicative
senescence, telomeres shortening is caused by oxidative stress and destruction of DNA strands [32].
Telomeres in chondrocytes and in MSCs have been found to shorten considerably in cell culture
subjected both to sublethal oxidative stress and to prolonged low-level stress [33,34]. A relationship
has been described between a considerable shortening of telomeres in chondrocytes and intensified
senescence of chondrocytes and the severity of OA [35], although no differences have been observed
in another study in the length of telomeres in regular chondrocytes and in those collected from OA
lesions [36]. The reason for the large differences between these studies may be the use of different
telomere length estimation methods.

3.2. Oxidative Stress

Chondrocytes and MSCs are known to be exposed naturally to under-physiological oxygen
concentrations. Reactive oxygen species (ROS) induce telomere shortening stimulated by DNA
damage [37,38]. The amount of ROS in chondrocytes increases with age, excessive mechanical load
and activity of inflammatory cytokines [39]. The addition of ROS to a chondrocyte culture resulted in
developing aging-related phenotypic traits in chondrocytes [39]. The amount of proteins (which are
shelterins) associated with telomerase TRF1, TRF2 (telomeric repeat binding factor 1, 2) increases
considerably in chondrocytes under oxidative stress during early cell division. These proteins are
responsible for the formation and maintaining the structure of telomeres, protein XRCC5 (X-ray repair
complementing defective repair in Chinese hamster cells 5) participating in the repair of two-strand
DNA and sirtulin 1 (SIRT1), which suppresses protein p53 and prevents inhibition of cell divisions.
Secretion of these shelterins is much weaker in later divisions [37]. This study suggests a protective
effect of proteins TRF1, TRF2, XRCC5 and SIRT1 on young chondrocytes against shortening of
telomeres associated with damage to DNA strands under oxidative stress, whereas in chondrocytes
which divide later, a decrease in the activity of these regulatory proteins results in decreased tolerance
to ROS and in the accumulation of damaged DNA, which may induce aging-related processes.
ROS appear to induce acceleration of chondrocyte senescence by intensifying expression of p53 and
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p21 and by activation of p38 MAPK (mitogen-activated protein kinase) and phosphatidylinositol
3-kinase/Akt (PI3K/Akt) signalling pathways [40]. Chondrocytes in areas of cartilage affected
by OA have been found to contain an increased amount of nitrotyrosine—an oxidative damage
marker—which was proportionate to intensification of histological changes [41]. Oxidative stress
affecting chondrocytes participates in inducing apoptosis, decreases the cells sensitivity to growth
factors, leads to mitochondria dysfunction, telomere-related genomic instability and loss of cartilage
matrix [42–45]. ROS also contribute to senescence of MSCs, which are precursors of chondrocytes.
The presence of antioxidants (such as N-acetylcysteine (NAC) and ascorbic acid) in cell cultures,
increased the proliferative activity of MSCs [44,46] and the proliferative and differentiating capability
of MSCs in low oxygen concentration (3–5%) was higher than in physiological concentrations
(20%) [47,48].

With age, excessive formation of ROS takes place and the oxidative-antioxidative equilibrium
is disturbed in cartilage matrix. In reaction with the core protein of proteoglycans, reactive oxygen
species modify amino acid residues and cause ruptures of the polypeptide chain of the core protein
and formation of proteoglycan fragmentation products in the form of glycosaminoglycan chains bound
to core protein residues and free glycosaminoglycans [49].

3.3. Inflammatory Cytokines

Epidemiological studies indicate a relationship between a low-level systemic inflammation
and an increase in a concentration of inflammatory cytokines, including C-reactive protein (CRP),
IL-6 and TNF-α and the development of OA [50,51]. Inflammatory cytokines can be generated
locally in chondrocytes, synovial membrane cells and infrapatellar fat pad-derived cells [50].
Articular cartilage aging may result from the acquisition of a specific secretory phenotype by
chondrocytes, whose characteristic features include an increase in the production and secretion
of interleukins, matrix metalloproteinases and growth factors, including epidermal growth factor
(EGF) [38,52]. SASP-inducing factors include granulocyte macrophage colony stimulating factor
(GM-CSF), growth regulated oncogene-α, -β, -γ (GRO-α, -β, -γ), IL-1α, IL-6, IL-7, IL-8, monocyte
chemoatractant protein (MCP)-1, -2, IGF-1, macrophage inflammatory protein-1α (MIP-1α) as well
as MMP-1, MMP-10 and MMP-13 [50]. Literature reports have described increased expression of
metalloproteinases MMP-1 and MMP-13 in aging cartilage [53] and the accumulation of neoepitopes
of collagens formed as a result of denaturation and fragmentation of collagen [54]. Other studies have
found the capability for production and secretion of IL-1 [55] and IL-7 [56] by isolated chondrocytes
to significantly increase with the donor’s age and an increase in IL-7 secretion to be associated
with increased production of MMP-13 [56]. Moreover, the inflammation process induced by the
administration of IL-1β was associated with an increase in the expression of p16INK4a, resulting in
increased production of MMP-1 and MMP-13 [52].

The total amount of all proteoglycans in cartilage decreases with age. Age-related modifications of
proteoglycans in cartilage matrix are related to synthesis disorders and enzymatic and non-enzymatic
degradation. Degradation of proteoglycan macromolecules which intensifies with age is accompanied
by overexpression of MMP, including MMP-1, MMP-8, MMP-13 with a concomitant decrease
in their tissue inhibitors (TIMP) [57]. The activity of disintegrin and metalloproteinase with
thrombospondin motifs (ADAMTS), including aggrecanases ADAMTS-4 and ADAMTS-5, which
participate in the digestion of core proteins of aggrecans, increases with age [58]. Apart from a
direct effect degrading the extracellular matrix of cartilage, these enzymes stimulate the secretion of
inflammatory cytokines, e.g.,: IL-1, IL-6 and the tumour necrosis factor-α (TNF-α) [38]. IL-1, IL-6 and
TNF-α induce chondrocytes to synthesise increased amounts of matrix metalloproteinases, at the same
time inhibiting the production of natural inhibitors of these endopeptidases [58]. Additionally, IL-1 and
TNF-α stimulate the production of insulin-like growth factor-binding protein-1 (IGFBP-1). IGFBP-1
binds IGF-1, thereby decreasing its binding capability with an appropriate receptor on chondrocytes,
which leads to a decreased response of mature chondrocytes to IGF-1 [59]. An effect of IL-1 and TNF-α
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results in an increase in the activity of inducible nitric oxide synthase (iNOS), and—secondarily—in an
increase in secretion to the matrix of catabolic metalloproteinases and prostaglandins [58].

3.4. Altered Responsiveness to Growth Factors

With time, the anabolic activity of chondrocytes in cartilage decreases and the chondrocyte
metabolic equilibrium shifts towards catabolic mechanisms.

Chondrocyte response to IGF-1 decreases with age [4]. Similar disturbances also occur in isolated
chondrocytes from cartilage with symptoms of OA [60]. IGF-1 stimulates the proliferation of cartilage
cells, supports the synthesis of cartilage matrix cells and inhibits chondrocytes apoptosis through
phosphoinositide 3-kinase (PI3K) and extracellular signal-regulated kinase (ERK) [61]. IGF-1 increases
the synthesis of proteoglycans of cartilage matrix under in vitro conditions by activating the kinases
PI3K/Akt/mTOR/p70S6 pathway [62]. Through PI3K, IGF-1 stimulates MSCs to chondrogenic
differentiation [62].

Expression and amount in cartilage of osteogenic protein OP-1 (BMP-7), which is a member of
the bone morphogenetic proteins superfamily, decreases with age. The addition of anabolic protein
OP-1 to a culture of chondrocytes collected from mature individuals does not affect the activity of
telomerase, whereas an addition of inflammatory cytokine IL-1α inhibits its activity [27].

The concentration of TGF-β2 and TGF-β3 (but not TGF-β1) in cartilage also decreases in an
age-related manner, like the number of TGF-β receptors [21]. TGF-β is secreted by cells as a latent
form (latent TGF-β, L-TGF-β). An active form is generated after dissociation of the non-covalently
bonded latency-associated peptide (LAP). LAP dissociation is effected by the plasminogen/plasmin
proteolytic system [63], thrombospondin-1 (TSP-1) [64], metalloproteases [65] as well as by mechanical
stress [66]. After TGF-β binds to the II type receptor, an activin receptor-like kinase 5 (ALK5) recruiting
complex is formed, which is a TGF-β type I receptor. Such a compound induces phosphorylation of
serine and threonine residues of type I receptor by type II receptor. The primed receptor transmits
the signal directly to cytoplasm, where R–SMAD proteins are phosphorylated and translocated to the
cell nucleus [67]. TGF-β signal transmission can be mediated by an alternative ALK1 type I receptor,
resulting in the final cellular differentiation and hypertrophy [68]. Binding of TGF-β to the ALK5
receptor leads to phosphorylation of proteins: SMAD2 and SMAD3, whereas binding of TGF-β to
the ALK1 results in phosphorylation of SMAD1, SMAD5 and SMAD8. Activation of SMAD2/3 and
SMAD1/5/8 pathways differs by the response. Signal transduction by SMAD2/3 is associated with a
protective effect and by SMAD1/5/8—with terminal differentiation and hypertrophy [69]. Activation
of signal pathways is necessary for in vitro development of MSCs population. Inhibition of TGF-β
pathways in rat and human cultures prevented their differentiation [70]. TGF-β in MSCs cultures
can be a factor used in the induction of chondrogenesis [71]; on the other hand, TGF-β can accelerate
processes of cellular senescence by increasing the activity of senescence-associated-galactosidase
(SA-Gal) and the production of mitochondrial reactive oxygen species (mROS) [72]. Philipot et al.
found that—during chondrogenic differentiation of BM-MSCs caused by TGF-β3—expression of
p16INK4a accompanying the production of type IIB collagen and MMP13 took place, which was a sign
of terminal cell differentiation [52].

3.5. Advanced Glycation End-Products

Modifications of proteoglycans of articular cartilage taking place with time are caused by the
catabolic effect of enzymes and oxidative stress but also by accumulation of products of late glycation
in cartilage (advanced glycation end-products, AGEs). The production of AGEs takes place as a
result of spontaneous, non-enzymatic glycation of proteins which, in turn, is a result of reaction of
reducing sugars, including sucrose, fructose and ribose with lysine and arginine residues. Due to its
relatively slow metabolism, cartilage is particularly predisposed to form AGEs. The half-life of type II
collagen, which is the most widespread protein of extracellular cartilage matrix, has been estimated to
exceed 100 years [73]. Although products of late glycation decrease the sensitivity of proteoglycans
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to proteolytic effect of metalloproteinases, the total pool of proteoglycans in cartilage is decreased
proportionally to the amount of AGEs [74]. The effect of AGEs on processes that take place in aging
cartilage has not been fully elucidated. The appropriate receptors (receptor for advanced glycation
end products, RAGE) on the chondrocyte cell membrane are probably responsible for inhibition of
synthesis and secretion of proteoglycans to cartilage extracellular matrix and for inducing the synthesis
of matrix metalloproteinases (MMP-1, MMP-3, MMP-13) and prostaglandine E2 [57].

3.6. Autophagy

Autophagy has gained interest in the past decade due to its role in regulation of the aging process.
Autophagy is a naturally occurring catabolic process that removes unnecessary of dysfunctional
cellular components in cytoplasm as aggregated proteins and redundant or damaged organelles [75].
Little is known about the role of autophagy in articular cartilage. In articular cartilage, which has a
very low rate of cell turnover, autophagy appears to be protective process for maintaining cartilage
homeostasis. Autophagy regulates maturation and promotes survival of terminally differentiated
chondrocytes under stress and hypoxia conditions [76]. Transiently increased autophagy is a
compensatory response to cellular stress. During the early degenerative phase, autophagy is increased
in cartilage, with increased accumulation of autophagic proteins, such as ULK-1, LC3 and Beclin-1
messenger RNA in chondrocytes [77]. Reduced expression of ULK1, Beclin-1 and LC3 protein was
observed in aging joints in humans and mice [78]. The reduction in these major autophagy regulators
was accompanied by increased chondrocyte apoptosis [77,78]. Many studies identified correlations
between autophagy and the mTOR signalling pathway. The cartilage-specific deletion of mTOR
upregulates autophagy and results in increased autophagy signalling and a significant protection from
the articular cartilage degradation, apoptosis and synovial fibrosis [79]. The intra-articular injection of
rapamycin- an mTOR inhibitor [80], or intra-articular administration of gelatin hydrogels incorporating
rapamycin-micelles [81], inhibited mTOR expression suppressed the development of the articular
cartilage degeneration. Additionally, REDD1- an endogenous inhibitor of mTOR that regulates cellular
stress responses is highly expressed in normal human articular cartilage and reduced with age [82].
Chondrocytes are adapted to hypoxic conditions. Two main HIF hypoxia-inducible factors isoforms
(HIF-1α and HIF-2α) mediate the response of chondrocytes to hypoxia. HIF-1α supports metabolic
adaptation to a hypoxic environment and by suppression of mTOR causes increased autophagy [83].
In contrast, HIF-2α has been shown to be a suppressor of autophagy under hypoxic conditions
in vitro [84].

4. Possible Anti-Aging Strategies

Old age and, obviously, the aging of tissues and organs pose a challenge to contemporary medicine.
Neither the treatment of pain as the main symptom of changes related to aging of the motor system,
nor burdensome surgeries are fully satisfying to patients; hence, the need for alternative methods for
slowing down the aging process and supporting regeneration of articular cartilage.

4.1. Cell Manipulation

4.1.1. Telomerase Activators

Several studies have been conducted to assess the effect of an increase in the hTERT activity on
the lifespan of MSCs. Increased expression of hTERT by transduction in MSCs resulted in extended
in vitro cell replication capability and in maintaining the potential for in vitro adipo-, chondro- and
in vivo osteogenic differentiation [85,86]. Neither a tendency for neoplasm formation nor changes in
the MSCs caryotype were observed in these studies. Recently, several telomerase-inducing factors have
been discovered and described [87–89]. Astragaloside (AST) and its active metabolite cysloastragenole
(CAG) activated telomerase and slowed down the aging process in human embryonic kidney HEK293
fibroblasts [90]. Cynomorium songaricum polysaccharide increased telomerase activity and led to
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elongation of telomeres in murine cells [91]. Tichon et al. found chemical telomerase activators:
AGS-499 and AGS-500 to induce expression of TERT in MSCs, to increase the length of telomeres and
to stimulate cell resistance to apoptosis induced by oxidative stress. No chromosomal aberrations or
MSCs differentiation disorders were observed [92]. Telomerase differentiation in vitro was increased
by curcuminoid derivatives with the core and at least one n-pentylpyridine side chain [93]. An extract
of Astragalus membranaceus root (TA-65) used in another study extended the proliferative activity
of T cells [94] and it significantly decreased the amount of extremely short telomeres in a study of
mice [95].

4.1.2. Antioxidants and Hypoxia

Several antioxidants have been described with a protective effect on chondrocytes and MSC
against cellular senescence and oxidative stress-induced apoptosis. NAC inhibited apoptosis in
chondrocytes [40] and MSCs [44] subjected to oxidative stress. In the study by Liu et al., stimulation
of chondrocytes with IL-1β caused a significant up-regulation of TLR4 and its downstream targets
MyD88 and TRAF6 resulting in NF-κB activation associated with the synthesis of IL-1β and TNFα.
These IL-1β-induced inflammatory responses were all effectively reversed by resveratrol- a polyphenol
of plant origin. Furthermore, activation of NF-κB in chondrocytes treated with TLR4 siRNA
was significantly attenuated but not abolished and exposure to resveratrol further reduced NF-κB
translocation [96]. In another study, following resveratrol injection, the expression of collagen type II
was retained but the expression of inducible nitric oxide synthase and matrix metalloproteinase-13
was reduced in OA cartilage. Moreover, the administration of resveratrol significantly induced the
activation of SIRT1 expression in mouse OA cartilage and in IL-1β-treated human chondrocytes [97].
The effectiveness of antioxidants in preventing damage to chondrocytes seems to increase when
biomaterial scaffolds are used [98]. A cell-free collagen/resveratrol (Col/Res) complex in the form
of hydrogel significantly reduced the activity of IL-1β, MMP-13 and COX-2 in an animal OA model;
additionally, it improved the condition of articular cartilage after only 12 weeks [99]. The physiological
oxygen concentration was found to weaken the growth of human chondrocytes and MSCs in a culture
and an increase in antioxidant production as a response to these oxygen concentrations resulted in
cell destruction [100,101]. Hypoxia in culturing regular human chondrocytes enabled maintaining
the chondrogenic cell potential [102] but this was not observed in a study with osteoarthritic human
chondrocytes [103]. In the study by Choi et al. chondrogenic differentiation of ASCs was found to be
increased under hypoxia as evidenced by the greater amount of proteoglycan formation and increased
chondrogenic genes expression, ACAN, COL2 and SOX9 [104]. It appears that human MSCs acquire
aging-related traits in cultures under hypoxic conditions later than under normoxic ones. Additionally,
the frequency of MSC divisions increases at low oxygen concentrations with the intact genotype
maintained [105]. An increase in the chondrogenic potential of MSCs caused by hypoxia has been
reported [104,106], although—as with chondrocytes—the direction of MSCs differentiation depends
on the oxygen concentration but also on other factors, such as the substrate used [107,108].

4.1.3. Mechanical Load

Mechanical load stimulates the metabolic activity of chondrocytes, which is responsible for
keeping the metabolic balance of matrix proteins [109] and participates in processes which regulate
MSCs differentiation towards chondrogenesis [110]. Dynamic compressive loading is the most common
system of mechanical stimulation of MSC-dependent cartilage regeneration used in mechanobiological
studies. The process of mechano-transduction is, at least partly, mediated by the TGF-β signalling
pathway [111–113]. Synthesis of matrix proteins by MSCs stimulated by multiaxial pressure is more
effective than with monoaxial stimulation [114]. Multidirectional forces support the production of
type II collagen, aggrecan and GAG, with or without the participation of external growth factors,
including TGF-β [113]; intensification of the production and activity of endogenous TGF-β caused
by mechanical load has been reported [111]. In a human MSCs culture, dynamic compressive
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loading significantly inhibited the expression of hypertrophy markers, such as type X collagen
X, MMP-13 and alkaline phosphatase (ALP) [114]. In another study, mechanical inhibition of
chondrocyte hypertrophy was mediated by TGF-β/SMAD and integrin β1/focal adhesion kinase
(FAK)/extracellular-signal-regulated kinase (ERK) pathways [115]. These findings suggest that
applying a mechanical load to a joint following the implantation of cartilage obtained by bioengineering
or applying a load to cellular structures before intra-articular implantation can support cartilage
maturation and inhibit its hypertrophy, giving better results than immobilisation of the joint, which can
have significant application in clinical practice.

4.2. Cell-Based Therapy

Attempts have been made for a long time to surgically stimulate local regeneration of weakened
articular cartilage in such procedures as abrasion arthroplasty, drilling and microfracture. Alternatively,
there are therapies based on autologous chondrocyte implantation (ACI), autologous matrix-induced
chondrogenesis (AMIC) and intra-articular injection of mesenchymal stem cells [116–119].

4.2.1. Autologous Chondrocyte Implantation

ACI is an example of the application of tissue engineering in the treatment of small- and
medium-size cartilage loss. This technique includes a surgical biopsy of cartilage from an affected
joint, isolation of chondrocytes with collagenase and creation of a monolayer culture, which requires
a series of cellular passages to achieve sufficient propagation of chondrocytes. At the next stage,
cells acquired in vitro are implanted at the site of a loss and immobilised with a periosteal patch,
which has a protective role but which also has chondrogenic capability, or they are protected with
a collagenic layer [120]. The results of the ACI procedure observed in population studies have
been encouraging—pain within the joint decreased and the formation of high-strength tissue was
observed [121]. However, there are some limitations to the application of ACI. However, it seems
that the proliferative capability and the chondrocytes’ ability to propagate in a one-layer culture
decrease with the age of a donor [122]. The study by Barbero et al. did not show any difference in the
proliferative activity of chondrocytes collected from donors under 40 years of age, whereas proliferation
of chondrocytes from donors over 40 years of age slowed down considerably [123]. A decrease in the
proliferative capability of chondrocytes collected from older donors can obviously limit the use of ACI
in treating age-related changes. Changes in the phenotype are also an issue in monolayer chondrocyte
cultures. The culture conditions do not reflect fully the in vivo conditions. When cultured in vitro,
cells can change shape from polygonal or round to flat after as few as four passages; at the time,
they start synthesising type X collagen, which is a sign of a loss of the chondrocytal phenotype. With a
growing number of passages, aging and dedifferentiation of chondrocytes in a monolayer culture is
taking place, which is associated with a decrease in the production of type II collagen, proteoglycans
and glycoproteins [40]. Transplantation of old and dedifferentiated cells results in an unwanted
growth of fibrous cartilage at the site under treatment [124]. Apart from a conventional monolayer
chondrocyte culture, there are methods currently in use using growth factors [62], pellet culture [125]
and bioreactors [126]. De-differentiation can be inhibited and chondrogenicity can be regained
successfully by functionalization of the dynamic culture surfaces with ECM [127], culture on a
continuously expanding surface [128], surface coating with Col I [129] and by applying a mechanical
load [130]. Although the methods are effective in maintaining the chondrocytal phenotype, they may
not be able to achieve sufficient cell expansion [131]. Much attention has been recently devoted to
supplying genes associated with cellular growth factors, including TGF-β1, BMP, IGF-1, fibroblast
growth factor (FGF) and transcription factors, i.e., SRY (sex-determining region Y)-box 9 (SOX9),
RUNX2 and SMAD; microRNAs and Col II promoter-binding proteins [132].

9



Int. J. Mol. Sci. 2018, 19, 623

4.2.2. Mesenchymal Stem Cells

Mesenchymal stem cells are able to differentiate in multiple directions and to self-regenerate [133].
Since MSCs are present in many embryonic tissues (embryonic stem cells, ESC) and in adult individuals
(adult stem cells, ASC), there are many methods of acquiring them. Embryonic stem cells can be
collected from umbilical cord blood after delivery, from Wharton’s jelly, from the placenta and amniotic
fluid and as well as from the subamniotic membrane and perivascular area of the umbilical cord.
MSCs have been identified in the following tissues in adult individuals: marrow, adipose tissue,
skin, lungs, dental pulp, periosteum, skeletal muscles, tendons and synovial membrane [134] but
clinical application of “adult” MSCs is limited mainly to bone marrow-derived mesenchymal stromal
cells (BM-MSCs) and adipose-derived stem cells (ADSC, ASC) [135]. According to criteria issued by
The International Society for Cellular Therapy (ISCT), characteristic features of mesenchymal cells
include the ability to adhere to a plastic base, the presence of three surface antigens: CD105 (endoglin),
CD90 (Thy-1), CD73 (ecto-5′-nucleotidase) and concomitant absence of antigens CD45, CD34, CD14 or
CD11a, CD79a, or CD19 and class II HLA and the capability of in vitro differentiation towards three
cellular lines: osteoblasts, adipocytes and chondroblasts (Figure 2) [133]. Additionally, a detailed
description of stem cells includes information, such as the cell origin (tissue, organ, systemic),
culture conditions, medium composition, the presence of other antigens of positive identification
and absence of negative markers, potential for differentiation, cloning, proteomes, secretomes and
transcriptone data [136]. MSCs have a clinically promising immunomodulatory and regenerative
potential but it must be noted that MSC also age and die in cultures after several passages [137].

Figure 2. Chondrogenic differentiation of mesenchymal stem cells.

The results of the application of MSCs in regeneration of articular cartilage are promising.
In a study by Davatchi et al., intra-articular administration of MSCs to the knee joint
(8–9 × 106 cells/patient) resulted in a significant, long term reduction of pain as assessed with the
visual analogue scale (VAS), as well as in a reduction of flexion contracture in the joint, of cracking
during movements and in an extension of the walking distance [138]. In a randomised, multi-centre
clinical trial, a considerable reduction of pain assessed in the VAS and an improvement of the
function assessed in the WOMAC (Western Ontario and McMaster Universities OA Index) scale
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and by measurement of the joint movement range was observed in patients following intra-articular
administration of autologous BM-MSCs at 100 × 106 cells/patient in combination with hyaluronic acid.
Conversely, an improvement was observed only initially in patients who received BM-MSCs in smaller
amounts (10 × 106 cells/patient) but when measured after six months, the change in the parameters
under assessment was not significant [139]. An improvement after the administration of even small
doses of autologous BM-MSCs into the knee joint (2 × 106 cells/patient) was reported recently by
Pers et al. [140]. In the study by Emadedin et al. BM-MSCs at 5 × 105 cells/kg/bw (body weight)
were administered to patients with OA of knee joints but also to patients with OA of the ankle and
of the hip joint. An improvement of the clinical parameters was observed in these patients for a year
but it gradually decreased over the next 18 months [141]. A clinical improvement in all the studies
corresponded to that observed in imaging examinations (MRI). Reports published later also confirmed
the efficacy and safety of the use of autologous MSCs (Table 1) [138,140,142–156]. Use of allogeneic
cells could be an alternative to therapy with autologous MSCs (Table 2) [157–160]. Administration
to the knee joint of allogeneic BM-MSCs at 40 × 106 cells/patient [158], 50 × 106 cells/patient,
150 × 106 cells/patient [157] was safe and resulted in a clinical improvement, observed in MRI
examinations. Similar results were reported in a recent study by de Windt et al. in which a mixture
of allogeneic BM-MSCs and autologous chondrones (chondrocytes with their native pericellular
matrix) was used [159,160]. However, a growing body of evidence has been emerging of the time
of survival of MSCs at the implantation site being much shorter than expected [161]. Therefore,
it cannot be ruled out that MSCs have a regenerative effect on articular cartilage, not only as a source
of cells which differentiate towards chondrocytes but also through the secretome that they secrete,
which covers a broad spectrum of paracrine factors [162]. After intra-articular administration, MSCs use
cytokines to stimulate secretion of extracellular matrix proteases and growth factors, including TGF-β,
IGF-1 and FGF [163]. After in vitro addition of articular fluid collected from patients in an early and
late stage of OA, larger amounts of factors secreted by MSCs were observed, such as: chemokine
(C–X–C motif) ligands, chemokine (C–C motif) ligands and IL-6 in the fluid taken from patients in the
initial phase of OA [164]. These findings are indicative of different reactions of MSCs following an
intra-articular administration, depending on the degree of local cartilage damage, which can determine
the therapeutic indications.

However, there are a number of unknowns associated with the use of MSCs. When administered
intra-articularly, MSCs after long culturing may lose their chondrogenic phenotype and die
quickly [165]. There have been many attempts at maintaining or restoring the chondrogenic
differentiation capability of MSCs, which includes the addition of growth factors, modification
of culture conditions and specifying the sources of MSCs; however, there are currently no
recommendations in this regard [166–168]. Most of the studies conducted to date have been based on
MSCs obtained from a patient’s own bone marrow or adipose tissue, which was supposed to limit
the immune response; allogeneic MSCs were used only in a few studies. The follow-up period in
the published studies conducted to assess the efficacy and safety of intra-articular administration
of cultured MSCs (except in studies by Davatchi et al. [138] and Wakitani et al. [145]) was short:
from six months to two years. A clinical issue is the tendency of implanted MSCs to differentiate
towards fibro-like tissue instead of towards hyaline cartilage [169], which considerably affects the
properties of the newly-formed tissue. New sources of MSCs from tissues are sought with a high
potential of differentiation towards chondrocytes. Synovial membrane was thought to be such a
place. Intra-articular administration of autologous synovium stem cells (SSC) in studies with animal
models [170] and in human studies [154,171] proved to cause improvement in imaging and histological
parameters of articular cartilage. There are some ongoing studies into maintaining the chondroidal
phenotype with advanced methods of genetic modifications and epigenetic regulations.
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4.3. Cell-Free Procedures

Currently numerous, single-phase scaffold-based cartilage repair techniques exist. Chondral
scaffolds used in cartilage repair can be based on components of cartilaginous matrix, such as
collagen or hyaluronate [172,173], proteins and natural polymers (such as fibrin, agarose, alginate and
chitosan) [174] or synthetic polyesters (such as polylactic acid, polyglycolic acid, polylactide glycolide,
polyethylene oxide and polypropylene oxide) [175]. Chondral scaffolds consist of a monolayer material
(monophasic scaffold) or they are multi-layer structures, which copy the architecture of cartilage more
effectively. Currently, matrices consisting of collagen are used more commonly in regeneration of
damaged articular cartilage [118].

As an alternative to cell seeded scaffolds, another treatment approach involves the implantation of
acellular biomaterials for cartilage regeneration by stimulating bone marrow stem-cell recruitment and
differentiation induced by the scaffold. One of these cell-free procedures is autologous matrix-induced
chondrogenesis (AMIC). The method of autologous matrix-induced chondrogenesis is often used in
treatment of small, mainly post-traumatic, loss of articular cartilage. AMIC combines stimulation
of bone marrow through microfractures with the use of a no-cell membrane made up of type I/III
collagen. A collagen membrane stabilises the clot, creates a biological chamber, protects progenitor
cells and stimulates the cells to differentiate towards chondrocytes. Collagen membranes are fixed with
partial autologous fibrin glue or surgical sutures [176]. Gille et al. showed a significant improvement
in all clinical parameters in up to 87% of patients. An analysis of MRI examinations revealed in most
cases the total or moderate filling of the cartilage loss with a normal-to-incidentally hyperintense signal.
However, an improvement in joint mobility seems to depend on the age of the patients [118]. Moreover,
the application of the AMIC technique is recommended in the treatment of local, small cartilage loss
and it is contraindicated in cases of multiple cartilage loss, rheumatic diseases and a considerable
restriction of joint mobility [176], which considerably limits AMIC applicability in the treatment of
aging-related changes.

5. Summary

Aging-related changes in articular cartilage lower the possibility of maintaining the properties and
regeneration of cartilage. Obviously, time-related factors, such as chondrocytes secretory phenotype,
weakening of chondrocytes’ response to growth factors, oxidative stress and accumulation of final
glycation products in cartilage can also lead to osteoarthritis, which is frequent in the population of the
elderly. Aging of cartilage with time is inevitable and the changes it causes are irreversible. Because of
the aging of the global population, age-related diseases of the motor system are a significant social
issue. Studies aimed at elucidating the mechanisms of intensified aging of articular cartilage may
help to introduce a therapy to slow down the aging-related changes or to support local processes of
regeneration of articular cartilage. Due to a growing number of reports published in recent years,
increasing attention has been attracted by cell therapies, including the possibility of using MSCs in the
regeneration of cartilage. Therapies which employ MSCs offer great potential. However, use of MSCs
in the regeneration of aging cartilage raises a lot of doubt. There are no detailed recommendations
regarding the culture conditions, the tissue origin and the dosage of stem cells. The degree of changes
and the presence of inflammation are the issues which occur in elderly people. Additionally, autologous
MSCs in elderly people exhibit lower proliferative activity and there is some difficulty regarding the
production of cells with a chondrogenic phenotype and a specific biological activity. However, due to
the importance of the issue, further studies are needed of the methods for improving the quality of
aging cartilage.
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Abstract: Microglia are the resident immune cells of the central nervous system (CNS) and
participate in physiological and pathological processes. Their unique developmental nature suggests
age-dependent structural and functional impairments that might contribute to neurodegenerative
diseases. In the present study, we addressed the age-dependent changes in cortical microglia
gene expression patterns and the expression of M1- and M2-like activation markers. Iba1
immunohistochemistry, isolation of cortical microglia followed by fluorescence-activated cell sorting
and RNA isolation to analyze transcriptional changes in aged cortical microglia was performed.
We provide evidence that aging is associated with decreased numbers of cortical microglia and the
establishment of a distinct microglia activation profile including upregulation of Ifi204, Lilrb4, Arhgap,
Oas1a, Cd244 and Ildr2. Moreover, flow cytometry revealed that aged cortical microglia express
increased levels of Cd206 and Cd36. The data presented in the current study indicate that aged
mouse cortical microglia adopt a distinct activation profile, which suggests immunosuppressive and
immuno-tolerogenic functions.

Keywords: microglia; aging; cerebral cortex; neuroinflammation

1. Introduction

Aging has been described as one of the major risk factors for development, onset and progression
of several diseases, including cancer, cardiovascular pathologies, as well as neurodegenerative
disorders [1]. In the central nervous system (CNS), age-dependent changes are believed to foster
the development of neuropathologies including Alzheimer’s disease (AD) and Parkinson’s disease
(PD). The high incidence of neurodegenerative diseases in elderly individuals has been linked to
dysregulated functions of innate immune responses mediated by CNS-resident microglia [2]. Microglia
develop from yolk sac progenitors in a PU.1- and interferon regulatory factor 8 (Irf8)-dependent
manner [3] and further colonize the embryonic CNS parenchyma by chemotactic attraction driven by
neuron-derived IL34 [4]. Sensing of neuronal IL-34 is mediated by colony stimulating factor-1 receptor
(CSF1R), which is essential for microglia homing and migration towards the developing CNS [5].
After induction of a microglia-specific gene expression pattern [6] in a transforming growth factor β1
(TGFβ1)-dependent mechanism [7] and the establishment of the blood-brain barrier (BBB), microglia
turnover in the adult CNS involves microglia proliferation and apoptosis [8], but not replacement by
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bone-marrow-derived progenitor cells [9,10]. This self-renewal capacity causing high proliferative
activity of microglia has been hypothesized to result in telomere shortening and subsequent senescence
of aged microglia [11]. However, it appears that microglia in aged mice do not develop telomere
shortening, and only transgenic approaches, such as those described in the DNA repair-deficient
Ercc1 mutant mice, display accelerated aging associated with microglial senescence, dystrophy and
functional impairments [12,13]. However, it has been reported that aged microglia exhibit enhanced
expression of inflammatory markers tumor necrosis factor α (Tnfα), Il1β and Il6 after challenge
with lipopolysaccharide (LPS), indicating an increased response of aged microglia [14], which is
caused by age-dependent priming of microglia. Toll-like receptors Tl2, Tlr3, Tlr4 [15], as well as
high-mobility group box 1 (Hmgb1) [16], have been described to be important mediators of microglia
priming. Holtman et al. [17] recently identified a highly conserved gene expression profile of primed
microglia, which significantly differed from gene expression patterns observed after LPS-driven acute
microglia activation. Interestingly, RNA sequencing from aged total brain microglia revealed increased
expression of genes involved in microglia-mediated neuroprotective effects [18].

In the present study, we addressed the age-dependent changes of cortical microglia in 24 months
old C57BL/6 mice and observed decreased microglia numbers, enhanced expression of genes related to
innate immune responses, and increased numbers of Cd206+ and Cd36+ microglia. Our data indicate
that aging is associated with changes in microglia gene expression, which points towards activation of
alternative markers and genes involved in immunosuppressive functions and immune toleration.

2. Results

2.1. Decreased Numbers of Cortical Iba1+ Microglia in Aged Mice

In order to address age-dependent changes in cortical thickness and total microglia numbers in the
frontal cortex of C57BL/6JRj mice, 50 μm vibratome sections were stained against the microglia marker
ionized calcium binding adaptor molecular 1 (Iba1). Figure 1A displays the area used for analysis
of cortical thickness. No obvious differences in cortical thickness were observed between young
(Figure 1B) and aged (Figure 1C) mice. Moreover, quantification of thicknesses and statistical analyses
also revealed no significant differences between young and aged mice (Figure 1D). Interestingly,
quantification of cortical microglia (Iba1+) numbers revealed significant reduction of Iba1+ microglia
in aged mice. Figure 1F displays microglia from young mice, showing normal ramifications with fine
processes and homogenous distributions throughout the cortex (Figure 1F). However, aged cortical
microglia presented a reduced branching pattern and an uneven distribution compared to microglia
in young mice (Figure 1G). These data indicate that aging is associated with a reduction of cortical
microglia numbers, which tend to cluster and thereby show an uneven distribution pattern.
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Figure 1. Age-dependent changes in cortical microglia. (A) Orientation scheme monitoring cortical
areas for evaluation. Arrows mark the area for cortical thickness measurements. Representative images
of Iba1+ microglia in cortices from 6-month-old (B) and 24-month-old mice (C). Scale bar represents
300 μm. Quantifications of cortical thickness (D) and cortical Iba1+ microglia numbers (E) are shown.
Data are given as means ± SEM from three animals per age. p-value derived from Student’s t-test is
* p < 0.05. Differences in morphology and distribution of Iba1+ microglia between 6-month-old (F) and
24-month-old (G) mice. Scale bars indicate 20 μm in overview images and 7 μm in high magnification
detail images. CC = corpus callsosum, CPu = caudatoputamen.

2.2. Detection of a Distinct Gene Expression Profile in Aged Cortical Microglia

As a next step, we addressed the transcriptional changes in aged cortical microglia. Therefore,
frontal cortices from young and aged mice were dissected and microglia were isolated and stained
for fluorescence activated cell sorting (FACS). Cd11b+/Cd45low-positive microglia were collected
and RNA was isolated for cDNA microarrays (Figure 2A). Expression data were used for prediction
of the biological processes (Figure 2B) and molecular functions (Figure 2C) of the top-regulated
genes using the DAVID gene ontology (GO term) enrichment analysis. As shown in Figure 2B,
immunological functions and cholesterol/steroid metabolic processes are predicted to be upregulated
in aged cortical microglia. Activated molecular functions of aged microglia include ATP-binding,
2′-5′-oligoadenylate synthetase activity, double-stranded RNA binding and nucleotidyltransferase
activity (Figure 2C). Data from cDNA microarray analysis revealed the upregulation of genes involved
in immune responses including Ifi204, Lilrb4, Arhgap15 and Cd244. Taken together, the data indicate
activated immune responses and increased lipid metabolism in aged cortical microglia.
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Figure 2. Gene expression pattern of aged cortical microglia. (A) Workflow scheme depicting microglia
isolation and sorting strategy. (B,C) GO term enrichment analysis of biological processes (B) and
molecular functions (C) as performed using DAVID Bioinformatics Resources 6.8. (D) Heatmap
summarizing transcriptional changes in aged cortical microglia. Expression data from aged microglia
are presented as log2-fold changes (n = 2) and compared to young (6-month-old) microglia. CC = corpus
callosum, CPu = caudatoputamen, Ctx = cortex, Thal = thalamus.

2.3. Increased Expression of Cd206 and Cd36 in Aged Cortical Microglia

Using flow cytometry, the expression of microglia activation markers Cd206, Cd36 and Cd86 was
determined. Cortical microglia were isolated using the percoll gradient method and subsequently
stained against F4/80 as a microglia marker in combination with either Cd206, Cd36 or Cd86. Flow
cytometry revealed that total numbers of F4/80+ cortical microglia were significantly reduced in aged
mice (Figure 3A,B), which confirms microglia quantifications depicted in Figure 1E. Moreover, we
observed significant increases in Cd206+ (Figure 3A,C), as well as Cd36+ (Figure 3A,D) microglia.
As given in Figure 3E, quantifications of F4/80+/Cd86+ microglia revealed that the percentages of
Cd86high microglia increase in the frontal cortices of aged mice; however, this increase did not reach
statistical significance (p = 0.069). The results presented here demonstrate that aged cortical microglia
display an activation pattern characterized by increased expression of M1-like as well as M2-like
microglia activation markers. Based on the percentages of marker-positive microglia, it is highly likely
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that distinct cortical microglia subsets with specialized functions exist in aged mice. It further remains
to be established to what extent these subsets contribute to anti-inflammatory and restorative functions
in the aged cerebral cortex.

Figure 3. Expression of Cd206, Cd36 and Cd86 in F4/80+ cortical microglia. (A) Gating strategy and
representative dot plots of Cd206+, Cd36+ and Cd86high cortical microglia from young (6 months)
and aged (24 months) mice. Quantification of (B) F4/80+, (C) Cd206+, (D) Cd36+ and (E) Cd86high

microglia. Data are given as percentages of F4/80+ microglia ± SEM from three animals per age.
p-values derived from student’s t-test are * p < 0.05, ** p < 0.01 and *** p < 0.001.

3. Discussion

In the present study, we demonstrate that aging is associated with distinct changes in cortical
microglia. We describe that numbers of cortical microglia significantly decreased in 24-month-old
male mice and that the remaining microglia in aged mice showed slight morphological changes,
as well as an uneven distribution pattern. This observation is in congruence with a recent report
showing that microglia numbers decreased in the nigrostriatal system and cortices of 18-month- and
24-month-old mice, respectively [19]. However, a different mouse strain was used in the present study,
thus resulting in the necessity of ruling out differences in age-dependent changes of microglia numbers
between mouse strains. Morphological changes of aged microglia, including retracted processes and
reduced process branching, have also been reported in aged human neocortex samples [20], indicating
functional changes described during aging [21]. However, morphological changes of microglia
do not necessarily reflect their functional states and, thus, analysis of microglial gene expression
has been widely used to gain insights into their functional changes during aging and in several
disease models [17,18]. In order to understand the impact of aging on cortical microglia, we have
isolated aged (24-month-old) Cd11b+/Cd45low microglia and analyzed their gene expression profiles
compared to young (6-month-old) microglia. Using cDNA microarray analysis, we demonstrated
the upregulation of immune function related genes, including Ifi204, Lilrb4, Arhgap15 and Cd244,
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and DAVID gene ontology (GO term) enrichment analysis further predicted the activation of innate
immune responses in aged cortical microglia. However, detailed analysis of recent reports addressing
the function of the above-mentioned genes suggests an immunoregulatory and/or anti-inflammatory
phenotype of aged cortical microglia. However, the molecular functions of most of the observed
upregulated genes are not understood in microglia and, thus, the prediction of potential microglia
functions in the aged cerebral cortex can only be made based on recent reports addressing the role
of these genes in other cell types. For instance, Ifi204 expression has been described to increase in
macrophages to inhibit proliferation and foster their differentiation [22]. Moreover, macrophage
autophagy activation and IFN-β (interferon-β) release after bacterial infections has been linked to
Ifi204 expression [23]. Interestingly, the type I interferon IFN-β has been reported to limit CNS
damage by abrogating chronic cytokine release. This functional feature of IFN-β might further explain
its therapeutic potential in chronic autoimmune CNS pathologies such as multiple sclerosis [24].
The myeloid inhibitory receptor Lilrb4 (leukocyte immunoglobulin-like receptor b4), also referred to as
Ilt3 (immunoglobulin-like transcript 3), Lir-5 (immunoglobulin-like receptor 5) or Cd85k, is a member
of the leukocyte immunoglobulin-like receptor family (LILRs/LIRs), and represents an important
mediator of immune tolerance [25]. Although the functions of LILRB4 in microglia are unknown
and, thus, remain elusive, Lilrb4-deficiency has been demonstrated to result in increased Nf-κB
(nuclear factor κB) signaling in atherosclerotic plaque-associated macrophages [26] and exaggerated
LPS-induced cytokine/chemokine release from neutrophils [27]. In the CNS, increased expression of
Lilrb4 has been described in Cd11c+ microglia, which are believed to counteract amyloid deposition
by increased amyloid β-uptake and degradation in a mouse model for AD [28]. Another interesting
upregulated gene in aged cortical microglia is the Rho GTPase activating protein 15 (Arhgap15), which
serves as a potent inhibitor of Rac1 (rac family small GTPase 1) [29]. The small GTPase Rac1 has been
implicated in Nox2 (NADPH oxidase 2 or gp91phox)-mediated generation of reactive oxygen species
(ROS) in microglia [30]. Notably, ROS generation via the Rac1-Nox2 axis has been demonstrated to be
responsible for microglia-mediated neurotoxicity associated by Tnfα release and Nf-κB activation [31].
The SLAM (signaling lymphocytic activation molecule) receptor Cd244 was described to be essential
in inhibiting the LPS-induced release of proinflammatory cytokines from splenic dendritic cells [32].
However, these functions in microglia have not been analyzed, so far. Taken together, the functional
properties of the above-mentioned upregulated genes suggest a distinct phenotype of aged cortical
microglia associated with regulation/inhibition of innate immune functions and anti-inflammatory and
neuroprotective functions. This notion is further supported by increased surface expression of Cd206,
also known as mannose receptor 1 (Mrc1) in aged cortical microglia. Cd206/Mrc1 expression was
reported to be increased in alternatively activated microglia facilitating neuroprotective effects [33,34].
Furthermore, we provide evidence that the number of Cd36+ microglia was significantly increased
in frontal cortices of aged mice. Recently, increased expression of the scavenger receptor Cd36 in
microglia was linked to triggering receptor expressed on myeloid cells 2 (Trem2)-mediated alleviations
of AD symptoms by enhanced uptake of Aβ and abrogation of memory loss [35]. Moreover, lack of
Cd36 exacerbated injury in cerebral ischemia models associated with reduced engulfment of apoptotic
neurons and enhanced Nf-κB signaling [36,37]. It remains elusive how microglia might promote
neuroprotection in the aged brain, but expression and release of neuroprotective factors is likely to be
one major mechanism. Release of insulin like growth factor 1 (Igf1) from microglia has recently been
shown to be essential for survival of cortical layer V neurons during postnatal development [38] and
could also be a candidate in the aged cerebral cortex. However, sophisticated proteome-based studies
are necessary to understand which microglia-derived factors contribute to neuroprotective effects.

It has been described that microglia in different brain regions show distinct expression patterns
of immunoregulatory markers, suggesting the existence of a huge immunological diversity between
microglia from different functional CNS regions [39]. In the present study, we clearly demonstrate
that cortical microglia in aged mice show a distinct activation profile, which is characterized by
immunoregulatory and anti-inflammatory functions. These results suggest that aged microglia might
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support neuron survival rather than promoting detrimental effects on cortical neuron populations.
However, upregulation of Cd86 further indicates M1-like microglia activation in aged mice suggesting
a microglia activation phenotype fostering neurodegeneration. It remains to be established to what
extent different functional microglia subsets are present in the aged murine cerebral cortex, and
whether these cortical microglia phenotypes are region-specific or can be detected in other functional
systems of the aged CNS. Finally, data from aged mice need to be compared with recently published
reports addressing age-dependent changes in aged human microglia [40,41]. Together, the results
presented here further broaden our understanding of age-dependent changes in cortical microglia
functions and activation states, and indicate that aging alone—without any additional inflammatory
trigger—does not necessarily result in a pro-inflammatory microglia activation.

4. Materials and Methods

4.1. Animals

All animal experiments in this study were approved by the Federal Ministry for Nature,
Environment and Consumer’s Protection of the federal state of Baden-Württemberg (X-15/01A
(9 February 2015), X-15/06A (1 December 2015), G-15/111 (3 December 2015)) and were conducted
in accordance with the respective national, federal and institutional regulations. 6-month- and
24-month-old male C57BL/6JRj mice used for cortical microglia isolations (flow cytometry and RNA
isolation) and immunohistochemistry were obtained from Janvier (Le Genest Saint Isle, France).

4.2. Microglia Isolation

Mice were deeply anesthetized by intraperitoneal injections of Ketamin (75 mg/kg)/Rompun
(5.8 mg/kg) and transcardially perfused with ice-cold phosphate buffer solution (PBS). Brains were
dissected and meninges were removed on absorbent paper. Brains were collected in cold buffer
(1× HBSS (Hanks’ balanced salt solution) containing 1% BSA (bovine serum albumin) and 1 mM EDTA
(ethylenediaminetetraacetic acid)), homogenized using a glass homogenizer and filtered through 75 μm
cell strainers (Falcon). Samples were centrifuged 12 min at 300× g and 10 ◦C. For density gradient
centrifugation, the pellet was resuspended in 5 mL 37% Percoll (P1644, Sigma Aldrich, St. Louis, MO,
USA) in PBS, underlayed with 4 mL 70% Percoll and overlayed with 4 mL 30% Percoll in a 15 mL
Falcon Tube (Corning, New York, NY, USA). Gradients were centrifuged for 40 min, 600× g, 10 ◦C,
without breaks. Finally, the cell layer was collected from the 70% and 37% interface and transferred to
PBS containing 1% FCS and centrifuged for 5 min, 200× g, 4 ◦C.

4.3. Flow Cytometry

Cells were stained with primary antibodies directed against Cd11b (1:20, 53-0112-82, eBiosciene,
Thermo Fisher Scientific, Waltham, MA, USA), Cd206 (5 μL, FAB2535C, R&D Systems, Minneapolis,
MN, USA), Cd36 (5 μL, MCA2748A647, AbD Serotech, BIO-Rad, Puchheim, Germany), Cd45 (1:20,
17-0451-82, eBiosciene), Cd86 (5 μL, MCA2463PE, AbD Serotech) and F4/80 (5 μL, MCA497A488,
AbD Serotech) at 4 ◦C for 15 min. Fc (fragment crystallizable region) receptor blocking (TrueStain fcX,
101319, Biolegend, San Diego, CA, USA) was used to avoid unspecific antibody binding. Cells were
washed and analyzed using the BD Accuri C6 flow cytometer (BD, Heidelberg, Germany).

4.4. Histology and Immunohistochemistry

Anesthetized mice were transcardially perfused using PBS followed by 4% paraformaldehyde
(PFA). Brains were extracted and post-fixed in 4% PFA overnight. Free-floating 50 μm vibratome
(Leica, Wetzlar, Germany) sections were incubated overnight with anti-IBA1 (1:1000, 019-19741, Wako,
Japan). Alexa Flour 488-conjugated secondary antibodies (Cell Signaling Technology, Danvers,
MA, USA) were used at 1:200 for 2 h at room temperature. Nuclei were counterstained using
4′6-diamidino-2-phenylindole (DAPI, Roche, Basel, Switzerland) and sections were mounted on
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glass cover slips. Imaging was performed using the Leica TCS SP8 confocal laser scanning microscope
(Leica, Wetzlar, Germany) and LAS AF image analysis software (Leica, Wetzlar, Germany). For DAB
(3,3′-diaminobenzidine) staining, peroxidase-conjugated secondary antibodies (Dianova, Hamburg,
Germany) were used. Images were captured using A Zeiss AxioImager I (Zeiss, Göttingen, Germany)
and the Stereoinvestigator Software 8.0 (MicroBrightField, Magdeburg, Germany).

4.5. Determination of Cortical Thickness and Cortical Microglia Numbers

Cortical thicknesses and microglia numbers were determined after immunohistochemical
stainings (Iba1) of 50 μm coronal vibratome sections. After image acquisition using a Zeiss AxioImager I
(Zeiss, Göttingen, Germany) and the Stereoinvestigator Software 8.0 (MicroBrightField, Magdeburg,
Germany). Four serial sections were opened with ImageJ (National Institutes of Health, Bethesda, MD,
USA), and the cortical thicknesses were analyzed after setting the scale for pixel/micron conversation
using the ImageJ-integrated measurement function. Means were calculated from four serial sections,
and cortical thicknesses are given in μm. Cortical microglia numbers were obtained using the automatic
cell counting function of the ImageJ toolbox. Four serial sections were used and Iba1+ microglia were
determined in a 0.67 mm2 rectangle. Microglia numbers were calculated for 1 mm2 and means from
four sections per animals were plotted.

4.6. cDNA Microarray

Total RNA was extracted from Cd11b+/Cd45low microglia after sorting with BD Cell Sorter FACS
Aria Fusion or BD Cell Sorter FACS Aria III using the Picopure RNA extraction kit (Life technologies,
Carlsbad, CA, USA) according to the manufacturer’s instructions. Cortices of three mice were pooled
to obtain sufficient numbers of Cd11b+/Cd45low microglia for RNA isolation. RNA quality was
controlled using RNA pico chips on a Bioanalyzer 2100 (Agilent, Santa Clara, CA, USA). 2 ng total
RNA was labeled using the GeneChip WT Pico Reagent kit (catalog number 902623, Thermo Fisher
Scientific, Waltham, MA, USA) and hybridized to Affymetrix Mouse Transcriptome Array, MTA 1.0
(Affymetrix, Inc., Santa Clara, CA, USA). In this procedure, first strand cDNA was synthesized with a
combination of a Poly-dT and random primers containing a 5′-adaptor sequence. A 3’-adaptor was
added to the single-stranded cDNA followed by low-cycle PCR amplification. Next, the cDNA
was used as a template for in vitro transcription (IVT), which produces amplified amounts of
antisense mRNA (cRNA). The cRNA was then used as input for a second round of first-strand
cDNA synthesis, producing single-stranded sense cDNA. Finally, the cDNA was fragmented using
uracil-DNA glycosylase (UDG) and end-labeled with biotin and terminal deoxynucleotidyl transferase
(TdT). The labeled targets were hybridized to GeneChip MTA 1.0 cartridge arrays, which were stained
on a GeneChip Fluidics Station 450 and scanned on a GeneChip scanner 3000 7G (Thermo Fisher
Scientific, Waltham, MA, USA).

4.7. Statistics

Data are given as means ± standard error of the mean (SEM). Two-group analysis (young vs.
aged) was performed using Student’s t-tests. All statistical analyses were performed using GraphPad
Prism 6 (GraphPad Software Inc., La Jolla, CA, USA) and p-values < 0.05 were considered as being
statistically significant. To determine differential expression of genes in young and aged cortical
microglia, the two-sample Bayesian t-test [42] was used.
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Abstract: Sarcopenia and sarcopenic obesity are currently considered major global threats for
health and well-being. However, there is a lack of adequate preclinical models for their study.
The present trial evaluated the suitability of aged swine by determining changes in adiposity, fatty
acids composition, antioxidant status and lipid peroxidation, development of metabolic disturbances
and structural changes in tissues and organs. Iberian sows with clinical evidence of aging-related
sarcopenia were fed a standard diet fulfilling their maintenance requirements or an obesogenic diet for
100 days. Aging and sarcopenia were related to increased lipid accumulation and cellular dysfunction
at both adipose tissue and non-adipose ectopic tissues (liver and pancreas). Obesity concomitant
to sarcopenia aggravates the condition by increasing visceral adiposity and causing dyslipidemia,
insulin resistance and lipotoxicity in non-adipose tissues. These results support that the Iberian swine
model represents certain features of sarcopenia and sarcopenic obesity in humans, paving the way
for future research on physiopathology of these conditions and possible therapeutic targets.

Keywords: animal-model; insulin-resistance; lipotoxicity; obesity; sarcopenia; swine

1. Introduction

Sarcopenia is a syndrome characterized by loss of skeletal muscle mass and function [1], causing
negative health outcomes like functional decline and disability [2–4] and increased mortality [5]. This
may be further aggravated in case of obesity and increases in fat mass (sarcopenic obesity; [6]) which
increases mobility and disability problems [7]. Currently, around 20 and 30% of elderly women and
men, respectively, may have sarcopenic obesity [8]. Sarcopenic obesity is also related to metabolic
disturbances, like metabolic syndrome and type-2 diabetes [9]; it is, therefore, considered a major
global threat to health and well-being [10].

There are currently no drugs for the treatment of sarcopenia [7,11] and the recommended
therapeutic interventions are based on lifestyle changes [9], with limited effects and with difficult
implementation in elderly individuals with chronic diseases or different disabilities. Hence, there is
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a strong need for research efforts on pathogenesis and possible treatments. The results will contribute
to relevant improvements of individual life-quality and savings in health-care resources.

Almost all the available studies are observational (with their inherent constraints),
and interventional research is, therefore, necessary. Such research should be based on adequate
translational animal models as elegantly reviewed by Palus in 2017 [12]. Most of the interventional
trials on sarcopenia have been performed in rodents and have been based on induced acute muscle
atrophy. These models do not represent sarcopenia by ageing [9], which needs long time to be
achieved (around 20–24 months [13]). Moreover, the study of metabolic implications of sarcopenic
obesity in rodents is constrained by their marked differences in metabolic and endocrine pathways
with humans [14]. There is, consequently, a need for complementary preclinical animal models.
The use of non-rodent mammals is essential to develop more relevant and predictive models of human
disease. In this way, large animals have close similarities to humans in size and in many anatomical,
physiological and pathological features. Moreover, large animal models of human diseases can be
studied employing the same clinical approach used for human patients. In this sense, the pig has more
similar patho-physiological features to humans than rodents [15].

Pigs used for biomedical research can be either random- or purpose-bred. Pigs from random-bred
are typically farm animals (e.g., Landrace, Large White, Pietrain), where genetic selection is focused
on animal production parameters. Purpose-bred pigs for biomedical research originate from closed
colonies selected for a specific phenotype. The most commonly used swine breeds for research on
obesity and metabolic diseases are Göttingen, Yucatan and Ossabaw Island pigs. However, all these
breeds have a common ancestor: the Iberian pig.

The Iberian pig has an ancient origin, being traced back approximately to year 1000 Before Christ,
and has been traditionally reared under extensive free-range conditions, using natural resources like
pastures and acorns. Maintenance in semi-feral conditions has induced the pigs to develop an adaptive
mechanism to the environment, which is known as thrifty genotype and which was firstly described in
humans [16]. The thrifty genotype facilitates accommodation to seasonal cycles of feasting and famine
because the ability to store fat in excess during food abundance enables survival during periods of
scarcity. However, these individuals become obese in case of food-excess. Iberian pigs arise therefore
as good model for studies on obesity and associated morbidities, since they develop cardiovascular
and metabolic disorders in case of obesity, either during juvenile development [17] or adulthood [18].

The Iberian pig may be also useful for studies focused on sarcopenia, since the breed is reared
under extensive traditional systems which facilitates the finding of older animals than in the case of
breeds used for meat production under intensive management conditions (e.g., Landrace, Large-White,
Pietrain). Intensive animal production systems are associated to intense genetic and productive
selection and sows identified as having lower performance than the herd average are early culled,
as early as age as 3–4 year-old [19]. Conversely, genetic and productive demands are not so
strong in extensive traditional systems and culling is more related to either reproductive failures
or musculoskeletal and locomotive disorders associated to age (which are similar to those associated
with human sarcopenia).

Hence, the present study aimed to characterize a large-animal model for preclinical studies on
sarcopenia and sarcopenic obesity, based on the use of old Iberian sows with aging-related sarcopenia
and exposed or not to obesogenic diets. The validity of the models was assessed by determining
possible links among adiposity, fatty acids composition, antioxidant status and lipid peroxidation,
development of metabolic disturbances and structural changes in tissues and organs.

2. Results

2.1. Body-Weight and Adiposity

All the animals fed with the obesogenic diet showed a significant increase in body-weight
(123 ± 6.1 to 202.3 ± 4.9 kg, p < 0.0001) and adiposity (16.1 ± 2.4 to 45.6 ± 2.9 mm of back-fat depth,
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p < 0.0001) from Day 0 to 100 (Figure 1). The values in control sows were similar to the initial values
in obese sows (127.9 ± 4.0 kg and 19.3 ± 1.3 mm, respectively). The macroscopic findings during
necropsy indicated a severe intraabdominal fattening in obese sows, with large amounts of mesenteric
fat covering all viscerae and mesenteric tissues. However, intramuscular fat content was similar in
obese and non-obese sows (12.9 ± 1.1% vs. 12.8 ± 0.7%).

Figure 1. Mean (±S.E.M.) values in body-weight (A) and back-fat depth (B) in control sows (white dot;
n = 17) and changes in such values over time after starting differential feeding with a diet enriched with
saturated fat in treated sows (black line and dots; n = 11). Asterisks (*) denote significant differences
between obese and non-obese sows (p < 0.05).

2.2. Fatty Acid Composition of Subcutaneous and Visceral Fat and Muscle

The composition of fatty acids (FA) was similar at the outer and inner layers of subcutaneous fat
(Supplementary Tables S1 and S2). Overall, when compared to non-obese sows, obese females showed
a higher monounsaturated FA (MUFA) content (p < 0.05) and lower contents of polyunsaturated
FA (PUFA), n-3 and n-6 PUFA (p < 0.005 for all). Visceral fat in obese sows also evidenced a higher
MUFA content (p < 0.0001; Supplementary Table S3) and a lower content of PUFA, n-3 and n-6 PUFA
(p < 0.0001 for all) than non-obese females. There were no differences at subcutaneous fat, but visceral
fat of obese females showed higher ratios of MUFA/saturated FA (SFA) and C18:1/C18:0 (p < 0.05
for both).

The analysis of the fatty acid composition in the longissimus dorsi showed major effects at the polar
lipid fraction (Supplementary Table S4). Obese sows showed a higher MUFA content and a lower
content of SFA and PUFA than the controls and, as a consequence, higher MUFA/SFA and C18:1/C18:0
ratios (p < 0.005 for all). The content of n-3 and n-6 PUFA were lower, with a higher Σn-6/Σn-3 ratio,
in obese than in control sows (p < 0.005 for all). The effects from obesity were minor at the neutral
fraction (Supplementary Table S5), with MUFA content being lower in obese than in control females
(p < 0.01).

2.3. Hepatic Architecture, Fatty Acid Composition and Function

The total fat content in the liver was similar in control and obese groups (15.3 ± 0.2% vs.
14.5 ± 0.4%). Histological evaluation of the liver (Figure 2) indicated lipid accumulation in all
the obese and in 82.4% of the control sows, with degrees varying from mild (63.6% and 76.5%,
respectively) to moderate (36.4% and 23.5%, respectively). Increased presence of lipocytes (also known
as perisinusoidal fat-storing cells, stellate cells or Ito cells) was found in all the obese and in 88.2% of
the control sows. There were no evidences of inflammation or fibrosis, but hydropic degeneration
was observed in 23.5% of the controls and all the obese animals (p < 0.05). All the controls had mild
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degeneration, whilst the obese sows showed mild (27.3%), moderate (63.7%, p < 0.05) or even severe
degeneration (9.0%, p < 0.05).

 

Figure 2. Histological images of liver and pancreas in obese sows. Upper pictures represent mild (A)
and moderate (B) infiltration of lipids, stained in red, in the liver (oil red-O, 400×) Bar 50 μm. Pictures
(C) and (D) of the liver represent mild and severe hydropic degeneration, respectively, whilst picture E

exemplifies increased presence of lipocytes or Ito cells indicated with arrows (hematoxylin-eosin HE,
400×) Bar 50 μm. Picture F represents infiltration of adipocytes with intracytoplasmic accumulation of
lipids, stained in red, in the pancreas (oil red-O, 100×) Bar 200 μm.

The major effects of obesity on fatty acids composition of the liver, like in the muscle, were found
at the polar fraction (Supplementary Table S6), with higher MUFA/SFA, C18:1/C18:0 and Σn-6/Σn-3
ratios in the obese than in the control females (p < 0.0001 for all). The neutral fraction (Supplementary
Table S7) was characterized by a higher SFA content (p < 0.01) and a higher Σn-6/Σn-3 ratio (p < 0.0001)
in the obese animals.

The obese sows showed no major changes in the plasma biomarkers of liver function throughout
the study, excepting a significant increase in the concentrations of alkaline-phosphatase (56.5 ± 8.7
to 76.8 ± 10.1 IU/L, p < 0.05) and leucine-aminopeptidase (16.5 ± 1.9 to 21.4 ± 0.7 IU/L, p < 0.01).
Conversely, albumin concentration decreased over time (4.6 ± 0.1 to 4.1 ± 0.1 g/dL; p < 0.05), from
initial values similar to controls (4.7 ± 0.1 g/dL).

2.4. Plasma Lipid Profile

Plasma concentrations of triglycerides and cholesterol increased with time of treatment in the
obese group (p < 0.05; Figure 3), starting from values similar to those of control sows at Day 0.
The increase in total cholesterol was accompanied by a similar increase in low-density lipoproteins
cholesterol (LDL-c) levels (p < 0.01) but not in high-density lipoproteins cholesterol (HDL-c). Hence,
total cholesterol/HDL-c, LDL-c/HDL-c and atherogenic dyslipidemia ratios increased with time
(p < 0.05).
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Figure 3. Mean (±S.E.M.) plasma concentrations of triglycerides (A), cholesterol (B), HDL-c (C) and
LDL-c (D) in control sows (white bar; n = 17) and changes in such values over time after starting
differential feeding with a diet enriched with saturated fat in treated sows (black bars; n = 11). Asterisks
(*) denote significant differences between obese and non-obese sows (p < 0.05).

2.5. Plasma Antioxidant Capacity and Lipid Oxidation

The plasma antioxidant capacity (measured by FRAP; ferric reducing antioxidant power assay)
decreased in the obesogenic-diet group (from 23.6 ± 2.7 at Day 0 to 16.9 ± 2.6 μmol/mL at Day 100,
p < 0.05), starting from values similar to those of control animals (24.6 ± 4.0 μmol/mL). Concomitantly,
the values for total lipid oxidation (assessed as MDA; malondialdehyde) increased with time of
treatment in the obese group (from 10.7 ± 0.6 at Day 0 to 12.3 ± 0.3 μmol/mL at Day 100, p < 0.05),
starting from values similar to those of controls (10.6 ± 0.4 μmol/mL).

2.6. Pancreatic Architecture and Exocrine Function

Microscopic evaluation of the pancreas showed increased lipid accumulation in all the obese
sows. Around half of them showed severe infiltration (>66% of the cells; 45.5%), whilst the remaining
obese females showed moderate (34–66%; 27.3%) or mild infiltration (5–33%; 27.3%). Conversely,
lipid accumulation was found in 12 of the 17 controls (70.6%, p < 0.05), with degrees varying from
mild (47.1%) to moderate (23.5%), but not severe (p < 0.01 with obese sows). On the other hand,
no inflammation, fibrosis or cellular injury were observed in any of the animals. Concomitantly,
the assessment of plasma biomarkers of exocrine pancreatic function (lipase and amylase) showed no
major changes during the period of study.
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2.7. Pancreatic Endocrine Function and Insulin Resistance

Mean plasma concentrations of glucose and insulin, and HOMA-IR (Homeostatic Model
Assessment for Insulin Resistance) and HOMA-β (Homeostatic Model Assessment for β-cell function)
values were similar in controls and obese sows at Day 0. Afterwards, plasma glucose concentrations
in obese females were maintained by changes in insulin secretion throughout the period of study
(Figure 4). Insulin and HOMA-β index increased at Day 45 (p < 0.05 and p < 0.01, respectively)
and decreased again at Day 90 (p < 0.05 and p < 0.01, respectively). On the other hand, HOMA-IR
increased throughout the study (p < 0.05), evidencing insulin resistance (IR). Changes in insulin
secretion and glucose elimination were confirmed when analyzing the OGTTs (Oral Glucose Tolerance
Tests) performed during the study (Figure 5). In this way, the areas under the curve (AUCs) for glucose
and insulin were similar in control and treated sows at Day 0. Afterwards, at 45 and 90 days, AUCs for
glucose remained almost stable whilst AUCs for insulin increased 55.7% at Day 45 and 28.3% at Day
90 when compared to Day 0 (p < 0.01 and p < 0.05, respectively).

Figure 4. Mean (±S.E.M.) plasma concentrations of glucose (A) and insulin (B) and values for
HOMA-IR and HOMA-β indexes (C and D, respectively) in control sows (white bar; n = 17) and
changes in such values over time after starting differential feeding with a diet enriched with saturated
fat in treated sows (black bars; n = 11). Asterisks (*) denote significant differences between obese and
non-obese sows (p < 0.05).
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Figure 5. Changes in plasma concentration of glucose (continuous line with black circles) and insulin
(discontinuous line with white circles) over time after oral administration of 2 g/kg live weight of
D-glucose in control sows (A; n = 17) and at 0 (B), 45 (C) and 90 days (D) after starting differential
feeding with a diet enriched with saturated fat in treated sows (n = 11). Areas under the Curve (AUCs)
for glucose and insulin were similar in control and treated sows at Day 0. AUCs for glucose remained
almost stable at 45 and 90 days but AUCs for insulin increased and were higher at both Day 45 and 90
than at Day 0 (p < 0.01 and p < 0.05, respectively).

3. Discussion

The present study characterizes aged Iberian pigs as a robust, amenable, and reliable translational
model for studies on sarcopenia and sarcopenic obesity. The model represents certain characteristics
of the human disease, since aging and sarcopenia were related to increased lipids accumulation and
cellular dysfunction, not only at the adipose tissue but also at non-adipose ectopic tissues (liver and
pancreas). The food-intake excess leading to sarcopenic obesity worsened the condition by increasing
visceral adiposity, dyslipidemia, insulin resistance and lipotoxicity in non-adipose tissues.

3.1. Similarities of the Model with Human Sarcopenia

In the pigs of the current study, aging was characterized, like in humans, by a significant reduction
in muscle mass; even 50% when compared to values obtained in younger adults. This sarcopenic state
was related to systemic dyslipidemia, insulin resistance (IR) and lipotoxicity in adipose tissue, liver
and pancreas (i.e., increased lipids accumulation and cellular dysfunction).

The comparison of lipid profiles in the current trial with data obtained in younger adult
pigs in previous studies [18] shows that plasma concentrations of triglycerides and total- and
LDL-cholesterol are significantly higher in aged than in young adult sows (around 50 vs. 25 mg/dL
for triglycerides, around 95 vs. 55 mg/dL for total cholesterol and around 55 vs. 25 mg/dL for
LDL-c). Conversely, increases in HDL-c were smaller (around 35 vs. 25 mg/dL). These data indicate
that in our model, ageing and sarcopenia induce a dyslipidemic profile similar to that described in
humans [20], resembling the so-called “lipid triad” (elevated triglycerides and LDL-c with normal
HDL-c; [21]). In consequence, aged sows have an increased atherogenic dyslipidemia ratio evidencing
cardiometabolic risk like human beings [22].
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In human medicine, elevated triglycerides in blood and tissues have been largely linked to
establishment of glucose intolerance and IR [23,24] and there is a well-known connection between
aging, sarcopenia and IR [20]. Concomitantly, in our sows, assessment of the glycemic index
showed that HOMA-IR and HOMA-β indexes are higher in aged and sarcopenic individuals than in
younger individuals.

The states of dyslipidemia and IR were accompanied by histological evidences of lipotoxicity in
the liver, with morphological alterations similar to those found in the early nonalcoholic fatty liver
disease (NAFLD) in humans. This finding indicates the main roles of IR and abnormal lipoprotein
metabolism in the pathogenesis of NAFLD in swine, like in humans [25]. Around 80–90% of the
non-obese sarcopenic sows evidenced lipids infiltration and increased presence of lipocytes (mostly
known as Ito cells). This finding supports the relationship between ageing and proliferation of Ito cells
previously described in human patients [26]. In 24% of our sows, the presence of ballooning injury,
if extrapolated to humans, would be indicative of predisposition to a later development of nonalcoholic
steatohepatitis (NASH) [25,27], a condition also known as lipotoxic liver disease [28]. The primary
role of Ito cells is the intracytoplasmic storage of fat and vitamin A [29]. However, damage of the liver
tissue is associated with proliferation of Ito cells, which plays an important role in the pathogenesis of
chronic liver disease [30] since the cells are subsequently transformed in myofibroblasts. Such a process
results in fibrogenesis and, in consequence, the normal hepatic tissue is replaced by fibrotic tissue in
advanced stages. There was no evidence of hepatic fibrosis in the current study, which indicates early
stages of liver disease. This assumption is reinforced by the lack of significant changes in most of the
enzymes used as markers of hepatic function that remained within physiological ranges during the
whole study [31,32].

Hence, the state of sarcopenia induced by aging in the Iberian sows of the present study represents
certain clinical and histological evidences of dyslipidemia, IR, lipotoxicity, NAFLD, and ultimately
prodrome of NASH, in human medicine.

3.2. Similarities of the Model with Human Sarcopenic Obesity

The obesogenic diet offered to sarcopenic sows affected body weight and adiposity very early
after starting the differentiated feeding, like previously described for younger pigs [18].

In the obese sows of the current study, increases in fat accretion were mainly observed at
subcutaneous and visceral compartments. In human medicine, it is well-known that aging-related
increases in visceral fat favor the development of dyslipidemia and IR [33]. In our model, increases in
visceral fat were similarly related to significant changes in the plasma lipids profile, which supports
that the lipidomic profile of swine is mainly determined by the visceral fat, as found in humans [33].
The increase in total cholesterol and LDL-c (indicating hyperlipidemia type-2) concurrently with
maintained low HDL-c levels found in our obese sarcopenic sows, if extrapolated to human medicine,
would be considered as indicative of type 2 of diabetes mellitus (T2DM; [34]. In our pigs, such diagnosis
was confirmed by the evidence of impaired glucose regulation throughout the study, with altered
β-cell function and IR. However, there were no changes in plasma glucose concentrations, like in the
first stages of the human disease [35], and our sows were able to counterbalance the prodrome of
T2DM at Day 90. These findings may be related to the short duration of the experiment and/or to
the high plasticity of the swine pancreas, in agreement with previous studies [36]. Hence, the data
obtained so far pave the way for further studies assessing IR in longer experimental trials.

An elegant revision of Mlinar and Marc [37] analyzes the different factors and steps in the link
between adiposity and IR. In brief, a triglyceride overload in non-adipose ectopic tissues occurs when
the capacity of the adipose tissue for storing lipids is exceeded. At the same time, the failure of the
vasculature to expand together with the adipocyte hypertrophy causes hypoxia of the adipose tissue
and, therefore, oxidative stress; in turn, oxidative stress is reinforced by an altered metabolism of the
non-adipose tissue. Systemic oxidative stress and steatosis in non-adipose tissues induce low-grade
inflammation. Finally, the concurrence of hypertriglyceridemia and ectopic lipid deposition, increased
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oxidative stress and inflammation trigger IR. All these factors described in humans were also found in
the obese sarcopenic sows of the current study.

Moreover, in our study, the assessment of fatty acid composition of subcutaneous and visceral fat,
where more than 95% were neutral lipids (triglycerides), offers outstanding information on its changes
during sarcopenic obesity. In brief, obesity increases MUFA content and decreases PUFA content
(specifically n-3 and n-6 PUFA) at both compartments, but also increases the ratios of MUFA/SFA and
C18:1/C18:0 in visceral fat (i.e., increases desaturation index and Stearoyl-CoA desaturase 1 activity;
SCD1). In humans, increased desaturation index and SCD1 activity have been related to metabolic
disorders, like alterations in lipogenesis and insulin regulation [23,38]. Similar results have been found
in the Iberian pig in previous studies [39,40].

In the present study, we observed major effects of obesity on fatty acid composition of the polar
fraction of cell membranes at non-adipose ectopic tissues (muscle and liver). Specifically, obese sows
showed higher MUFA/SFA, C18:1/C18:0 and Σn-6/Σn-3 ratios than control sows. The implications
of the two first ratios have been previously considered, but the changes in the Σn-6/Σn-3ratio also
indicate important metabolic impairments. In the skeletal muscle, the n-3 PUFA content of cellular
membranes plays a main role favoring the action of insulin; a high Σn-6/Σn-3ratio seems to be
deleterious to insulin sensitivity [41] and ultimately results in IR [42]. In the liver, the increase of
Σn-6/Σn-3ratio indicates also a pro-inflammatory state related to increased peripheral lipolysis and,
therefore, enlarged flux of fatty acids [43].

The histological evidence of lipotoxicity at the liver previously described in a high percentage of
the non-obese sarcopenic sows of the current study were also observed in the obese sows. All of them
(100%) evidenced lipid infiltration, increased presence of Ito cells and presence of ballooning injury
indicating nonalcoholic fatty liver disease (NAFLD) and later development of NASH. These data again
mimic results found in aged humans. The increasing prevalence of NAFLD with age was highlighted
in the Rotterdam study [44] while its relationship with sarcopenia has been reported, two years ago,
in the Korean Sarcopenic Obesity Study [45]. Further analysis of this last database highlighted that
this association is independent of obesity [46]. However, these studies are precluded by the inherent
limitation in conducting invasive experimentation in humans; hence, animal models for NAFLD are
necessary to better understand this pathogenesis. A recent comprehensive review of studies with
rodent models of NASH [47] states that the ideal model should encompass all the defining features
of the human condition (obesity, IR, steatohepatitis, and ultimately fibrosis). However, no single
murine model currently represents all subsets of human NASH. In this scenario, swine models have
an outstanding translational value.

In humans, the fatty liver is also closely associated with increased pancreatic fat content (a disorder
also known as nonalcoholic fatty pancreas disease, NAFPD) [48]. NAFPD is associated with visceral
obesity, dyslipidemia, IR and ultimately T2DM [49,50], which is similar to data from swine models [51].
A similar relationship was found in our current study, where pancreatic steatosis was severe in half of
the obese sows and moderate or mild in the remaining animals; conversely, only 70% of the controls
showed steatosis and most of them showed it to a mild degree. Moreover, all the obese sows showed
pancreatic lipomatosis, defined as fat accumulation around and within the pancreas. This is a condition
associated with aging and IR and known to worsen pancreatic dysfunction caused by steatosis [52].
Hence, these results also reinforce the translational value of our model for studies on the effect of
aging, obesity and IR on the development of NAFPD.

4. Materials and Methods

4.1. Ethics Statement

The experiment was performed in agreement with the Spanish Policy for Animal Protection
RD1201/05, which meets the European Union Directive 86/609. The experiment was specifically
assessed and approved by the Committee of Ethics in Animal Research of the National Institute
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of Agricultural and Food Research and Technology (INIA) (report CEEA 2012/012, 28 January
2012). The sows were housed at the animal facilities of INIA, which meet local, national and
European requirements.

4.2. Animals and Management

The experiment involved 28 Iberian sows (8–10 years-old) with established sarcopenia. Presence
of sarcopenia was assessed by ultrasonographic evaluation of muscle mass (cross-sectional diameter
of the longissimus dorsi), with a 5–8 MHz lineal-array probe (SonoSite Inc., Bothell, WA, USA), since
ultrasonography is accepted as a reliable method for evaluating muscle mass and sarcopenia [53].
Muscle diameter had a mean value of 21.9 ± 3.2 mm, which is 50% lower than values obtained in
adults (2 years-old; around 38–40 mm) and similar to data from young individuals (6 months-old;
around 20 mm) of the same breed reared at our facilities.

All the sows were fed, prior to the experimental procedure, with a standard diet (2.8%
of polyunsaturated fat and 3.08 Mcal/kg of metabolizable energy) fulfilling their maintenance
requirements (2.5 kg/animal/day). For 100 days, seventeen sows (control group) continued being
fed with the same diet and amount whilst 11 sows randomly chosen (obese group) were fed with
an obesogenic diet (6.8% of saturated fat and 3.36 Mcal/kg of metabolizable energy) for inducing
obesity [18]. Meal intake in the obese group was 4 kg/animal/day for the first 45 days and
5 kg/animal/day for the following 55 days.

4.3. Evaluation of Body Weight and Subcutaneous Adiposity

Changes in body-weight and subcutaneous fat-depth in the obese group were measured every
15 days, from Day 0 to 90, and finally at Day 100 together with the control group. Fat depth was
evaluated with the ultrasound probe previously described, at the right-side at 4 cm from the midline
and the head of the last rib.

4.4. Blood and Tissue Sampling

Plasma samples for assessment of glucose and lipids metabolism were drawn, after fasting,
at Days 0, 45, 90 and 100 in the obese group and at Day 100 in the control group and immediately
biobanked at −80 ◦C. Samples obtained at Days 0 and 100 in the obese group and at Day 100 in
the control group were also used to determine redox status. In addition, oral glucose tolerance tests
(OGTTs) were performed at Days 0, 45 and 90 in the obese and at Day 90 in the control sows by serial
blood samplings (0, 15, 30, 60, 90 and 120 min) after giving 2 g/kg live-weight of D-glucose by gavage
through a gastric tube.

At the end of the study (Day 100), a systematic necropsy was performed in all the animals,
assessing the macroscopic appearance of the organs. Immediately, two portions of subcutaneous
and visceral (perirenal) fat, muscle (longissimus dorsi), pancreas and left lobe of the liver were
collected in 2-mL cryotubes and biobanked at −80 ◦C for assessment of fatty acids and/or oil red-O
staining. A third portion of each tissue was fixed in 10% neutral-buffered-formalin and processed for
hematoxylin-eosin (HE).

4.5. Assessment of Plasma Lipid Profiles

Plasma concentrations of triglycerides, total cholesterol and high-density and low-density
lipoproteins cholesterol (HDL-c and LDL-c, respectively) were measured with a clinical chemistry
analyzer (Saturno 300-plus; Crony Instruments s.r.l., Rome, Italy). Plasma HDL-c ratio and LDL-c ratio
were calculated by dividing total cholesterol by HDL-c and LDL-c concentrations, respectively; plasma
LDL-c/HDL-c ratio was obtained by dividing LDL-c by HDL-c concentrations. Finally, the atherogenic
dyslipidemia ratio was calculated as log(triglycerides)/HDL-c.
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4.6. Assessment of Plasma Antioxidant Capacity and Lipid Peroxidation

Values for total antioxidant capacity were determined by FRAP (ferric reducing antioxidant power
assay) [54] whilst lipids oxidative damage was assessed by MDA (malondialdehyde) [55].

4.7. Assessment of Hepatic and Exocrine Pancreatic Function

Plasma concentrations of alanine-transaminase, albumin, alkaline-phosphatase, amylase,
aspartate-aminotransferase, total and direct bilirubin, creatinine, γ-glutamyl-transpeptidase,
leucine-aminopeptidase, lipase and urea were measured with the Saturno 300-plus analyzer (Crony
Instruments s.r.l., Rome, Italy).

4.8. Assessment of Glucose Metabolism and Endocrine Pancreatic Function

Plasma concentrations of glucose and insulin were measured, respectively, with the Saturno
300-plus analyzer and with a Porcine Insulin ELISA kit (Mercodia AB, Uppsala, Sweden; 0.26 IU/L
of assay sensitivity and 3.5% of intra-assay variation coefficient). Insulin sensitivity/resistance were
determined, concomitantly with data from OGTTs, throughout the study of the HOMA-IR index
[(FINS × FGLU)/22.5], whilst possible changes in β-cell function were assessed by the HOMA-β index
[(20 × FINS)/(FGLU − 3.5)]. FINS accounts for fasting plasma insulin concentration in U/L and FGLU
for fasting plasma glucose in mmol/L.

4.9. Histological Assessment of Liver and Pancreas

The stains of liver and pancreas tissue were examined by light microscopy and blindly scored for
the presence and severity of histological features indicating fat infiltration, steatosis, inflammation,
ballooning injury, fibrosis and vacuolization. Evaluation was based on the scoring developed by
Kleiner et al. [56], considering none (<5%), mild (5–33%), moderate (34–66%) and severe degree (>66%).

4.10. Evaluation of Fatty Acids Composition

Fatty acid composition was analysed in subcutaneous (after differentiation of outer and inner
layers) and visceral fat, longissimus dorsi muscle and liver. Fat was extracted using the Ball-mill
procedure [57] and gas-chromatography was used for identification and quantification of fatty acids
(FA) in total lipid extracts at subcutaneous and visceral fat, and separately for neutral (triacylglycerols
or triglycerides) and polar (phospolipids) lipids at muscle and liver [58]. Total saturated FA (SFA),
monounsaturated FA (MUFA) and polyunsaturated FA (PUFA) and total content of n-3 and n-6 PUFA
and their ratio (Σn-6/Σn-3) were calculated from individual FA percentages. Finally, the desaturation
index was obtained from the ratio MUFA/SFA and the activity of the stearoyl-CoA desaturase enzyme
1 (SCD1) was inferred from the proportions of oleic and stearic acids (C18:1n-9 and C18:0; product and
precursor of SCD1 activity, respectively).

4.11. Statistical Analysis

Effects of diet on body-weight, adiposity, fatty-acid composition, metabolic and
antioxidant/oxidative status were assessed by ANOVA for repeated measures (split-plot ANOVA),
whilst changes over time were determined by Pearson correlation procedures. Histological features were
assessed by one-way ANOVA or by a Kruskall–Wallis test if a Levene’s test showed non-homogeneous
variables; Duncan’s post-hoc test was performed to contrast the differences among groups. Statistical
analysis of results expressed as percentages was performed after arc-sine transformation of the values
for each individual percentage, while the response to OGTTs was compared after calculating the Area
under the Curve (AUC). All results were expressed as mean ± SEM and statistical significance was
accepted from p < 0.05.
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5. Conclusions

The present study shows that the Iberian swine model represents features of sarcopenia and
sarcopenic obesity in humans, paving the way for future research on physiopathology of the condition
and possible therapeutic targets. The strength of the model is increased by the availability and low-price
of aged individuals of this breed and the short time necessary for inducing obesity. The present study
was performed on female individuals, since availability of aged sows is higher than aged boars
and because management is easier in females, but sex-related effects may be studied on males in
further studies.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/19/3/823/s1.
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Abstract: The concentrations of some key metabolic intermediates play essential roles in regulating
the longevity of the chronologically aging yeast Saccharomyces cerevisiae. These key metabolites are
detected by certain ligand-specific protein sensors that respond to concentration changes of the key
metabolites by altering the efficiencies of longevity-defining cellular processes. The concentrations of
the key metabolites that affect yeast chronological aging are controlled spatially and temporally.
Here, we analyze mechanisms through which the spatiotemporal dynamics of changes in the
concentrations of the key metabolites influence yeast chronological lifespan. Our analysis indicates
that a distinct set of metabolites can act as second messengers that define the pace of yeast
chronological aging. Molecules that can operate both as intermediates of yeast metabolism and as
second messengers of yeast chronological aging include reduced nicotinamide adenine dinucleotide
phosphate (NADPH), glycerol, trehalose, hydrogen peroxide, amino acids, sphingolipids, spermidine,
hydrogen sulfide, acetic acid, ethanol, free fatty acids, and diacylglycerol. We discuss several
properties that these second messengers of yeast chronological aging have in common with second
messengers of signal transduction. We outline how these second messengers of yeast chronological
aging elicit changes in cell functionality and viability in response to changes in the nutrient, energy,
stress, and proliferation status of the cell.

Keywords: yeast; chronological aging; mechanisms of longevity regulation; metabolism; cell signaling;
second messengers; mitochondria; interorganellar communications; proteostasis; regulated cell death

1. Introduction

Studies of the budding yeast Saccharomyces cerevisiae have led to the discovery of genes, signaling
pathways, and small molecules that define the rate of cellular aging in this unicellular eukaryote [1–3].
Some of the genes, signaling pathways, and small molecules discovered in S. cerevisiae have been
later found to play essential roles in cellular and organismal aging in diverse species of multicellular
eukaryotes; it is believed, therefore, that the mechanisms underlying aging and longevity assurance
have been conserved throughout the course of evolution [4–6]. Thus, the use of S. cerevisiae as a model
organism is fundamental for the progress in aging research [2–4].

There are two different ways of studying aging in S. cerevisiae; each of these ways investigates a
different mode of yeast aging.

A so-called replicative mode of yeast aging is monitored by counting the total number of
asymmetric mitotic divisions—each producing a small daughter cell—that a mother cell could undergo
on the surface of a solid nutrient-rich medium before it becomes senescent [2,7,8]. Yeast replicative
aging has long been considered to resemble the aging of those cells in humans and other mammals
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that are able to divide mitotically; among these mitotically active cells are lymphocytes, monocytes,
granulocytes, fibroblasts, and some stem cell types [2,4,6–8]. Recent studies have revealed that (1) many
genes that modulate aging of post-mitotic cells in adults of the nematode Caenorhabditis elegans
also influence yeast replicative aging [9–11]; and (2) many hallmarks of aging characteristic of
post-mitotic cells in humans and other mammals are also cellular hallmarks of yeast replicative
aging [12]. Hence, it is conceivable that the replicative mode of yeast aging may also mirror the aging
of post-mitotic cells and even the aging of the entire organism in nematodes, humans, and other
mammals [9–12].

A so-called chronological mode of yeast aging is monitored by determining how long a yeast
cell cultured in a liquid medium can retain viability after it undergoes cell cycle arrest and enters a
state of quiescence [2,13,14]. Yeast chronological aging is believed to model the aging of human and
mammalian cells that lose the ability to divide mitotically; these post-mitotic cells include adipocytes,
mature muscle cells, and mature neurons [2,14,15]. The chronological mode of yeast aging is also
considered to be a simple model of organismal aging in multicellular eukaryotes [14,16].

Although the replicative and chronological modes of aging in yeast are usually examined
separately from each other, recent evidence indicates that these two modes of yeast aging most
likely converge into a single aging process [17–19].

Here, we review mechanisms through which the spatiotemporal dynamics of changes in the
concentrations of some metabolites regulate the longevity of chronologically aging yeast. Based on the
important advance in our understanding of these mechanisms, we conclude that a distinct group of
metabolites act as second messengers that define the pace of yeast chronological aging.

2. Concentrations of Some Metabolites Define the Rate of Chronological Aging in Yeast

Recent studies have demonstrated that the intracellular and extracellular concentrations of
some key metabolites play essential roles in regulating the longevity of chronologically aging
S. cerevisiae [2–5,15,16,20–32]. These key metabolites are detected by certain protein sensors, which respond
to concentration changes of the metabolites by altering the efficiencies of cellular processes known to
define yeast chronological lifespan (CLS) [2–4,16,20–32]. In this section, we describe the metabolites whose
concentration changes affect the pace of yeast chronological aging and discuss mechanisms through
which these key metabolites influence yeast CLS.

2.1. NADPH

NADPH is generated in the Zwf1- and Gnd1-dependent reactions of the pentose phosphate
pathway operating in the cytosol of S. cerevisiae, as well as in the Ald4-, Pos5-, Mae1-, and Idp1-driven
reactions confined to yeast mitochondria [3,20,33]. NADPH is indispensable for the growth and
viability of yeast cells because it serves as the major source of reducing equivalents for amino acid,
fatty acid, and sterol synthesis [20,33]. In addition, NADPH has a specific role in longevity assurance
of chronologically aging yeast because it provides electrons for thioredoxin and glutathione reductase
systems (TRR and GTR, respectively) [34,35]. Both these NADPH-dependent reductase systems play
essential roles in the maintenance of intracellular redox homeostasis, thereby decreasing the extent of
oxidative damage to thiol-containing proteins that reside in the cytosol, nucleus, and mitochondria of
yeast cells [34,35]. Such NADPH-driven, TRR- and GTR-dependent protection of many thiol-containing
proteins from oxidative damage slows down yeast chronological aging (Figure 1A) [35].
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Figure 1. Mechanisms through which the concentrations of some key metabolites define the rate of
chronological aging in the yeast Saccharomyces cerevisiae. These key metabolites include NADPH (A),
glycerol (B), trehalose (C), H2O2 (D), the amino acids aspartate, asparagine, glutamate and glutamine
(E), methionine (F), sphingolipids (G), spermidine (H), H2S (I), acetic acid (J), ethanol (K), as well as
FFA and DAG (L). These key metabolites are detected by a distinct set of ligand-specific protein sensors
that respond to the concentration changes of the metabolites by altering the rates and efficiencies of
longevity-defining cellular processes, thus creating a pro- or anti-aging cellular pattern and affecting
the pace of yeast chronological aging. See text for more details. Activation arrows and inhibition bars
denote pro-aging processes (displayed in blue color) or anti-aging processes (displayed in red color).
Pro-aging or anti-aging metabolites are displayed in blue color or red color, respectively. Abbreviations:
Asp, aspartate; Asn, asparagine; ATG, autophagy-related genes; ETC, electron transport chain; FFA, free
(non-esterified) fatty acids; DAG, diacylglycerol; Glu, glutamate; Gln, glutamine; PKA, protein kinase A;
RCD, regulated cell death; ROS, reactive oxygen species.

2.2. Glycerol

Glycerol is one of the products of glucose fermentation in the cytosol of S. cerevisiae cells [33].
An increase in the intracellular and extracellular concentrations of glycerol has been shown to
decelerate yeast chronological aging [15,36]. Three mechanisms have been proposed to underlie
such aging-delaying action of glycerol. These mechanisms are depicted in Figure 1B and outlined
below. First mechanism: an increase in glucose fermentation to glycerol lowers metabolite flow
into glucose fermentation to ethanol and acetic acid, both of which accelerate yeast chronological
aging (Figure 1B) [3,15,36,37]. Second mechanism: glycerol decreases the susceptibility of yeast cells to
long-term oxidative, thermal, and osmotic stresses; an age-related intensification of all these stresses is a
potent pro-aging factor in chronologically aging yeast (Figure 1B) [3,36]. It is presently unknown if this
second mechanism involves some protein sensors that respond to an increase in glycerol concentration
by stimulating certain stress response processes in yeast cells. Third mechanism: an increase in glucose
fermentation to glycerol allows an increase in both the intracellular concentration of NAD+ and the
intracellular NAD+/NADH ratio, thereby setting up a pro-longevity cellular pattern in chronologically
aging S. cerevisiae (Figure 1B) [3,36].
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2.3. Trehalose

Trehalose, a non-reducing disaccharide synthesized from glucose, has long been considered
only as a reserve carbohydrate in S. cerevisiae cells [38]. However, recent evidence indicates that
trehalose is also essential for regulating the longevity of chronologically aging yeast [37,39–45].
Depending on the chronological age of S. cerevisiae, trehalose exhibits either an anti-aging or pro-aging
effect. Both these effects are due to the ability of trehalose to directly bind unfolded domains of proteins,
thereby modulating various aspects of cellular proteostasis throughout CLS. In chronologically
“young” yeast cells that proliferate, trehalose assists in sustaining an anti-aging pattern of cellular
proteostasis. This is because trehalose binding to newly synthesized proteins in these cells helps to
decrease the misfolding, aggregation, and oxidative damage of such proteins (Figure 1C) [37,41,46,47].
In chronologically “old” yeast cells that enter a non-proliferative state, trehalose contributes to the
establishment of a pro-aging pattern of cellular proteostasis. This is because trehalose binding to
hydrophobic amino acid side chains of misfolded, partially folded, and unfolded proteins in these cells
shields extended patches of hydrophobic amino acid residues from the molecular chaperones needed
for the folding of such proteins (Figure 1C) [37,41,46].

2.4. Hydrogen Peroxide (H2O2)

H2O2 is the major molecule of reactive oxygen species (ROS) [48]. In chronologically aging
yeast, H2O2 and other ROS are initially generated in mitochondria and peroxisomes as by-products of
mitochondrial respiration and peroxisomal oxidative metabolism, respectively [21–23]. After being
made in mitochondria and peroxisomes, H2O2 is released from these two organelles and may play
a dual role in regulating yeast CLS [21–23]. If the intracellular concentration of H2O2 exceeds a
toxic threshold, it accelerates the process of chronological aging by eliciting oxidative damage to
proteins, lipids, and nucleic acids in various locations within the yeast cell [21,48]. If the intracellular
concentration of H2O2 is maintained at a “hormetic” level (i.e., a sub-lethal concentration of H2O2

that is insufficient to damage cellular macromolecules), this ROS can activate at least two signaling
networks that extend yeast CLS by creating an anti-aging cellular pattern [2,3,27]. One of these
hormetic H2O2-responsive signaling networks activates the Gis1, Msn2, and Msn4 transcription factors;
after being activated, Gis1, Msn2, and Msn4 establish an anti-aging cellular pattern by stimulating
the transcription of many genes involved in carbohydrate and lipid metabolism, nutrient sensing,
cell cycle progression, autophagy, stress response and protection, and stationary phase survival
(Figure 1D) [2,49,50]. Another hormetic H2O2-responsive signaling network is initiated when the
DNA damage response (DDR) kinase Tel1 phosphorylates and activates the DDR kinase Rad53;
Rad53 then phosphorylates and inactivates the histone demethylase Rph1, thus creating an anti-aging
cellular pattern by suppressing the Rph1-driven transcription of sub-telomeric chromatin regions
(Figure 1D) [51,52]. Mechanisms though which the Rad53-dependent suppression of sub-telomeric
transcription prolongs yeast CLS remain unknown [51].

2.5. Amino Acids

The synthesis of the amino acids aspartate, asparagine, glutamate, and glutamine from
tricarboxylic acid (TCA) cycle intermediates occurs in mitochondria of yeast cells [20,33]. These amino
acids then exit mitochondria and activate protein kinase activity of the target of rapamycin complex
1 (TORC1), a pro-aging regulator confined to the surface of yeast vacuoles (Figure 1E) [53–56].
Active TORC1 orchestrates the establishment and maintenance of a pro-aging cellular pattern by
phosphorylating at least three downstream protein targets and altering their activities. As outlined
below, each of these downstream protein targets of TORC1 defines yeast CLS because it regulates one
or more longevity-defining cellular processes.

One of the proteins phosphorylated by TORC1 is the nutrient-sensing protein kinase Sch9.
Once phosphorylated by TORC1, Sch9 influences some longevity-defining cellular processes as
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follows: (1) it promotes ribosome assembly and stimulates translation initiation, thus activating
the pro-aging process of protein synthesis in the cytosol [57–60]; (2) it slows down the anti-aging
process of protein synthesis in mitochondria [55,56,61,62]; and (3) it inhibits nuclear import of Rim15,
a nutrient-sensing protein kinase that elicits an anti-aging cellular pattern by stimulating the Gis1,
Msn2, and Msn4 transcription factors in the nucleus [63–65]; this pro-aging effect of Sch9 is reinforced
by the nutrient-sensing protein kinase A (PKA), which impedes nuclear import of Msn2 and Msn4
(Figure 1E) [65–67].

Another downstream phosphorylation target of active TORC1 is Tap42, a protein that (akin to
Sch9) stimulates the pro-aging process of protein synthesis in the cytosol by promoting ribosome
assembly and activating translation initiation (Figure 1E) [58,68].

The autophagy-initiating protein Atg13 is also a downstream phosphorylation target of active
TORC1 [69,70]. The TORC1-driven phosphorylation of Atg13 suppresses the anti-aging process of
autophagy by inhibiting autophagosome formation in the cytosol (Figure 1E) [71–73]. Atg13 can also
be phosphorylated by PKA, which strengthens the pro-aging effect of TORC1 by further suppressing
the formation of autophagosomes [69–73].

Like aspartate, asparagine, glutamate, and glutamine, the amino acid methionine is a pro-aging
metabolite in yeast that ages chronologically (Figure 1F). A likely pro-aging effect of methionine consists
in stimulating the methylation of tRNAs in the cytosol [74]. The resulting decline in the concentration
of non-methylated tRNAs weakens nuclear import of the Rtg1/Rtg2/Rtg3 heterotrimeric transcription
factor needed for driving an anti-aging transcriptional program (Figure 1F) [74]. Another pro-aging
effect of methionine is manifested in its ability to inhibit autophagy by activating TORC1 and/or by
suppressing autophagosome formation in a TORC1-independent manner (Figure 1F) [75]. This shortens
yeast CLS by decreasing the acidity of the vacuole and by eliciting the accumulation of extracellular
acetic acid, a potent pro-aging metabolite [74–77].

2.6. Sphingolipids

Sphingolipids are pro-aging metabolites in chronologically aging yeast because some genetic
and pharmaceutical interventions that change the intracellular concentrations of certain sphingolipids
have been shown to prolong yeast CLS [24,28,29,32]. Mechanisms underlying the essential role of
sphingolipids in defining yeast CLS have begun to emerge; these mechanisms are outlined below.

After being synthesized in the endoplasmic reticulum (ER), the sphingolipid backbone
base phytosphingosine stimulates protein kinase activities of Pkh1 and Pkh2 (Pkb-activating
kinase homolog proteins 1 and 2) [78,79]. Pkh1 and Pkh2 then phosphorylate and activate the
nutrient-sensing protein kinase Sch9 [24,80,81]. Such Pkh1/2-dependent phosphorylation of Sch9
establishes a Pkh1/2-Sch9 branch of a network that integrates nutrient and sphingolipid signaling
(Figure 1G) [24,29,32,81]. As mentioned in Section 2.5, the phosphorylated and therefore active
form of Sch9 in this signaling branch accelerates yeast chronological aging by stimulating the
pro-aging process of protein synthesis in the cytosol [57–60], decelerating the anti-aging process of
protein synthesis in mitochondria [55,56,61,62] and inhibiting nuclear import of the nutrient-sensing
protein kinase Rim15 (Figure 1G) [63–65]. The Pkh1/2-dependent phosphorylation of Sch9 also
elicits the Sch9-driven phosphorylation and activation of: (1) Hog1, a mitogen-activated protein
kinase that attenuates mitochondrial functionality; and (2) Isc1, an inositol phosphosphingolipid
phospholipase C that is involved in the formation of ceramides from complex sphingolipids in yeast
mitochondria (Figure 1G) [24,28,29,32]. This ability of the Pkh1/2-Sch9 signaling branch to promote the
phosphorylation of Hog1 and Isc1 allows it to coordinate mitochondrial functionality and sphingolipid
metabolism, thus making an essential contribution to longevity regulation in chronologically aging
yeast [24,28,29,32].
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2.7. Spermidine

The natural polyamine spermidine is an aging-delaying metabolite that extends yeast CLS [82–84].
In yeast cells, spermidine is synthesized from the amino acids arginine and methionine in a series
of reactions confined to mitochondria, the cytosol, and peroxisomes [84]. Spermidine delays yeast
chronological aging because it inhibits the histone acetyltransferases Iki3 and Sas3 (Figure 1H) [82].
Although such spermidine-dependent inhibition of the two acetyltransferases attenuates transcription
of many nuclear genes because it impairs histone H3 acetylation at their promoter regions, the extent of
histone H3 acetylation at the promoter regions of several autophagy-related (ATG) genes is increased in
yeast cells that exhibit high spermidine concentrations [82]. This selectively activates the transcription
of the ATG genes, thus enhancing the cytoprotective process of autophagy and delaying yeast
chronological aging (Figure 1H) [82,83].

2.8. Hydrogen Sulfide (H2S)

H2S is a metabolite that plays an essential role in the delay of yeast chronological aging by caloric
restriction (CR) [85], a dietary regimen that delays aging, increases lifespan, and improves healthspan
in evolutionarily distant eukaryotes [1,86,87]. In yeast, this water- and fat-soluble gas can be generated
endogenously via two different metabolic pathways. One pathway of H2S synthesis involves a unique
yeast assimilation of exogenous inorganic sulfate [88]. Another pathway of H2S synthesis is an
evolutionarily conserved trans-sulfuration pathway (TSP) of transfer from methionine to cysteine [88].
In yeast cultured in a liquid synthetic medium, only H2S that is endogenously synthesized via the
TSP pathway and then released to the culture medium is responsible for yeast CLS extension under
CR conditions [85]. Mechanisms through which an exogenous (extracellular) pool of H2S delays
chronological aging of yeast limited in calorie supply remain to be determined. It has been suggested
that low, hormetic concentrations of H2S may protect chronologically aging yeast from age-related
stress and damage by accelerating the electron transport chain in mitochondria and/or by activating
the transcription of many stress-response genes in the nucleus (Figure 1I) [85,88,89].

2.9. Acetic Acid

Acetic acid is one of the products of glucose fermentation by yeast cultured in a liquid medium
under high oxygenation [2,15,33]. It is formed in the Ald6-dependent reaction that occurs in the cytosol
and in the Ald4-driven reaction confined to mitochondria [3]. Acetic acid is a pro-aging metabolite
that shortens yeast CLS [15,90].

Three mechanisms through which extracellular and/or intracellular pools of acetic acid may
accelerate yeast chronological aging have been suggested, all based on known effects of these acetic
acid pools. These mechanisms are outlined below.

First mechanism: acetic acid (and/or the acidification of the liquid culture medium it causes) may,
directly or indirectly, elicit an age-related apoptotic mode of regulated cell death (Figure 1J) [15,90–94].

Second mechanism: extracellular acidification caused by the buildup of acetic acid in the culture
medium may trigger intracellular acidification, which may then accelerate chronological aging by:
(1) stimulating the pro-aging cyclic adenosine monophosphate (cAMP)/PKA signaling pathway;
(2) increasing the concentration of ROS, thus eliciting oxidative damage to cellular macromolecules;
and/or (3) enhancing DNA replication stress (Figure 1J) [2,90,92].

Third mechanism: nuclear transport of acetic acid and its subsequent Acs2-dependent conversion
into acetyl-Coenzyme A (CoA) may suppress the transcription of nuclear ATG genes by causing
histone H3 hyperacetylation at their promoter regions, thus slowing down the cytoprotective process
of autophagy and accelerating yeast chronological aging (Figure 1J) [25,26,95,96].

It needs to be emphasized that exogenous acetic acid accelerates yeast chronological aging not
only because it creates an acidic extracellular environment; indeed, neither other organic acids present
in culture medium of aged yeast nor hydrochloric acid can shorten yeast CLS if added exogenously [15].
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Moreover, only exogenous acetic acid at acidic pH, but not its conjugate base at neutral pH, exhibits
the aging-accelerating effect in yeast [15]. It is conceivable, therefore, that only a combinatory action
of acetic acid and an acidic extracellular environment is responsible for the acceleration of yeast
chronological aging via the above mechanisms [15].

2.10. Ethanol

Yeast cells cultured in a liquid medium under low oxygenation produce ethanol as the main
product of glucose fermentation in the Adh1-dependent reaction confined to the cytosol [2,3,13,14,33].
Ethanol is a pro-aging metabolite that shortens yeast CLS [37,97]. This pro-aging action of ethanol can
be enhanced by the sirtuin deacetylase Sir2, which inhibits the Adh2-driven conversion of ethanol to
acetaldehyde [97].

Ethanol accelerates yeast chronological aging via two different mechanisms. Both of these mechanisms
are elicited in response to ethanol-dependent suppression of the Fox1-, Fox2-, and Fox3-driven peroxisomal
β-oxidation of fatty acids to acetyl-CoA [21,37]. Each of these two mechanisms is specific to the chronological
age of a yeast cell.

In chronologically “young” yeast, the ethanol-dependent suppression of acetyl-CoA formation in
peroxisomes decreases its availability for anaplerotic conversion to citrate and acetyl-carnitine in these
organelles [3,21,37]. This accelerates yeast chronological aging by weakening the longevity assurance
process of supplying citrate and acetyl-carnitine to mitochondria for the replenishment of these two
TCA cycle intermediates (Figure 1K) [3,21,37].

In chronologically “old” yeast, the ethanol-dependent suppression of peroxisomal β-oxidation
of fatty acids leads to the excessive accumulation of free (non-esterified) fatty acids (FFA) [3,21,37].
Such build-up of FFA accelerates yeast chronological aging by increasing the risk of an age-related
mode of regulated cell death (RCD) called “liponecrosis” (Figure 1K) [3,98–100].

2.11. FFA and Diacylglycerol (DAG)

The ethanol-driven excessive accumulation of unoxidized FFA in yeast peroxisomes (see
Section 2.10) elicits several negative-feedback loops whose action causes a buildup of FFA and DAG in
the ER and lipid droplets (LD) [3,100,101]. This buildup of FFA and DAG accelerates the onset of the
liponecrotic mode of RCD, thereby increasing the risk of death and accelerating yeast chronological
aging (Figure 1L) [3,21,98–100]. Thus, both FFA and DAG are pro-aging metabolites that shorten
yeast CLS.

3. The Spatiotemporal Dynamics of Changes in Concentrations of Some Metabolites Define
Yeast CLS

It is becoming increasingly evident that the concentrations of the key metabolites that influence
the pace of yeast chronological aging are controlled spatially and temporally at different levels.

One level of the spatial control over the concentrations of these metabolites consists in regulating
their intracellular and extracellular concentrations [3,102]. Some of the key metabolites can influence
longevity-defining processes only within the cell they were produced; these metabolites: (1) define
the pace of yeast chronological aging only via cell-autonomous mechanisms; (2) cannot act as low
molecular weight transmissible longevity factors; and (3) include NADPH, trehalose, sphingolipids,
FFA, and DAG [3,24,28,32,35,37,41,102]. In contrast, some of the key metabolites can influence
longevity-defining processes both within the cell they were generated as well as within other cells
in the yeast population; these metabolites: (1) define the pace of yeast chronological aging via
both cell-autonomous and cell-non-autonomous mechanisms; (2) can act as low molecular weight
transmissible longevity factors; and (3) include glycerol, H2O2, amino acids, spermidine, H2S, acetic
acid, and ethanol [3,15,36,50–52,54,71–73,82,85,93,94,97,102]. It is noteworthy that some of those
metabolites that cannot act as low molecular weight transmissible longevity factors (and thus define
the pace of yeast chronological aging only via cell-autonomous mechanisms) may change metabolism
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within the “host” cell so that this cell may respond by altering the production of acetic acid and/or
other metabolites that can act via both cell-autonomous and cell-non-autonomous mechanisms.

Another level at which the concentrations of these key metabolites are controlled spatially consists
in regulating their abundance in different organellar compartments within the cell. The effective
concentrations of the metabolites that influence the pace of yeast chronological aging are established
and maintained within an intricate network that involves the unidirectional and/or bidirectional flow
of certain metabolites between mitochondria, the nucleus, vacuoles, peroxisomes, the ER, the plasma
membrane, LD, and the cytosol [22,23,27].

In addition, the concentrations of the key metabolites that define yeast CLS are controlled
temporally. Indeed, it has been found that: (1) these metabolite concentrations undergo age-related
changes; and (2) the effects of these metabolites on their protein sensors are also subjected to
age-related changes; these protein sensors respond to concentration changes of the key metabolites
by altering the efficiencies of certain longevity-defining cellular processes [3,27]. It has been therefore
proposed that the concentration changes of different key metabolites are temporally limited to certain
longevity-defining periods called “checkpoints” [2,3,27,41,103]. Many of these checkpoints exist
early in the life of chronologically aging yeast cultured in glucose-containing liquid media, during
diauxic and post-diauxic growth phases [3,27]. NADPH, glycerol, H2O2, amino acids, sphingolipids,
and spermidine are the key metabolites whose concentrations only at these “early” checkpoints play
essential roles in defining the pace of yeast chronological aging [24,27,28,32,35,36,42,51–54,71–73,82].
Some of these checkpoints are the “late” checkpoints that occur after chronologically aging yeast
cultured in glucose-containing liquid media undergoes cell cycle arrest and enters the non-proliferative
stationary phase of culturing [3,27]. H2S, acetic acid, FFA, and DAG are the key metabolites whose
concentrations only at these “late” checkpoints make essential contributions to defining the pace of
yeast chronological aging [15,27,37,85,93,94]. It is noteworthy that trehalose and ethanol are the two
key metabolites whose concentrations affect the longevity of chronologically aging yeast at both the
“early” and the “late” checkpoints; for each of these two metabolites, the longevity-defining effect at
the “early” checkpoint differs from that at the “late” checkpoint (see Sections 2.3 and 2.10) [3,27,41].
It has been also proposed that at each of these “early” and “late” checkpoints, the concentration
changes of the key metabolites are detected by a distinct set of checkpoint-specific protein sensors.
These protein sensors have been called “master regulators” because their suggested common role
consists in responding to the concentration changes of different key metabolites by altering the rates
and efficiencies of various longevity-defining cellular processes throughout the chronological lifespan,
thus establishing a pro- or anti-aging cellular pattern and defining yeast CLS [3,27].

4. Conclusions

Based on our analysis of how the spatiotemporal dynamics of changes in the concentrations
of some metabolites influence yeast CLS, we conclude that a distinct group of metabolites can act
as second messengers that define the pace of yeast chronological aging. Molecules that can operate
both as intermediates of yeast metabolism and as second messengers of yeast chronological aging
include NADPH, glycerol, trehalose, H2O2, amino acids, sphingolipids, spermidine, H2S, acetic acid,
ethanol, FFA, and DAG. Akin to second messengers of signal transduction [104,105], these second
messengers of yeast chronological aging: (1) are generated and can undergo substantial concentration
changes within a yeast cell in response to some extracellular stimuli (i.e., nutrients and hormetic
stresses); these extracellular stimuli are detected by certain hierarchically organized proteins and
protein complexes (i.e., the TORC1 and PKA signaling pathways) that then transduce the signal to
some metabolic reactions involved in the generation of the intracellular second messengers; (2) differ
from each other in their chemical properties and solubilities; these differences allow the second
messengers to transduce the signal in the polar chemical environment of the cytosol or organelle
interior, be distributed within the hydrophobic chemical environment of the cellular or organellar
membrane, or be translocated across such membranes as a gas or free radical; (3) are subjected to
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stringent spatial control; indeed, the movement of these second messengers within the cell and their exit
out of the cell are regulated in response to changes in the nutrient, energy, stress, and/or proliferation
status of the cell; (4) are also controlled temporally, as their intracellular and extracellular concentrations
at different periods of chronological lifespan vary significantly and are regulated by alterations in
nutrient availability, stress intensity, and cell proliferation rate; and (5) are detected by a distinct
set of ligand-specific protein sensors that respond to the concentration changes of different second
messengers by altering the rates and efficiencies of longevity-defining cellular processes, thereby
creating a pro- or anti-aging cellular pattern and affecting the pace of yeast chronological aging.

Of note, Pietrocola et al. [26] have recently concluded that acetyl-CoA can operate both as a
metabolic intermediate and as a second messenger in regulating the delicate balance between cellular
catabolism and anabolism in eukaryotic organisms across phyla. In conjunction with the demonstration
that acetyl-CoA plays essential roles in regulating the longevity of chronologically aging yeast (see
Sections 2.9 and 2.10; [21,25,37,95,96]), this important conclusion further supports the notion that
intermediates of some metabolic pathways in eukaryotic cells can function as second messengers that
orchestrate global changes in cell functionality in response to changes in the nutrient, energy, stress,
and proliferation status of the cell.
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Abbreviations

Asp aspartate
Asn asparagine
ATG autophagy-related genes
ER endoplasmic reticulum
ETC electron transport chain
FFA free (non-esterified) fatty acids
CLS chronological lifespan
CR caloric restriction
DAG diacylglycerol
DDR DNA damage response
Glu glutamate
Gln glutamine
GTR glutathione reductase
LD lipid droplets
PKA protein kinase A
Pkh1 Pkb-activating kinase homolog protein 1
Pkh2 Pkb-activating kinase homolog protein 2
RCD regulated cell death
ROS reactive oxygen species
TCA tricarboxylic acid
TORC1 target of rapamycin complex 1
TRR thioredoxin reductase
TSP transsulfuration pathway
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Abstract: The progressive decline of the nervous system, including protein aggregate formation,
reflects the subtle dysregulation of multiple functional pathways. Our previous work has shown
intermittent fasting (IF) enhances longevity, maintains adult behaviors and reduces aggregates, in part,
by promoting autophagic function in the aging Drosophila brain. To clarify the impact that IF-treatment
has upon aging, we used high throughput RNA-sequencing technology to examine the changing
transcriptome in adult Drosophila tissues. Principle component analysis (PCA) and other analyses
showed ~1200 age-related transcriptional differences in head and muscle tissues, with few genes
having matching expression patterns. Pathway components showing age-dependent expression
differences were involved with stress response, metabolic, neural and chromatin remodeling
functions. Middle-aged tissues also showed a significant increase in transcriptional drift-variance
(TD), which in the CNS included multiple proteolytic pathway components. Overall, IF-treatment had
a demonstrably positive impact on aged transcriptomes, partly ameliorating both fold and variance
changes. Consistent with these findings, aged IF-treated flies displayed more youthful metabolic,
behavioral and basal proteolytic profiles that closely correlated with transcriptional alterations to
key components. These results indicate that even modest dietary changes can have therapeutic
consequences, slowing the progressive decline of multiple cellular systems, including proteostasis in
the aging nervous system.

Keywords: aging; aging-delaying interventions; metabolism; cellular proteostasis; neural degeneration;
intermittent fasting; RNA-sequencing; Drosophila
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1. Introduction

Both human and model organism studies have shown even modest dietary modifications can have
a significant positive influence on longevity and the health of aging individuals [1–7]. Existing research
into the molecular mechanisms that underpin such improved health and longevity metrics indicates
that the long-term function of multiple cellular systems is essential [3,5,8–10]. Indeed, numerous
genetic studies have shown that a diverse range of regulatory, metabolic and clearance pathways
are required for the healthy aging of the nervous system [8,11–13]. In addition, a wide range of
environmental factors, especially modified diets, have consistently shown a positive influence on the
age-related decline of select tissues as well as the overall functional health and performance of older
individuals [2,10,14,15].

We have recently characterized a mild intermittent fasting (IF) protocol that promotes longevity and
neural function of middle-aged adult Drosophila strains from divergent genetic backgrounds [1,16,17].
The beneficial effects of this fasting protocol included a delay in the progressive decline of
locomotor behaviors and a reduction in neural aggregate levels [1,16,17]. This was associated with
improvements in the acute and long-term functions of the autophagy pathway within middle-aged
fly neurons [1,16,17]. Multiple studies have established that this pathway plays a central role in
stress responses and in promoting healthy aging, partly through facilitating the clearance of protein
aggregates and damaged cellular components [13,18,19]. At the mechanistic level, autophagy
represents a downstream effector pathway, the activity of which is tightly regulated by multiple
upstream factors that control and coordinate complex cellular responses [1,16,17,19,20]. The impact
of IF-treatment on the aging CNS could reflect the alteration to multiple signaling and metabolic
pathways that in turn influence pathway function, and as a result, the long-term maintenance of the
aging nervous system [1,16,17,19,20].

Most organisms show well-defined aging phenotypes, which can reflect tissue-specific alterations
to numerous molecular and metabolic pathways [15,21–23]. Taken together, these changes precede
and eventually lead, to the functional decline (behavior, metabolism, stress responses), and the
eventual death of an individual. Both genetic and drug-based studies using in vivo model systems
have shown that the different genetic backgrounds and treatment regimens, which promote health
and longevity, are often linked to basal changes to gene expression profiles [2,14,15,23,24]. Of note,
a recent RNA-sequencing (RNA-seq) study that examined changes to the acult C. elegans transcriptome
profiles, characterized a novel age-related phenomenon termed “transcriptional drift-variance” (TD),
which reflects the progressive dysregulation of mRNA expression patterns [23]. In older worms,
TD was significantly increased between replicate transcriptomes, which was partially suppressed in
matching cohorts following exposure to the anti-aging compound, mianserin [23,25]. The analysis
of transcriptome profiles from a range of mouse and human frontal cortex tissues samples also
indicated that TD was an evolutionary conserved feature of aging [23]. A recent report examining
the neural physiology of middle-age senescence-accelerated prone (SAMP8) mice also showed
elevated TD levels in neural tissues. Following treatment with the neural protective compound,
J147, TD levels were significantly reduced in mice and the average lifespan of adult Drosophila
increased [26]. The implications from these studies are that environmental interventions that promote
longevity, including IF-treatment, could facilitate more youthful mRNA expression patterns and
variance profiles [1,2,5,26–28].

In this report, we examined the impact that aging and IF-treatment have upon the transcriptome
profiles (non-fasted) in the adult Drosophila neural (head) and muscle (thorax) tissues [1,2,23,26].
Our analyses revealed that, by 4-week of age, both fly tissues showed significant basal changes to
expression levels, with IF-treatment promoting more youthful global expression profiles. Both tissues
exhibited the age-dependent phenomenon of transcriptional drift-variance, providing further evidence
that the progressive disruption of transcriptional regulation also occurs in middle-aged flies [23,25,26].
Transcripts demonstrating fold changes and TD differences involved a wide array of genes representing
a number of functional groups and pathways. In several cases, the age and IF-dependent changes were
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consistent with unique tissue-specific phenotypes and functional changes that included metabolic,
behavioral and epigenetic systems [26]. Of particular interest were the dynamic variance changes,
in neural tissues that occurred to multiple proteolytic pathway components, including members of
the ubiquitin-proteasome system (UPS) and autophagy–lysosomal pathway. Globally these results
indicate that even modest dietary manipulations could improve basal transcriptomic and phenotypic
trends, which are themselves associated with partial suppression of several cellular processes linked to
impaired cellular aging [23,26,29].

2. Results

2.1. Global Expression Differences Due to Age or IF-Treatment

To elaborate upon our original investigation into the impact of intermittent fasting (IF) on neuronal
autophagy and aging, high throughput RNA-sequencing was used to examine global changes to the
gene expression profiles in adult male Drosophila tissues. Examined were fly body segments that
represented regions highly enriched with either neuronal (head) or skeletal muscle (thorax) tissues.
Triplicate mRNA pools from adult heads were isolated from 1-week (1W), 4-week (4W) to 4-week
IF-treated (4W-IF) male flies [1,20]. Matching thoracic mRNA pools (duplicates) were also isolated
and used as reference non-neuronal control tissue set. Individual cDNA libraries were generated
for each tissue and condition and then sequenced using Illumina HiSeq2000 technology [2,24,27,30].
Sequencing read mapping and alignments were done using the Drosophila reference genome (UCSC)
and Genome Browser (genome.ucsc.edu, Santa Cruz, CA, USA), with sequence alignments and
internal read mapping generated using TopHat and Bowtie (see Methods and Materials) [2,23,29].
Comparisons between annotated library sequences found that most reads (~80%) aligned with the
reference transcriptome and represented ~94% exon-only sequences (Table S1).

As part of the predictive modeling of global transcriptome profiles, the high-dimensional variable
analysis provided by the AltAnalyze analytical pipeline (Available online: https://www.altanalyze.
org), was used to characterize the heterogeneity between individual RNA-seq datasets. This included
performing principal component analyses (PCA) on total reads per kilobase of transcript, per million
mapped reads (RPKM) values, which reduced the dimensionality of each expression dataset into two
principal components (Figure 1) [23,29]. The PCA comparison of head transcriptomes demonstrated
the close alignment between replicate samples as well as the expression differences that could largely
be attributed to aging or IF-treatment (X axis, 98.9%, Figure 1A). PC analysis of head and thoracic
datasets found distinct non-overlapping transcriptome profiles between the two tissues (PCA1 89.7%,
Figure S1A), though both showed comparable shifts in global expression due to age or IF-treatment
(PCA2 3.9%, Figure S1A). Interestingly, the head 4W-IF transcriptomes showed a significant tread
toward more youthful patterns and had reduced TD variability when compared to matching non-fasted
4W controls (Figure 1A). Hierarchical clustering plots further highlighted the similarities between
replicate samples as well as the impact that aging (4W) and IF-treatment (4W-IF) have upon global
transcriptome trends (Figure 1B and Fgure S1B) [29,30]. The average RPKM values for transcripts
typically expressed in muscle, neural or glial cell types were examined for both sets of tissues.
In general, muscle specific genes were enriched in all thoracic samples (n = 6), while genes typically
expressed in neural or glial cell types were preferentially detected across all RNA-seq samples from
adult heads (n = 9, Table S2). This indicated that the transcriptome patterns from each body segment
in large part reflected the expected tissue-specific expression profiles [2,29].
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Figure 1. Principal component analysis (PCA) and expression clustering profiles of head transcriptomes.
(A) The AltAnalyze software was used to compare PCA values for individual RNA-seq transcriptomes
isolated from 1-week (1W), 4-week (4W) to IF-treated (4W-IF) male flies (n = 3). (B) AltAnalyzer was
also used to establish the individual expression clustering profiles for head (n = 9) transcriptomes at
different ages and treatment conditions. (C) Volcano plot showing significant message fold directional
(±) changes in the CNS that occurs as a function of age (4W/1W, negative log10 of p-values as
a function of log2). (D) Kaplan–Meier survival curves of male flies (w1118/+) maintained on ad libitum
or IF conditions starting at 1-week of age (25 ◦C) [1].

2.2. Age and IF-Dependent Changes in Transcriptome Profiles

The global assessment of neural profiles indicated that significant basal expression changes were
occurring both as a consequence of aging and the IF-treatment regimen. Anticipating relatively modest
changes to basal gene expression, the average fold change to each mRNA cohort was then examined,
with significant cutoffs for aging set at >1.4 ± fold (4W/1W), and for IF-dependent changes, at >1.3 ± fold
(4W/4W-IF) [2,29]. By 4-weeks, a similar number of genes from head (1197) and thoracic (1347) tissues
showed substantial expression differences (Table 1). Age-related transcriptional changes in the fly
head tended toward a broader deregulation of mRNA profiles (Figure 1C; Table 1), though the relative
amplitude of such changes were more pronounced in 4W thoracic tissues (Figure S2A) [2,23]. In contrast,
a larger number of neural transcripts showed a significant global response to IF-exposure when heads
were compared to thoracic samples (294 versus 102 genes, Table 1). Further analysis of dynamic
expression differences determined there was minimal gene overlap between fly head and thoracic tissues
due to aging (Figure S2B; Table 1). Tissue-specific differences were also reflected in the IF-dependent
responses, with neural tissues showing a significant shift toward more youthful expression patterns in
4W-IF cohorts, relative to those in the thorax (221 versus 58 genes, Table 1). The positive impact that
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IF-treatment has on progressive transcriptional changes in both tissues was consistent with the more
general phenotype of enhanced longevity, which was demonstrated in our previous studies for male
flies from several genotypes (Figure 1D) [1].

Table 1. Genes with Fold Changes due to Aging and Intermittent Fasting.

Tissue
Change

with Age
Age Down Age Up

Change
with IF

Age Down
IF Up

Age Up
IF Down

IF More
Youthful

Thorax 1347 790 557 102 22 36 58
Head 1197 806 391 294 178 43 221

2.3. Gene Ontology (GO) or DAVID Analysis of Functional Pathway Changes

To assess the functional classification of genes or pathways influenced by age or IF-treatment,
the DAVID bioinformatics program was used to identify functional clusters of genes with tissue-specific
expression differences (Figure 2B; Table 1) [2,29]. For each condition, the transcriptome profiles from
neural tissues showed a greater number of annotated functional groups with altered patterns of
expression relative to thoracic tissues (Table S3). The largest functional gene clusters that showed
dynamic age and youthful IF-dependent expression trends in the adult fly CNS were metabolic-related
(Figure 2). Generally, these components are associated with longevity and lipid, carbohydrate (arrows)
and mitochondrial related functions (Figure 2A). To confirm RNA-seq expression trends, quantitative
RT-PCR (qRT-PCR) analysis of the Tobi, Lps2 and Sodh-1 genes was undertaken in neural tissues [31,32].
This indicated that the relative expression profiles of each gene matched the age and IF-dependent
fluctuations detected by RNA-seq (Figure 2B–D). All three proteins have well-established metabolic
functions and expression patterns that are influenced by aging, diet or alterations to the insulin-signaling
pathway [31,32]. In thoracic tissues, the Tobi transcript also showed pronounced changes in expression
due to aging and IF-treatment, albeit in the opposing directions (arrow, Figure S2C).

Figure 2. Cont.
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Figure 2. Age and IF-dependent fold changes (FC) to the expression profiles of metabolic pathway
components in adult Drosophila heads. Quantitative RNA-sequencing and DAVID analysis identified
metabolic genes that showed age and IF-dependent differences in expression levels. (A) Heatmap
and corresponding table represents hierarchical clustering of scaled gene expression profiles and the
respective fold change (FC) and p values between 4W/1W and 4W/4W-IF cohorts. Scaled expression
values (z-score) were plotted in red–blue color scale with red indicating high expression and blue
indicating low expression levels. Arrows highlight lysosomal proteins involved with carbohydrate
metabolism. (B–D) qRT-PCR of expression changes to the Tobi, Lsp2 and Sodh-1 genes in neural tissues.
** p ≤ 0.01, *** p ≤ 0.001.

2.4. Age and IF-Dependent Neuronal and Behavioral Changes

Previously, we determined that IF-treated flies have lower insoluble protein aggregate profiles in
neural tissues, which was linked to the preservation of adult climbing behaviors [1]. This was consistent
with other modified diet studies that also detect a positive impact on the long-term function of neural
tissues [1,33–37]. DAVID analysis revealed genes involved with a wide range of neural functions,
including olfaction, had dynamic changes in expression patterns (Figure 3A). We had previously
demonstrated that older male flies develop a marked increase in nighttime activity that was linked
with the dysregulation of odorant binding protein (Obp) gene expression profiles and olfactory-based
courtship behaviors [16]. In this study, elevated expression of Atg8a in neuronal tissues maintained
both Obp expression patterns and suppressed the changes to courtship behaviors [16]. To determine
whether IF-treatment could similarly alter nighttime activity profiles, 1W, 4W and 4W-IF treated
male flies (w1118/+) were placed in group-housed conditions (10 flies/tube) and examined using 12-h
light:dark (LD) cycling conditions for 48-h (LAM system). The 24-h activity profiles showed normal
behavior patterns for young males (1W), including typical morning and evening peaks of activity,
with extended mid-day and mid-dark rest periods (ZT15-21, Figure 3B,C) [16]. Middle-aged males (4W)
demonstrated the normal increase in nighttime activity, which was largely suppressed in IF-treated
cohorts (Figure 3B,C). Similar to transgenic enhancement of neuronal Atg8a levels, these results
indicated that even modest dietary manipulations can protect the progressive dysregulation of this and
other behaviors, further indicating the preservation of neural function in aged animals [1,16,17,19].
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Figure 3. Age and IF-dependent expression changes to adult neuronal pathway components and
adult olfactory-based behaviors. DAVID analysis identified genes with neuronal functions that
demonstrated age and IF-dependent fluctuations in expression levels. (A) Heatmap and corresponding
table represents hierarchical clustering of scaled gene expression profiles and fold change (FC) and
p values between 4W/1W and 4W/4W-IF RNA-seq cohorts. Scaled expression values (Z-score) of
RPKM expression levels were plotted in red (high) versus blue (low) color scale. Arrows indicate
olfactory binding genes that are linked to behavioral defects. (B,C) Average 24 h activity profiles of
grouped housed 1W, 4W and 4W IF male fly cohorts (n = 16 groups of 10 flies) and (D) Activity levels
during light (ZT0 to 12) dark (ZT12 to 24) and mid-dark (ZT15 to 24) time periods. ** p ≤ 0.01.

2.5. Altered Expression Patterns of Stress Response and Epigenetic Pathway Components

DAVID analysis of thoracic samples identified significant fluctuations to the expression profiles
of regulatory, proteolytic, vesicle transport and structural pathway components (Figure S3A–C).
The fly CNS also demonstrated significant age and IF dependent fold changes to the expression
levels of several stress response pathway components (Figure 4A). This included the Drosophila
Hsp22 transcript (mitochondrial heat shock protein), which in both head and thoracic tissues showed
an age-dependent increase and IF-related decrease in expression levels (Figure 4B). Changes to
Hsp22 mRNA values were confirmed using quantitative (qRT-PCR) analyses (n = 16, Figure 4C),
with expression patterns becoming highly variable in aged thorax samples (4W, Figure 4B,C).
The age-related increase in expression variance for this gene suggested that transcription drift variance
(TD) was occurring in older Drosophila tissues [23,26]. It also suggested that upstream transcription
factors that regulated downstream expression and variance profiles could be influenced by protective
dietary conditions [23,26]. Comparing the two tissues identified significant FC to the expression pattern
of epigenetic pathway components, although there was minimal specific overlap between head and
muscle samples (Figure 5A,B). For example the CoRest and Df31 genes showed opposing response
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to aging IF exposure (blue arrows, Figure 5A,B). Taken together, our data suggests that both age and
modified diets can produce unique tissue-specific changes to epigenetic pathway components in concert
with the broader regulatory differences seen in the adult Drosophila transcriptome [38,39].

Figure 4. Age and IF associated changes to stress and inflammation pathway components in adult
neural tissues. RNA-Seq and DAVID analysis of Drosophila head transcriptomes identified multiple
genes in stress and inflammation related pathways that demonstrated both an age and IF-dependent
difference in expression levels. (A) The heatmap and corresponding table represents the clustering of
scaled gene expression profiles and includes the respective fold change in expression (FC, p values) that
occur between 4W/1W and 4W/4W-IF tissue cohorts. Scaled expression values (z-scores) were plotted
using a red–blue color scale represented dynamic differences expression differences to individual
genes. Red indicates relative elevated expression and blue indicates relative reduced expression levels.
The mRNA expression levels of Hsp22-1 in head (H) and thorax (T) tissues measured in RPKM values
by (B) RNA-seq or (C) qRT-PCR analyses. The relative mRNA expression of 1W flies (w1118/+) was set
to 1.0 and subsequent RNA values were also normalized to the housekeeping CXba transcript.
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Figure 5. Age and IF-dependent changes to epigenetic pathway components and tissue specific
transcriptional drift-variance profiles. Heatmaps of chromatin remodeling pathway components,
showing dynamic FC to expression levels in aged (A) head or (B) thoracic tissue samples (n = number
of genes). Arrows highlight the Df31 and CoRest transcripts (blue arrows) that have significant but
opposing tissue specific FC to expression profiles. Representative drift-plots showing the global
variance changes or VC (~10,000 genes) to (C) head or (D) thorax tissue transcriptomes, isolated from
1-week 1W, 4W to 4W-IF adult cohorts. Drift plots representing (E) head and (F) thoracic transcripts
(~1200 genes) that showed significant age-dependent FC to expression levels. *** p ≤ 0.001. See Table 2
for additional details. DAVID analyses were used to determine the functional pathways of head and
thoracic genes that demonstrated elevated variance Z scores (4W/4W-IF VC > 3.75). (G) The scaled
variance Z scores (SD/Ave) for individual transcripts involved with neuronal function were used to
generate scatter plots of 4W ( ) and 4W-IF (�) head cohorts. (H) The scaled variance Z scores (SD/Ave)
for lipid metabolic genes were plotted for 4W ( ) and 4W-IF (�) thoracic transcriptome samples.

2.6. Age and IF-Dependent Changes to Transcriptional Drift

Neural PCA values (4-week, Figure 1A) and muscle Hsp22 mRNA profiles (Figure 4B,C)
suggested that middle-aged fly tissues showed an increased variability between matching replicate
transcriptomes [23]. Therefore, the impact of aging and IF-treatment on transcriptional drift variance (TD)
was assessed for both tissues. The global variance differences were examined for those genes with replicate
RNA-seq values of >1.0 RPKM across all datasets for a particular tissues. The corrected log-fold change
in expression variance was determined for each transcriptional cohort, using the 1W transcriptomes as
‘young’ reference values (log10[old/young reference1W]) [23,26,40]. Global TD profiles for head (9803)
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and thorax (10,163) mRNA cohorts are outlined in Table 2 and illustrated as drift-plots (Figure 5C–F,
www.r-project.org) [23,26]. When compared to young flies (1W), total transcriptome profiles from aged
cohorts (4W, 4W-IF) demonstrated a significant increase in expression variance or TD (Figure 5C,D) [23].
However, when the two aged profiles were compared, global TD levels were suppressed in 4W-IF neural
samples (Figure 5C, Table S4). When a subset of genes that had age-dependent FCs in expression was
examined, IF-treatment reduced the variance levels for both tissues (Figure 5E,F, Table S4). This analysis
indicated that expression variance significantly increased in middle-aged Drosophila, while IF-treatment
promoted more youthful TD or variance change (VC) profiles for both tissues, suggestive of alteration in
global transcriptional regulation [23,26].

Table 2. Variance Changes * with Age and IF.

Variance > 3.75 4W/1W 4W/4W-IF 1W/4W-IF

Thorax genes 1457 1592 1441
Head genes 1156 1322 520

* Based on replicate RPKM values and corrected Z scores (SD/Ave).

Further characterization of mRNA fold changes suggested that differences in expression patterns
could be classified in terms of variability between replicate mRNA samples. Therefore, gene variance
Z scores (VZ) from normalized replicate RNA-seq values were generated (VZ = SD/Ave RPKM).
Comparisons were made between the different age (4W/1W) and treatment (4W/4W-IF) cohorts for
both tissues, and individual genes with fold VCs were identified. Nearly 1300 neural and 1600 thoracic
transcripts demonstrated a significant reduction in variance profiles following IF-exposure (4W/4W-IF
VC > 3.75, Table 2). Often, gene specific FC to message levels did not coincide with VCs, which itself
may reflect a heretofore-underappreciated feature of aging. DAVID analysis was performed on those
transcripts in both tissues with high VC levels (4W), and that were suppressed in 4W-IF cohorts. In the
aging CNS, genes with both FC and VC differences included odorant-binding and synaptic proteins
and key components of the circadian pathway (tim, per) (Figure 5G, Table S5) [2,16]. Together with the
age-dependent behavioral changes (Figure 3B,C), these finding suggest that examining both FC and
VC differences could serve to clarify the genes and functional pathways that have malleable expression
patterns that can be influenced by aging, diets or other modifying factors [23,26,29,41].

DAVID analysis was also performed on thoracic genes demonstrating age-related TD or expression
variance patterns (4W/4W-IF). Several lipid pathway components showed substantial VCs that
were significantly reduced following IF-exposure (Figure 5H), while the FC to expression levels
remained largely unchanged (Table S6). As previously reported, basal and acute autophagy responses
are influenced by age and IF-treatment, suggesting that whole animal fasting responses and rates
of metabolic catabolism may also be similarly altered [1,2,32,42]. Therefore, the global starvation
responses of 1W, 4W and 4W-IF treated flies were examined. Male flies were placed on fasting
media (1% agar) and the number of dead flies counted every 8 h [43]. Middle-aged adults showed
a heightened sensitivity to starvation that was partly suppressed in age matched IF-treated cohorts
(Figure S4A,B). Since aged thoraces showed both substantial fold and variance changes to metabolic
pathways, we examined the global catabolism rates of stored metabolites. Young (1W) and middle-aged
(4W, 4W-IF) flies were fasted for 0 or 8 h, flash frozen and tissue homogenates used to determine
whole body triglyceride (TG), glycogen and glucose levels (mg/mg protein, Figure S4C–H) [8,42].
Young flies had the highest basal stores and catabolism rates for all three metabolites (Figure S4C–H).
Interestingly, older adults (4W) showed similar TG levels but lower consumption rates following
and 8-h fast (14% decrease). In fasted 4W-IF cohorts, the TG catabolism profiles were more youthful
(27.5% decrease, Figure S4C,D), while turnover of carbohydrate stores showed different profiles
(Figure S4E–H) [42,44]. Together, this suggests that age and IF-dependent changes that are reflected as
FC and VC expression differences in thoracic tissues have functional consequences in metabolic and
survival responses in older individuals (Figure S4) [8,42].
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2.7. Altered Proteolytic Pathways and Protein Aggregate Profiles in Aging Fly Tissues

Using a sequential detergent extraction and Western analysis, we have consistently shown
that under normal culturing conditions that by middle-age, adult flies have a significant buildup
of insoluble ubiquitinated protein (IUP) aggregates in neural tissues [1,16,17,19,45]. We have also
demonstrated that the rate at which protein aggregates increase (IUP, Ref(2)P) closely correlates with
the tissue specific decline in autophagic capacity, which can be manipulated by genetic, transgenic and
dietary factors [1,16,17,19,45]. Close examinations of FCs found relatively few proteolytic pathway
components with significant expression differences in either head or thoracic tissues (Figure S3B).
In sharp contrast, DAVID analysis of neural genes with altered variance scores identified multiple
elements in proteolytic pathways that became hyper-variable with age (4W), which were largely
suppressed by IF-treatment (4W/4W-IF ratio > 3.5, Tables S7 and S8). Individually, this included
proteasomal (18), lysosomal (21), autophagy (7) and ubiquitin (7) pathway components, which in
neural samples had remained undetected due to minimal FCs to message levels (Figure 6A; Tables S7
and S8). Following IF-treatment (4W-IF) there was substantial suppression of variance profiles for
the same set of genes (Figure 6A) [23,26,43,45,46]. In matching thoracic samples, these genes showed
minimal FC or VC differences, indicating proteolytic pathway components were largely unaffected by
aging or dietary conditions in muscle tissues (Figure 6B; Tables S7 and S8).

Figure 6. Age and IF-dependent tissue specific changes to proteolytic pathway variance and aggregate
profiles. DAVID analysis was performed on neural transcripts that showed an age-related elevation
and IF-reduction in TD variance scores (4W/4W-IF, >3.75). (A) Scatter plot of scaled variance Z scores
(SD/Ave) of proteolytic pathway components from 4W ( ) to 4W-IF (�) head transcriptomes. (B) The
scaled variance Z scores (SD/Ave) for the same cohort of genes from replicate 4W ( ) to 4W-IF (�)
thoracic transcriptomes. See Tables S7 and S8 for individual gene information. Head and thoracic
tissues from 1W to 4W flies underwent sequential detergent fractionation before Western analyses. Blots
containing the Triton-X100 and SDS soluble protein fractions were probed with ant-UB, anti-Ref(2)P
and anti-Tubulin antibodies and corrected protein levels quantified for both (C,D) head and (E,F)
thoracic tissues. At 4 weeks of age, neural tissues demonstrated the buildup of protein aggregates,
which is limited in age-matched thoracic samples.
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Given the marked tissue-specific differences in proteolytic expression patterns, the age-dependent
buildup of aggregate profiles between head and thoracic tissue samples was directly compared.
Sequential Triton-X100 (1%) and SDS (2%) detergent protein extracts were isolated from replicate
1W to 4W old fly heads and thoraxes and Westerns probed to establish protein aggregate profiles
(Figure 6C–F). In neural tissues, Western blots of the SDS soluble protein fractions showed the
normal age-dependent buildup of neural protein aggregates (4W) (Figure 6C,D). Age-matched thoracic
samples showed minimal IUP and Ref(2)P level differences (Figure 6E,F). Together this was consistent
with our studies showing the timeline and tissue specific development of protein aggregates in the
aging fly CNS, which also coincides with altered transcriptional regulation for proteolytic pathway
components [1]. These results also underscored the concept that therapeutic changes, including
modified diets, can have a positive influence on a diverse array of tissue-specific cellular processes
including proteolysis [1,23,26,29]. The transcriptional changes observed with the intermittent fasting
based diet also appears to reflect the long-term positive consequences for aged individuals in terms of
global and tissue-specific expression patterns and physiological responses [38,39].

3. Discussion

The progressive changes to multiple interconnected cellular systems has been mechanistically
linked to the aging [1,8,16,39]. It has consequently been challenging to separate the primary cause(s)
leading to the progressive deterioration of cells and tissues from the downstream or secondary
collateral effects of aging [3,8,9]. Both genetic and environmental studies have established that
multiple cellular pathways are involved with and can influence the normal aging process as well as
long-term maintenance and function of the nervous system [1,12,16,25,34]. The implications from other
longevity studies are that net positive changes due to diet likely involved subtle alterations to signaling,
epigenetic, mitochondrial and proteolytic based pathways [2,3,25,28,31,47]. In this report, we have
used RNA-seq analysis to continue our investigation into the dynamic expression and phenotypic
changes that occur in adult Drosophila as a consequence of aging and exposure to intermittent fasting [1].
Previously, we have demonstrated that IF-treatment had a positive impact on middle-aged flies by
slowing the progression of several global and neurodegenerative phenotypes [1]. This included longer
average lifespans, the preservation of adult behaviors (geotaxis), lower neural aggregate profiles
(IUP, Ref(2)P) and enhance basal and acute autophagic responses in the aging fly nervous system [1].
This implied that even modest dietary changes could have a significant impact on the regulation of
cellular pathways and that are essential for the long-term functional maintenance of adult tissues.

For this study, the selection of mRNA samples (time, treatment, tissue) was based on well-defined
age-dependent alterations to the behavioral and physiological profiles of wild type adult flies [1,17,45].
The over primary goal of these studies was to identify early changes to transcriptome profiles
that could serve as the nexus to assess early changes to molecular mechanisms involved with
progressive age-related defects, and to highlight cellular pathways that are responsive to environmental
treatments [1,2,8]. Our initial comparisons of PCA and expression clustering profiles for individual
RNA-sequenced transcriptomes confirmed the similarities between replicate samples, and highlighted
the dynamic tissue-specific changes occurring to basal expression profiles as consequence of aging
or IF-treatment (Figure 1 and Figures S1 and S2; Tables 1 and 2) [29]. Further analysis confirmed that
adult head and thoracic tissues have unique expression profiles that are selectively enriched for genes
normally produced in neural, glial, or muscle cell types (Table S2). Global tissue-specific responses
also included a relatively higher fold expression for thoracic transcripts, though neural tissues showed
a larger number of genes responding to IF-treatment (4W/1W, Table 1). The relative number of genes
that showed significant age-dependent FC and VC differences were similar between the two tissue
types, although relatively few genes showed matching mRNA fluctuation patterns (Figure S2B).

IF-treatment may have a greater impact on the regulation of the adult head transcriptome profiles
in part due to the level of tissue heterogeneity found within this Drosophila body segment. The majority
of the adult thorax represents a relatively homogenous tissue, primarily comprised of flight and jump
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skeletal muscle cell type (see Table S2). Conversely, the adult fly head is comprised of diverse neural
and glial cells, which have multiple functions and unique tissue specific transcriptional responses as a
result of aging or IF exposure. The difference in the number of replicate transcriptome data sets used
in our analysis of head (n = 3) and thorax (n = 2) tissues could have resulted in an under representation
of expression differences between the two tissue types. However, the PCA and expression clustering
analyses (Figure 1A,B and Figure S1) confirmed replicate sample similarities as well as the divergence
expression trends that occurred as a result of age or dietary conditions for each tissue type. In addition,
the relatively uniform number of genes showing age and IF-dependent changes between the two
tissues (Tables 1 and 2) suggested that analysis of duplicate RNA-seq data sets, while not optimal
could be used to identify significant fold and variance changes to individual transcripts.

From these initial studies, non-directed DAVID analysis identified multiple functional groups and
pathways that demonstrated unique tissue-specific FC in expression that could be attributed to both aging
and nutritional conditions (Figures 2–5 and Figures S2 and S3; Table 1 and Table S7) [23,29]. Each tissue
showed unique age or IF-dependent changes to multiple pathway components, with only few genes
demonstrating similar expression trends. One notable exception was the Hsp22 gene, which in
Drosophila serves as a chaperone protein involved with mitochondrial homeostasis, ROS detoxification
and longevity-based functions [15,21]. Previously, fly tissues showed a basal age-dependent FC
to Hsp22 message and protein levels that closely correlates with enhanced longevity and stress
resistance [15,21]. Consistent with these findings, RNA-seq and qRT-PCR analysis for both tissues
showed an aged-dependent increase (4W) and IF-dependent reduction in the Hsp22 message
(Figure 4B,C). Together with elevated variance profiles in thoracic tissues (4W), this data suggests that
IF-treatment reduces endogenous levels of cellular stress and may improve mitochondrial function in
4W-IF flies [15,21].

Recent studies examining the impact that aging and therapeutic compounds have on the
regulation of adult C. elegans and murine transcriptome profiles, has highlighted the occurrence of
transcriptional drift-variance in model organism [23,26]. This work has strengthened the concept
that along with average FCs to mRNA levels, there exists an age-dependent increase in global
expression drift-variance, likely reflecting the dysregulation of transcriptional stoichiometry [23,26].
Treatment with the drug mianserin (serotonergic pathway inhibitor) promoted longevity in adult C.
elegans and resulted in a dose dependent reduction in TD and more youthful serotonergic pathway
function [23,25]. Older mice exposed to the neural protective compound J147 also showed suppressed
TD in neural tissues as well as the reduction in plasma metabolomics drift profiles [26]. Further, detecting
TD variance in tissue transcriptome profiles from older human tissues suggests this is a conserved
phenomenon, likely to involve progressive changes to epigenetic regulatory pathways [23,38,48,49].
In this study, we determined that tissue-specific changes to chromatin-remodeling pathway components
(Figure 5A,B), closely correlated with the significant increase in TD profiles (4W) and the partial
suppression of both following IF-treatment (Figure 5C–H). While both head and thoracic tissues
showed a similar number of transcripts with an age-dependent increase in TD variance, the individual
components were tissue-specific and largely did not overlap (Table 2). In addition, neural tissues
appeared to have a greater response to IF-treatment and lower global expression variance profiles
(4W-IF) than those found for matching thoracic transcriptome profiles (>3.75, Figure 5C–F; Table 2).

Since middle-aged Drosophila tissues showed unique VC transcriptional patterns DAVID analysis
was used to characterized genes and functional pathways influenced by aging with IF-treatment and
restored to more youthful pattern following IF exposure. In neural tissues genes showing lower VC
have circadian (tim, per), olfactory (Obp99a), and neural (neur, mnb, Fmr1, Sap47) functions (Figure 5G;
Table S5). The increase in TD profiles coincided with neuronal FC differences and the progressive
decline and partial rescue of adult behaviors (Figure 3) [1,16]. For thoracic tissues, DAVID analyses
revealed a very different set of genes showing dynamic FC and VC differences (Figure 5B,H and
Figure 6B; Tables S6–S8). This included proteins involved with metabolism (Figures S2C and S4) as
well as significant VCs to lipid homeostatic components (Figure 5H; Table S6) [32,42]. The functional
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potential impact of aging and IF-treatment on metabolic-based FC and VC in expression patterns
closely correlated with improved starvation responses (Figure S4A,B) and more youthful catabolism
rates for lipids (TG) in fasting 4W-IF flies (Figure S4C,D) [1,42]. Overall, the metabolic differences seen
in IF-treated flies were consistent with previous dietary studies showing improved metabolic and
physiological metrics in aged animals [2,32].

Along with age-related changes to key neuronal systems, the decline in CNS function is
often associated with progressive proteostasis defects that include functional changes to the
ubiquitin-proteasome and autophapy-lysosomal systems [1,16,17,25,34,50]. Indeed, the age-dependent
formation of protein inclusions is often closely associated with the decline of motor behaviors, sensory
perception (olfaction), sleep/circadian patterns and cognition [1,16,29,34]. Human studies and work
using model systems have shown modified diets can slow the functional decline of the nervous
system and may promote synaptic plasticity and neurogenesis in older adults [3,37,50]. In previous
studies, we demonstrated that middle-aged flies exposed to IF-treatment demonstrated improved
autophagy profiles including basal and acute fasting responses [1]. Consistent with this finding was the
pronounced VC detected for multiple proteolytic components within the proteasome (Rpn1,), ubiquitin
(UBE4A), lysosomal (Cath-L), and autophagy (Atg16L2, PI3K59F) pathways (Figure 6A; Tables S7 and S8).
This appeared to be dynamic neural-specific VC, which was primarily not detected in matching thoracic
samples (Figure 6B; Tables S7 and S8) [43,45,46,51]. Of particular note are key components involved with
regulating proteostasis by the proteasome (subunits Rpt, Rpn) [46] and autophagy (PI3K59F, Atg16L2) [51],
which showed significant VC and minimal FC in expression in contrasting transcriptome samples from
aged fly cohorts (4W/4W-IF, Figure 6A; Tables S7 and S8). Taken together, the selective neuronal increase
in proteolytic VC profiles was consistent with tissue-specific disparities observed in the timing and
relative level of ubiquitinated protein aggregate accumulation (Figure 6C–F).

Overall this study indicates that conditions that alter in vivo aging phenotypes can be closely
linked to expression difference to pathway components associated with individual functions.
In addition, this analysis can also be used to identify upstream regulatory factors that coordinate the
expression of key downstream functional components [39]. Therefore, observing the suppression
of FC and TD profiles by select treatment conditions could not only highlight “sensitive” gene
targets but also identify the cellular mechanisms that facilitate or promote their long-term regulation.
This could include individual changes to signaling systems, transcription factors or epigenetic
pathway components. In this study, IF-associated basal changes to expression patterns primarily
highlighted differences to epigenetic components for both adult Drosophila tissues (Figure 5A,B).
This implies that individual treatments or environmental conditions that alter aging phenotypes may
be reflected as unique tissue-specific transcriptional “fingerprints” that are impacted by nucleosome
and heterochromatin modifications [18,38,39,52]. In terms of healthy human aging, there is a growing
appreciation that modest dietary interventions may be an effective method to preserve more youthful
transcription patterns and facilitate the treatment of chronic progressive disorders [27,34,53,54].
The overarching goal for this type of treatment would be to maximize the benefit, while minimizing
the side effects and compliance issues associated with harsher dietary regimens, including caloric
restriction [34,54,55]. Given these attributes, applying targeted dietary modifications to aging
population may have a lasting beneficial effect upon disorders linked to the functional decline of the
nervous system [6,37,47,56–58].

4. Material and Methods

4.1. Drosophila Stocks, Culturing Conditions and Starvation Responses

Canton-S (CS) and w1118 fly stocks (Bloomington Drosophila Stock Center, Bloomington, IN, USA),
crosses and F1 offspring have been previously described and were originally obtained from the
Bloomington Stock center (Bloomington, IN, USA) [1]. Flies used for each study represented F1 offspring
generated from crosses between CS virgin females and w1118 males (w1118/+) [16]. Adult male flies
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were collected within four hours of eclosion and maintained on standard fly media (25 per vial) and
culturing conditions (25 ◦C, 65% humidity, 12-h light:dark, LD cycle) [1,16]. For IF-treatment studies,
flies were maintained using standard conditions and media until 1-week of age, then were exposed to
either IF or ad libitum culturing conditions [1]. IF-treated flies were turned onto fasting vials (1% agar)
three times per week from 9:00 a.m. to 5:00 p.m. (8-h) [1]. For all studies, IF-treated flies were placed
on ad libitum conditions for two full days prior to being used for behavioral and starvation studies or
being flash frozen in liquid nitrogen for subsequent tissue isolation [1]. Flies were stored at −80 ◦C for
before tissues were isolated and processed for mRNA, protein or metabolic analyses [1].

4.2. RNA Isolation, Library Construction, RNA-Sequencing and Bioinformatics Analyses

F1 fly cohorts (w1118/+) exposed to IF-treatment or ad libitum conditions for three weeks
were collected and flash frozen at 1-week or at 4-week of age. Drosophila tissue processing, RNA
isolation and cDNA library construction are outlined in Supplemental Information [16]. Libraries
were sequenced using the Illumina HiSeq2000 technology (Illumina, Inc., San Diego, CA, USA) for
single-end 100-bp format (7-base index). Briefly, staff at The Scripps Research Institute Sequencing
Core Facility (La Jolla, CA, USA) processed sequencing data to generate FASTQ files demultiplexed
based on index sequences [2,24]. Sequenced reads were mapped to a Drosophila reference genome
(UCSC Genome and Browser (vmm9.gtf, UCSC, Santa Cruz, CA, USA) and alignments generated
using TopHat (v2.0.9) and Bowtie 2 (v2.1.0, John Hopkins University, Baltimore, MD, USA) software.,
Cufflinks (http://cufflinks.cbcb.umd.edu/) was used to assemble sequence reads for individual
transcripts [2,24,29]. For each sequenced library, the number of reads per gene was normalized
and reported as RPKM values as an estimation of expression levels. To determine the fold changes,
both the average RPKM and log2 RPKM scaled values for each gene was determined from replicate
reads (FC = Ave log2 RPKM 4W/Ave log2 RPKM 1W). Significant expression differences due to
aging were set at >1.4 (4W/1W) and IF-treatment at >1.3 (4W/4W-IF). In addition, normalized
RPKM values used to generate heat maps (fold), variance fold changes and drift-variance plots
(box plots) from different transcript cohorts and are further detailed in Supplemental Information.
The AltAnalyse software (v2.1.0, Cincinnati Children’s Hospital, Cincinnati, OH, USA) was used for
PCA analysis and to generate expression-clustering profiles for each RNA-seq data set. The DAVID
bioinformatics program (https://david.ndifcrf.gov) was used to identify functional gene clusters
and associations for transcripts showing fold or variance differences due to age or IF. A custom
designed Python program (Python 3.6.4, Copyright© 2001–2018 Python Software Foundation,
https://www.python.org/psf/) was used to refine functional pathway gene lists that were used
to generate heatmaps, expression tables and variance scatter plots. Methods used to normalize values
for heatmaps, transcriptional drift and drift-variance profiles and normalized drift-variance values are
further detailed in Supplemental Information.

4.3. 24-h Activity Profiles of Aged Group-Housed Male Flies

Outcrossed male flies were collected within 4 h of eclosion and aged in cohorts of 25 using
standard husbandry and IF conditions. Flies were entrained using 12-h light and 12-h dark
conditions (LD), with lights-on starting at 8:00 a.m. and lights-off at 8:00 p.m. [16,20]. The activity
profiles of group-housed male flies were examined using the LAM25 systems (Trikinetics Inc.,
Waltham, MA, USA) and established protocols [16]. The LAM25 system detects fly movement (infrared
beam breaks) and activity events were detected using the DAM System3 program (Trikinetics Inc.,
Waltham, MA, USA) [16]. Following an overnight recovery, the activity profiles of 1W, 4W and
4W-IF male fly groups (10 per vial) were monitored for 48 consecutive hours, using 12-h LD
conditions [16]. Collected data sets were further analyzed using a custom-designed Python program
(https://www.python.org/psf/, Python v3.6.4, Copyright © 2001-2018 Python Software Foundation)
and Microsoft Excel software (Microsoft Office®, Mac 2011 v14.7.1) to generate activity graphs during
the 12-light (ZT0–12), 12-dark (ZT12–24) and 6-h mid-dark (ZT15–21) time periods [16].
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4.4. Quantitative RT-PCR

Flies from different ages and treatment conditions were collected, flash frozen and stored at
−80 ◦C. Head and thoracic tissues were isolated, cDNA libraries generated quantitative Real-Time
PCR studies performed using established technique [16,20]. The relative mRNA expression of 1W WT
flies (w1118/+) was set to 1.0 and subsequent RNA values were also normalized to the housekeeping
CXba transcript [1,16,19]. Primer sequences will be provided upon request and additional methods
details are included in Supplemental Information.

4.5. Metabolite Profiles

Adult male flies from 1W, 4W, or 4W-IF conditions were fasted for 0-h, 4-h or 8-h on 1% agar
prior to final collection, flash freezing and storage at −80 ◦C. See Supplemental Information for
additional detailed methods used to determine whole body triglyceride, glycogen and glucose levels
and Figure S4 for results [1,42,43].

4.6. Western Blot Analysis

Outcrossed male flies were aged, collected and flash frozen at 1 and 3-week of age. Adult heads
and thoraces were collected and individual tissues homogenized using standardized reagents and
techniques. [1,16,20]. See Supplemental Information for detailed methods.

4.7. Statistical Analysis

Quantified Western blot, activity profiles, and metabolic graphs were generated using Microsoft
Excel and figures assembled in PowerPoint (Microsoft Office®, Mac 2011 v14.7.1) [16]. Unless otherwise
stated statistical analyses between groups were performed using the GraphPad software (https:
//www.graphpad.com/) and Student’s t-test (two-tailed, unpaired). All values are reported as mean
values ± SEM [16,20].

5. Conclusions

This and previous studies have demonstrated that even modest dietary modifications can have a
significant beneficial impact on the cellular processes and physiological responses of aging worms,
flies, mice and humans [1–3,5,47]. Along with promoting longevity and healthy neural aging, we have
shown that IF-treatment can have a net positive impact on the progressive decline of several additional
phenotypes that are reflected by the tissue-specific fluctuations to adult Drosophila transcriptome
profiles [1,2]. This includes more youthful metabolic responses, the maintenance of olfactory-based
courtship behavior, and the neural specific buildup of proteins aggregates [1,3,4,7,16,34]. The work
detailed in this study indicates that even modest dietary changes can have a significant impact on
progression of aging phenotypes, which in turn is reflected by significant differences in basal expression
patterns. Our results indicate that protein homeostasis and clearance pathways in neural tissues are
influenced and that changes to upstream epigenetic factors may be mediating these responses [59,60].

Supplementary Materials: The following are available online at http://www.mdpi.com/1422-0067/19/4/1140/
s1.
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Abstract: There have been striking associations of cardiovascular diseases (e.g., atherosclerosis) and
hypercholesterolemia with increased risk of neurodegeneration including Alzheimer’s disease (AD).
Low-density lipoprotein (LDL), a cardiovascular risk factor, plays a crucial role in AD pathogenesis;
further, L5, a human plasma LDL fraction with high electronegativity, may be a factor contributing
to AD-type dementia. Although L5 contributing to atherosclerosis progression has been studied,
its role in inducing neurodegeneration remains unclear. Here, PC12 cell culture was used for
treatments with human LDLs (L1, L5, or oxLDL), and subsequently cell viability and nerve growth
factor (NGF)-induced neuronal differentiation were assessed. We identified L5 as a neurotoxic
LDL, as demonstrated by decreased cell viability in a time- and concentration-dependent manner.
Contrarily, L1 had no such effect. L5 caused cell damage by inducing ATM/H2AX-associated DNA
breakage as well as by activating apoptosis via lectin-like oxidized LDL receptor-1 (LOX-1) signaling
to p53 and ensuring cleavage of caspase-3. Additionally, sublethal L5 long-termly inhibited neurite
outgrowth in NGF-treated PC12 cells, as evidenced by downregulation of early growth response
factor-1 and neurofilament-M. This inhibitory effect was mediated via an interaction between L5
and LOX-1 to suppress NGF-induced activation of PI3k/Akt cascade, but not NGF receptor TrkA
and downstream MAPK pathways. Together, our data suggest that L5 creates a neurotoxic stress via
LOX-1 in PC12 cells, thereby leading to impairment of viability and NGF-induced differentiation.
Atherogenic L5 likely contributes to neurodegenerative disorders.

Keywords: electronegative LDL; lectin-like oxidized LDL receptor-1 (LOX-1); nerve growth factor (NGF);
neuronal differentiation; apoptosis

1. Introduction

Dementia is the most common neurodegenerative disorder afflicting the aged. Growing evidence
suggests a strong and likely causal association of cardiovascular disease (CVD) with cognitive decline
and Alzheimer’s disease (AD) [1]. Actually, a high prevailing rate of often neglected cardiovascular
problems is found in the AD population [1,2]. Epidemiological studies have established a strong
relation between CVD and AD, but it remains unclear whether this relation is due to shared risk
factors that independently influence disease progression, or if certain CVD risk factors contribute
to AD pathogenesis by inducing neuronal damage or promoting the accumulation of plaques and
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tangles. Among CVD risk factors, elevated low-density lipoprotein (LDL) is reported to reduce
cerebral perfusion, increase oxidative stress, and activate neuroinflammatory responses, all of which
promote AD progression [3,4]. An association of high LDL with cognitive impairment and AD has
been demonstrated; however, how plasma LDL induces dementia has yet to be clearly defined.

Hypercholesterolemia has been emphasized a risk factor for the development of AD [5,6].
Cholesterol is transported inside LDL particles in circulation, so high LDL-cholesterol (LDL-C) level
may increase the individuals suffering from cognitive decline and dementia. Cholesterol-related
studies suggest that there is a negative correlation between plasma LDL-C level and cognition [7,8],
and that high LDL-C level is associated with faster cognitive degeneration in AD patients [9]. Moreover,
LDL particles are known to cause mischief to both cardiovasculature and cerebrovasculature if they
become oxidized and invade the endothelium. Oxidized LDL (oxLDL) can promote AD progression
through inducing cerebrovascular dysfunction [10,11]. Thus, lowering LDL-C with statins has been an
excellent strategy for reducing dementia risk [12].

One plausible mechanisms by which LDLs contribute to cognitive dysfunction and dementia
progression is through the modification to electronegative LDL [LDL(−)], a class of naturally
occurring atherogenic lipoproteins [13]. Similar to oxLDL, plasma LDL(−) is increased in patients
with high CVD risk, including patients with hyperlipidemia, diabetes, severe renal disease, and
nonalcoholic steatohepatitis [14]. Of note, L5 has the relatively highest electronegative charge
among chromatographically resolved human LDL subfractions (L1–L5), and evidence has shown
that L5 induces marked atherogenic changes and apoptosis in cultured vascular endothelial cells
(ECs) [15]. Further, circulating L5 is moderately elevated in asymptomatic individuals with
increased CVD risk, such as those with metabolic syndrome, hypercholesterolaemia and type 2
diabetes [16,17]. Nevertheless, to our knowledge, the role of L5 in neurodegenerative pathogenesis
remains uncharacterized. Specifically, it remains uncertain whether L5 leakage into brain tissue under
the situations of aberrant cerebrovasculature caused by cerebral amyloid angiopathy or increased
blood-brain barrier (BBB) permeability induced by CVD-related vascular factors can directly induce
neuronal dysfunction or death.

We hypothesized that L5 is neurotoxic, thereby leading to neurodegeneration. Thus, our purpose
in this in vitro study was to examine whether L5 negatively impacts on neuron-like PC12 cell
reactivities, such as cell viability and nerve growth factor (NGF)-induced differentiation. The related
signaling cascades that L5 disturbs were assessed after the desired treatments. We found that
L5 induces ataxia-telangiectasia mutated (ATM) protein/H2AX-associated DNA damage, causes
cell apoptosis via lectin-like oxidized LDL receptor-1 (LOX-1)/p53/caspase-3, and inhibits neurite
outgrowth by interacting with LOX-1 and reducing NGF-stimulated Akt activation. Here, we present
novel findings showing that L5 induces neurotoxicity directly, thereby identifying elevated plasma
L5 as a possible causal link between hypercholesterolemia-related CVD and neurodegeneration,
such as AD.

2. Results

2.1. L5 Shows a Cytotoxic Property and Reduces the Viability of PC12 Cells

To characterize the action of L5 on neuronal cell reactivity, both cell viability and NGF-induced
neuronal differentiation were assessed in cultured neuron-like PC12 cells. Two controls were included
in most experiments, L1 as a negative control and oxLDL as a positive control. Both L5 and L1 are
naturally occurring lipoproteins in human circulation; in contrast to L5, L1 possesses the lowest
electronegative charge among fractions and is regarded as non-cytotoxic [15,18]. OxLDL is a known
toxic lipoprotein that plays a pivotal role in the progression of atheromatous plaque via mechanisms,
including the destruction of the arterial wall and induction of vascular cell apoptosis [19,20].

We first examined whether L5 decreases the survival of PC12 cells by treating cultures with
0 to 50 μg/mL L1, L5, or oxLDL for 24 h, followed by MTT reduction assays (Figure 1A). Compared
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to the untreated control, L5 ≥ 30 μg/mL and oxLDL ≥ 10 μg/mL significantly reduced cell viability,
while no such effects were observed in L1-treated cultures. Thus, we defined 30 μg/mL L5 as the
threshold lethal concentration for PC12 cells. Next, cultures were exposed to 30 μg/mL of each LDL
for times ranging from 0 to 48 h. Both L5 and oxLDL induced measurable cell death at 12 h and
progressive cytotoxicity thereafter. In contrast, L1 entirely exerted no damaged effect on cell viability
even after a 48 h exposure (Figure 1B). Regarding cell morphological changes in response to LDLs,
a large amount of fragmented cell debris was detectable in L5- or oxLDL-treated cultures, but not
in L1-treated cultures (Figure 1C). These results indicate that L5 induces both concentration- and
time-dependent PC12 cell death.

Figure 1. LDL fraction L5 shows a concentration- and time-dependent cytotoxicity to cultured
PC12 cells. (A) Concentration-response relationships for L1 (negative control), L5, and oxLDL
(positive control) were established. Indicated LDLs were applied for 24 h at various concentrations
(0 to 50 μg/mL); (B) Time course was determined for L1, L5, and oxLDL cytotoxicity. Cultures were
treated with the indicated LDL at 30 μg/mL for different times (0 to 48 h). In (A,B), the MTT reduction
assay was applied to measure PC12 cell survival (viability) with untreated cells used as the control
(Ctl). The number of live cells per well was calculated as a percentage of untreated control cell
number. Each point is presented as the mean ± SEM from at least four independent experiments
performed in triplicate. * p < 0.05 vs. Ctl at equal concentration (A) or at the same time point (B);
and (C) Representative photos show an untreated culture and cultures treated with 30 μg/mL of the
indicated LDL for 48 h. Fragmented cell debris (putative apoptotic bodies) are indicated by arrows.
Scale bar = 50 μm.

2.2. L5 Induces Genotoxicity via ATM/H2AX Activation in PC12 Cells

Next, we assessed whether L5-induced cell death involves DNA damage, such as the formation
of double-strand breaks (DSBs) in chromatin, using a neutral comet assay. Under the experimental
conditions tested in our study, both L5 and oxLDL, but not L1, caused DSBs as evidenced by the
appearance of migrating DNA fragments (reflected by the length of the comet tail) (Figure 2A). Further,
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compared to control cultures, clear comet tails were observed in cultures treated with L5 or oxLDL
at 6 and 12 h (Figure 2B), indicating that L5 has a genotoxic property that leads to destruction of
DNA structure.

Figure 2. L5 induces DNA double-strand breaks (DSBs) in cultured PC12 cells. (A) Cultures treated
with the indicated LDL (30 μg/mL) for 6 or 12 h were analyzed for DSBs using a neutral comet assay
kit. Untreated cells were used as a control. Representative images from one of four independent
experiments are presented. Scale bar = 50 μm; and (B) The comet tail moment used to determine DNA
damage was quantified by COMETscore.v1.5 software. Data are presented as mean ± SEM from four
independent experiments. * p < 0.05 vs. Ctl at the same time point. At least 200 cells were analyzed in
each treatment group per experiment.

Studies have suggested that DSBs formation is closely correlated with activation of both ATM
and H2AX [21]. Hence, we examined whether DSBs induction by L5 is associated with ATM/H2AX
activation. Immunostaining revealed the formation of γH2AX (H2AX phosphorylation on serine 139),
which positively corresponds to DNA DSBs. Both L5 and oxLDL induced γH2AX foci formation in the
nucleus as evidenced by punctate immunofluorescence signals, while such γH2AX immunoreactivity
was not observed in untreated control or L1-treated cultures (Figure 3A,B). To further verify L5-induced
genotoxicity, ATM and H2AX activation were determined by western blotting. Consistent with
immunostaining results, a rapid and marked increase in both pATM and γH2AX was observed after
only 10 min of L5 treatment, but not L1 treatment (Figure 3C). Together with the data presented in
Figure 2, these results suggest that L5 injures PC12 cells by inducing ATM/H2AX-associated DNA DSBs.

2.3. L5 Induces Apoptotic Death of PC12 Cells via the LOX-1/p53/Caspase-3 Pathway

Damage to genomic integrity is known to cause apoptosis [22,23], and indeed many of
the debris fragments observed following L5 or oxLDL treatment resembled apoptotic bodies
(Figure 1C). Accordingly, we examined whether L5 causes apoptotic death in PC12 cells and activates
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apoptosis-associated signal transduction pathways. Compared to control, L5 increased cleaved caspase-3
(a key apoptotic caspase) expression after 6 or 12 h of treatment while L1 had no such effect (Figure 4A);
moreover, this apoptotic insult was evidently inhibited by the pan-caspase inhibitor Z-VAD-FMK
(Figure 4B). Subsequently, p53 activity was examined due to its close association with apoptosis and
activation upon cellular stresses such as DNA damage. Furthermore, p53 is a direct substrate of ATM [24].
ATM rapidly phosphorylates p53 at Ser15 during early phase of DNA damage response, thereby reducing
the interaction of p53 with MDM2, a negative p53 regulator that inhibits accumulation of p53 by targeting
it for ubiquitination and proteasomal degradation [25,26]. Compared to the control, L5-treated cultures
(but not L1-treated cultures) exhibited phosphorylated p53 elevation after as little as 10 min of exposure
(Figure 4C). Moreover, the p53 inhibitor pifithrin-α (PFT-α) electively reduced the cleaved caspase-3 level
in L5-treated cultures without altering the L5-phosphorylated p53 level, indicating that p53-dependent
apoptosis is a major mediator of L5-induced PC12 cell death (Figure 4D).

Figure 3. L5 induces ATM phosphorylation and formation of γH2AX foci in cultured PC12 cells.
(A) Representative immunofluorescence images of γH2AX foci are shown. Cells grown on coverslips
were treated with the indicated LDL (30 μg/mL) for 30 min. Untreated cells were used as a
control. Immunostaining was performed using an antibody against γH2AX (green). Cells were
counterstained with DAPI to recognize the nucleus (blue). Scale bar = 10 μm; (B) The histogram shows
the quantification of (A). At least 20 randomly selected fields for each treatment group were examined.
Cells with ≥ 4γH2AX foci per nucleus were regarded as positive and then scored. Value expressed as a
percentage by calculating the number of positive cells (% of total). Data are presented as mean ± SEM
from four independent experiments. * p < 0.05 vs. Ctl; and (C) After treating the cultures with L1 or L5
at 30 μg/mL for different times as indicated, western blotting was performed to detect pATM, ATM,
γH2AX, and H2AX expression. GAPDH was a protein loading control. Representative blots selected
from one of four independent experiments are presented.
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Figure 4. Reduced viability of L5-treated PC12 cells is associated with LOX-1 expression, p53 activation,
and caspase-3 cleavage. (A) Cultures were treated with L1 or L5 (30 μg/mL) for the indicated times
and then western blotting was used to detect cleaved caspase-3. Untreated cells were used as a control.
GAPDH was a protein loading control. Quantitative values are expressed relative to untreated control
at a time point of 0 h (assigned a value of 1); the means ± SEM from four independent experiments
are shown below the representative blots. * p < 0.05 vs. Ctl at the same time point; (B) Cells were
treated with or without L5 (30 μg/mL) for 12 h in the absence or presence of a pan-caspase inhibitor
Z-VAD-FMK (20 μM). The histogram shows the cell viability of each treatment group relative to the
untreated control (assigned a value of 100%). Data are presented as mean ± SEM from at least three
independent experiments performed in triplicate. * p < 0.05 vs. L5 alone; (C) After the indicated
treatments, western blotting was used to detect pp53 and p53 expression. Quantitative results of
relative pp53 levels from four independent experiments are shown below the representative blots.
* p < 0.05 vs. Ctl at the same time point; (D) Before sham or L5 (30 μg/mL) treatment for either 20 min
or 12 h, cells were pretreated with or without PFT-α (10 μM) for 1 h. The expression of pp53 and p53
(at 20 min), and cleaved caspase-3 (at 12 h) was detected by western blotting. Relative quantitative
results of cleaved caspase-3 from four independent experiments are shown below the representative
blots; (E) One day after transfection with a scrambled siRNA (Ctl-siRNA) or a LOX-1-siRNA, cultures
were treated with or without L5 for 12 h. Cleaved caspase-3, p53, and LOX-1 were detected by western
blotting and representative blots are presented; and (F) Relative quantitative expression of cleaved
caspase-3 and p53 in (E) is shown by a histogram. Data are from four independent experiments.
* p < 0.05 vs. Ctl-siRNA + L5.
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To identify the upstream factors leading to activation of the p53/caspase-3 pathway, we first
focused on possible receptors involved. It has been shown that L5 signals and is internalized through
LOX-1, and that the binding complex of L5/LOX-1 plays a critical role in L5-induced apoptosis of
vascular ECs [15]. Accordingly, we examined whether LOX-1 participates in L5-induced induction of
p53/caspase-3-dependent apoptosis in PC12 cells. Compared to L5-treated cultures transfected with
control small interfering RNA (Ctl-siRNA), silencing of endogenous LOX-1 by RNA interference using
a LOX-1-siRNA not only downregulated LOX-1 protein expression, as determined by western blotting,
but also markedly reduced both cleaved caspase-3 level and p53 accumulation in response to L5
(Figure 4E,F). Noteworthily, this reduced p53 accumulation might be primarily because LOX-1-siRNA
disturbs L5-induced p53 phosphorylation and then MDM2-mediated p53 degradation occurs. This
finding suggests that LOX-1 is required for L5-induced downstream activation of p53/caspase-3. Taken
together, these results strongly suggest that LOX-1/p53/caspase-3 signaling mediates L5-induced
PC12 cell apoptosis.

2.4. L5 Inhibits NGF-Induced Differentiation of PC12 Cells

Neurite outgrowth in PC12 cells in response to NGF stimulation is a widely used model to
examine neuronal differentiation and development. In addition to assessing L5 effects on PC12 cell
viability, we further examined whether L5 disturbs NGF-induced neuronal differentiation of PC12
cells. According to above results indicating that L5 < 30 μg/mL did not cause detectable PC12 cell
death (Figure 1A), we defined 10 μg/mL as the sublytic concentration to assess the impact of L5 on
PC12 cell differentiation induced by NGF.

 

Figure 5. L5 inhibits NGF-induced neuronal differentiation of cultured PC12 cells. (A) Representative
photos show PC12 cells treated with the indicated LDLs (10 μg/mL) in the absence or presence of NGF
(50 ng/mL) for 3 days. Cells untreated with LDLs were used as a control. NGF-induced neuronal
differentiation is indicated by the extent of neurite outgrowth. Scale bar = 50 μm; and (B) The percentage
of neuronal differentiation in PC12 cells exposed to LDLs (10 μg/mL) plus NGF (50 ng/mL) for
1, 2, and 3 days was determined by calculating the number of cells (% of total) bearing neurites longer than
one cell body in diameter. Ten randomly selected fields were examined and at least 300 cells were counted
for each treatment group at each time point. Data are presented as mean ± SEM of one representative
experiment; two other experiments revealed consistent results. * p < 0.05 vs. Ctl + NGF at the same
time point.
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As shown in Figure 5A, both L5 and oxLDL interfered with neurite outgrowth in PC12 cultures
subjected to long-term NGF exposure, as evidenced by generally shorter neurites compared to control
NGF-treated cultures on day 3 of treatment. As expected, cultured cells treated with L1 plus NGF
displayed normal outgrowth of neurites. This finding implies that L5 at sublytic concentration is
capable of disturbing NGF-induced neurite outgrowth. Indeed, both L5 and oxLDL but not L1
markedly lowered the proportion cells showing NGF-induced morphological differentiation (defined
as cells with neurites longer than one soma in length) on days 2 and 3 of treatment compared to control
cultures incubated with NGF (Figure 5B).

Early growth response factor-1 (Egr-1) is a NGF-responsive transcription factor and exerts
long-term effects on neural cell growth, while neurofilament is critical for radial axon growth and
determines axon caliber [27,28]. Therefore, we further determined the expression levels of both Egr-1
and neurofilament-medium (NF-M) under the conditions of NGF combined with distinct LDLs. The
expression of Egr-1 was induced within 1 h after NGF addition, and this response was markedly
reduced by both L5 and oxLDL but not by L1 (Figure 6A). Further, NGF induced an elevation in
neurite growth-associated NF-M expression level, and again this response was evidently attenuated
by L5 over a 4-day experimental period (Figure 6B). Thus, L5 appears to have a negative impact on
neurodifferentiation-associated upregulation of Egr-1 and NF-M. Collectively, these data suggest that
a sublytic concentration of L5 (10 μg/mL) remains still neurotoxic and impairs neuronal development
by inhibiting NGF-induced differentiation.

Figure 6. L5 inhibits NGF-induced upregulation of Egr-1 and NF-M. (A) Cultures were treated with
or without the indicated LDLs (10 μg/mL) for 1 h, followed by NGF (50 ng/mL) addition for the
indicated time periods. Cells untreated with LDLs were used as a control. Egr-1 expression was
detected by western blotting (representative blot is shown). GAPDH was a protein loading control.
The histogram shows relative Egr-1 expression values of each treatment group at a time point of 1 h.
Data are presented as mean ± SEM from four independent experiments. * p < 0.05 vs. Ctl + NGF;
and (B) Cultures were treated with L5 (10 μg/mL) for 1 h, followed by NGF (50 ng/mL) addition for
another times (days) as indicated. Cells untreated with LDLs were used as a control. Western blotting
was performed to detect NF-M expression (representative blot of NF-M is shown). The histogram
shows relative NF-M levels between Ctl + NGF and L5 + NGF groups from day 0 to 4. Data are from
four independent experiments. * p < 0.05 vs. Ctl + NGF on the same day.

2.5. L5 Weakens NGF-Induced Akt but Not TrkA and MAPKs Activation

We then examined the upstream signaling pathways responsible for L5 suppression of
NGF-induced differentiation in PC12 cells. Given that many NGF effects are mediated by activation of
its receptor TrkA and downstream signaling kinases such as MAPKs and PI3K/AKT, we examined
whether L5 weakens NGF-induced TrkA phosphorylation and resultant activation of MAPKs
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(ERK, JNK, and p38) and Akt in PC12 cultures. We first measured the phosphorylation status of
several crucial residues within the tyrosine kinase domain of TrkA because autophosphorylation
at these sites reflects TrkA activity or is required for activation of downstream kinase cascades [29].
In response to NGF stimulation, all tested tyrosine residues within TrkA including Tyr490, Tyr674/675,
Tyr751, and Tyr785 were rapidly phosphorylated; however, no obvious difference in phosphorylation
was found at any one of these tyrosine sites between cultures treated with NGF alone versus NGF plus
L1, L5, or oxLDL (Figure 7A). This indicates that L5 has no influence on TrkA catalytic activity or on
TrkA coupling to downstream Ras/MAPK, PI3K/Akt, and phospholipase Cγ. Further, no detectable
difference was observed in the phosphorylation levels of ERK, JNK, and p38 between cultures treated
with NGF alone and those treated with NGF plus L1, L5, or oxLDL. In contrast, NGF-induced Akt
phosphorylation was markedly reduced in L5- and oxLDL-treated cultures at both 10 and 30 μg/mL
compared to cultures treated with NGF alone, while such a repressive effect was not found in cultures
incubated with L1 plus NGF (Figure 7B). These results suggest that L5 represses NGF-induced neuronal
differentiation in PC12 cells by interfering with the TrkA/PI3K/Akt pathway.

 
Figure 7. L5 decreases the level of phospho-Akt (pAkt), but not pTrkA and pMAPKs, in NGF-treated
PC12 cells. (A) Cultures were treated with L1, L5, or oxLDL (OxL) at 10 or 30 μg/mL for 1 h, followed
by NGF (50 ng/mL) addition for another 20 min. Untreated cells were used as a control. Western
blotting was used to detect the expression of TrkA phosphorylated at various tyrosine sites and total
TrkA protein. GAPDH was a protein loading control. Representative blots selected from one of four
independent experiments are presented; and (B) Alternatively, western blotting was performed to
detect pERK, ERK, pJNK, JNK, pp38, p38, pAkt, and Akt expression. Quantitative values of pAkt
relative to the level of untreated control (assigned a value of 1) are expressed; the means ± SEM from
four independent experiments are shown below the representative blots. * p < 0.05 vs. NGF alone.

2.6. LOX-1 Is Required for L5 Suppression of NGF-Induced Akt Phosphorylation

To verify abovementioned findings that NGF-induced Akt activation is reduced in L5-treated
cultures, cultures were treated with NGF alone or NGF combined with L1 or L5 for brief periods and
Akt phosphorylation/activation status was measured. As shown in Figure 8A, phosphorylated Akt
became detectable within 10–40 min after the onset of NGF treatment, and this response was reduced
in the presence of L5 but not L1. The suppressive effect of L5 on NGF-induced Akt phosphorylation
reached significance at time points of 10, 20, and 40 min compared to control group treated with NGF
(Ctl + NGF) (Figure 8B).
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Results present in Figure 4 strongly suggest that LOX-1 is involved in PC12 cell apoptosis induced
by L5. We also explored the possibility that LOX-1 participates in L5-induced suppression of neuronal
differentiation in NGF-treated PC12 cells. Because NGF-stimulated Akt activation is impaired by L5,
we examined if L5 weakens the TrkA/PI3K/Akt signal cascade via LOX-1. As shown in Figure 8C,
NGF-induced stimulation of Akt phosphorylation was not reduced by L5 in cultures transfected with
a LOX-1-siRNA, but was weakened by L5 in cultures transfected with a Ctl-siRNA. Therefore, these
results suggest that L5 attenuates NGF-activated Akt via LOX-1, and that LOX-1 acts as a mediator
coupling extrinsic L5 to intracellular PI3K/Akt pathway.

Figure 8. LOX-1 knockdown abolishes L5-induced Akt phosphorylation decline in NGF-treated PC12
cells. (A) Cultures were treated with L1 or L5 (10 μg/mL) for 1 h, followed by NGF (50 ng/mL) addition
for the indicated time periods. Cells untreated with LDLs were used as a control. Western blotting
was used to detect pAkt and Akt expression. GAPDH was a protein loading control. Representative
blots selected from one of four independent experiments are presented; (B) According to the results
in (A), quantitative analyses of relative pAkt levels were done in each treatment group. Data are
presented as the mean ± SEM from four independent experiments. * p < 0.05 vs. Ctl + NGF at the same
time point; and (C) One day after transfection with siRNA as indicated, cultures were treated with or
without L5 (10 μg/mL) for 1 h and incubated in the absence or presence of NGF (50 ng/mL) for another
20 min. Western blotting was conducted to detect pAkt, Akt, and LOX-1 expression. Quantitative
results of relative pAkt levels were obtained from four independent experiments and are shown below
the representative blots.

3. Discussion

Frequent comorbidity of AD with CVD suggests that vascular problems contribute to cognitive
decline and AD-associated dementia. High circulating LDL levels, a strong CVD risk factor,
are associated with increased production of cerebrovascular amyloid β (Aβ) peptide and increased risk
of AD [4]. Further, more studies also suggest that elevated blood cholesterol and triacylglycerol increase
the likelihood of AD [6]. Cerebrovasculature damage induced by circulating LDL or other vascular
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mechanisms may enhance access of detrimental LDLs to brain parenchyma, resulting in neurotoxicity.
Indeed, this study suggests that in a situation of BBB breach, L5 may directly impair neuronal viability
and NGF effects, such as neurodifferentiation. Thus, it is a feasible strategy for prevention of AD and
other forms of age-related cognitive impairment by aggressively targeting hypercholesterolemia.

Numerous studies have highlighted a negative role of L5 in the progression of CVDs, especially
atherosclerosis, and thus L5 is regarded as a potent atherogenic LDL. It has been indicated that L5
is abundant in dyslipidemic but not normolipidemic human plasma, and hyperlipidemia is also a
shared factor for AD [3]. Shen et al. found a functional link between pro-atherogenic lipoproteins
and platelet-mediated thrombus formation in stroke, and pointed out that L5 is substantially
elevated (40-fold higher than control subjects) in ischemic stroke patients [30]. Moreover, L5 can
cause Aβ peptide secretion from platelets, which contributes to platelet hyper-reactivity and stroke
complications [31]. These clinical results suggest the possibility of L5 directly impacting neurological
functions, such as cognition, under the premise of impaired BBB. In the present work, we identify a
negative role of L5 in basal viability and NGF-induced neuronal differentiation of PC12 cells, consistent
with a neurotoxic effect in aging humans. Further investigations aimed at establishing the clinical
relevance of plasma L5 to AD-related neurodegeneration are clearly warranted.

It is highly possible that plasma LDL penetrates the BBB due to a broken architecture of cerebral
microvasculature during the progression of AD or CVD, which in turn leads to neuronal damage
and neuroinflammation-related glial activation. In fact, apolipoprotein B (apoB) or LDL has been
detected in cerebrospinal fluid (CSF) or/and central nervous system under pathological conditions.
For example, apoB/LDL was found or obviously elevated in CSF collected from patients with
subarachnoid hemorrhage, cerebrotendinous xanthomatosis, or tuberculous meningitis [32–34]. Plasma
apoB was co-localized with cerebral Aβ in the plaques of transgenic AD mice as revealed by a
3-dimensional immunomicroscopy; further, plaque abundance in these mice positively correlated
with apoB [35,36]. Moreover, BBB breakdown has been described in chronic CVDs, and peripheral
inflammatory response is a cause of enhanced BBB permeability [37]. CVDs like arteriosclerosis and
hypertension are characterized by increased production of pro-inflammatory cytokines in blood [38],
and administration of pro-inflammatory cytokines such as TNF-α, IL-1β, and IL-6 to monolayers of
cerebral ECs or pericyte/endothelial cell co-cultures leads to BBB disruption [39,40]. Clinical studies
show that diseases compromising the vascular system, such as hypertension, hypercholesterolemia,
and diabetes, are able to disrupt BBB integrity and increase the risk of AD [41]. Autopsy studies have
also shown that vascular abnormalities, including endothelial damage-associated microangiopathy,
were universally observed in AD brain tissue [42]. Together, these studies revealing the occurrence of
BBB dysfunction in CVDs or encephalopathies set a stage for this study and suggest that L5 and other
neurotoxic agents in plasma may directly access neurons via a damaged BBB.

Actually, L5 does not exist in healthy individuals with clinically normolipidemia; certainly,
L5 does not appear in the brain under normally physiological conditions. However, plasma L5 likely
extravasates directly into brain milieu in certain pathological cases, such as BBB dysfunction. Moreover,
the L5 concentration (10 or 30 μg/mL) used in this study should not be present in humans with normal
or pathological CNS states, but is approximately equal to or less than other in vitro studies examining
the impact of L5 or LDL(−) on the pathogenic process of atherosclerosis. For example, Chu et al.
used 50 μg/mL of L5 for 24 h to examine C-reactive protein expression in vascular ECs [43]. Estruch
et al. assessed cytokine release in monocytes treated with LDL(−) at 150 μg apoB/mL [44]. Because
in vitro L5 toxicity has a tendency towards a concentration- and time-dependency, we can reasonably
consider that neurotoxicity is attainable in vivo if using lower L5 concentrations (<10 μg/mL) for
longer treatment periods (a few weeks or months) under the premise of impaired BBB. To elucidate
this thought, a long-term exposure to low plasma L5 levels will be applied to future animal studies
using transgenic AD mice, and hypertensive or hypercholesterolemic rodents.

It is worthily noticed that the differential effects of L1 and L5 on PC12 cell viability and
NGF-induced neuronal differentiation are mainly associated with activation of different cell surface
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receptors and intracellular signaling pathways. Several properties ascribed to L5, such as highly
electronegative charge, higher aggregation potential, conformationally distinct apoB, and greater
content in inflammatory lipids, suggest that L5 interacts with different receptors than L1. Due to
this higher electronegativity than L1, it was thought that L5 binds to the LDL receptor (LDLR) with
less affinity. Avogaro et al. observed that the more electronegative LDL subfraction exhibited a
lower binding capacity for LDLR [45]. This finding is similar to Benitez et al. who found that LDLR
affinity was three-fold lower for LDL(−) than for native LDL [46]. The low binding affinity of L5
to LDLR may be partly explained by high nonesterified fatty acid content [46], increased degree of
aggregation [47], and abnormal conformation of apoB [48]. The consequence of this loss of LDLR
affinity is a diminished L5 clearance from human circulation, allowing for further deleterious effects
on vascular cells and neurons.

Regarding cell surface receptor for L5 binding, Chen and coworkers reported that L5, a highly
pure form of LDL(−), is a ligand for LOX-1, but not normal LDLR. L5 recognizes, signals through,
and is internalized by LOX-1, which has high affinity for negatively charged ligands, whereas the less
electronegative LDL subfractions L1–L4 rely on the LDLR for biological effects [15,18]. In addition
to L5, LOX-1 is also activated by oxLDL, reactive oxygen species (ROS), endothelin-1, angiotensin II,
advanced glycation end products, and shear stress. Previous studies have demonstrated activation of
diverse downstream signaling pathways upon binding of L5 to LOX-1. For example, L5 suppresses
Akt phosphorylation via LOX-1 to impair Akt-mediated growth and survival signals in bovine aortic
ECs [15]. The L5/LOX-1 complex also triggers ROS production to induce oxidative stress in human
aortic ECs [43], and stimulates overexpression of various adhesion molecules and inflammatory
chemokines, thus promoting monocyte adherence to vascular endothelium, an early pathogenic
event for atherosclerosis [49]. L5 binding to LOX-1 induces the apoptosis of human aortic ECs via
p38 MAPK/caspase-3 signaling [50]. L5/LOX-1-activated platelets switch on a signaling pathway
including IκB kinase 2 and nuclear factor-κB activation, which is critical for stroke pathobiology [31].
Further, we found that L5 signals to ATM/H2AX and p53/caspase-3 cascades through LOX-1, resulting in
PC12 cell DNA breaks and apoptosis. Based on these findings, we conclude that LOX-1 transmits damage
signals from L5 but not L1, thereby accounting for the unique cytotoxic effects of L5 in PC12 cells.

Once DNA damage such as DSBs is elicited by genotoxic insults like radiation and free radicals,
apoptosis may be activated if this damage is not repaired [22]. We identified L5 as a genotoxic
agent that injures PC12 cells through DNA DSBs and apoptotic death, and further found out the
intermediary signaling pathways. Several lines of evidence suggest that ATM is activated in response
to DNA damage, which then promotes H2AX phosphorylation at DSB sites (manifested as nuclear
foci) for initiation of DSB repair [21,22]. As expected, γH2AX foci formation was observed by
immunofluorescence, and increased phosphorylation levels of both ATM and H2AX were revealed
by western blotting after L5 stimulation. In addition, activated p53 exerts pro-apoptotic effects by
transcriptionally activating genes involved in cell cycle arrest, inhibition of proliferation, and induction
of senescence, all of which are conducive to the maintenance of genomic integrity following genotoxic
insults [51]. Indeed, we found that L5 rapidly triggers p53 phosphorylation accompanied by caspase-3
activation and PC12 cell apoptosis. This finding was further verified by the p53 inhibitor PFT-α, which
effectively lowered the cleaved caspase-3 level and inhibited apoptosis.

In this study, L5-induced PC12 cell apoptosis also relied on LOX-1 expression, as evidenced by
the reduction of L5-elevated caspase-3 cleavage and p53 accumulation levels in cells transfected with
LOX-1 siRNA. These results concur with those of Li et al. who reported that LOX-1 is mainly found in
cortical neurons, and its upregulation is involved in neuronal apoptosis [52]. To mediate L5 cytotoxicity,
we speculate that unknown intracellular transmitters triggered by L5/LOX-1 complex should signal
to ATM/H2AX and p53/caspase-3 cascades, followed by DNA breaks and apoptotic death in PC12
cells. Of note, L5 but not L1 has been indicated to rapidly elicit ROS production via LOX-1 and
functions similarly to oxLDL in inducing oxidative stress [43]. Moreover, ROS is able to directly
evoke p53-dependent apoptosis in PC12 cells [53], and the accumulation of ROS caused by polyQ
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proteins activates ATM/ATR-dependent DNA damage response [54]. ATM acts upstream of p53 in a
signal transduction pathway initiated by ionizing radiation and can directly activate/phosphorylate
p53 in vivo [24]. Thus, it is possible that ROS serves as a stress signal transmitter that connects the
L5/LOX-1 complex to ATM/H2AX and p53/caspase-3 pathways in our PC12 cell model. Further
work is required to verify this inference.

Morphological differentiation of neurons is essential for cell-cell communication and information
processing. Differentiation begins with neurite sprouting, followed by progressive elongation of
axons and elaboration of dendrites. Regarding this, we found that L5 impaired NGF-induced neurite
outgrowth through weakening Akt phosphorylation. Actually, PI3K/Akt cascade has been suggested
to be critical for NGF-induced PC12 cell differentiation [55,56]. Moreover, LOX-1 knockdown abolished
L5-mediated inhibition of Akt activation by NGF, indicating that L5 requires interaction with LOX-1
to inhibit NGF-elevated Akt activity. Given that NGF exerts trophic effects via TrkA binding, it was
expected that L5/LOX-1 would interfere with NGF-induced neuronal differentiation by disrupting
TrkA. TrkA phosphorylation at specific sites is required for activation of various kinase pathways
(Tyr490 for Shc/Ras/MAPK, Tyr751 for PI3K/Akt, Tyr785 for PLCγ/PKC/MAPK) and elevated
TrkA kinase activity (Tyr674/675) [29]. However, L5 had no effect on overall phosphotyrosine
status after NGF stimulation or on NGF-induced ERK, JNK, and p38 activation. This illustrates
that L5/LOX-1 selectively weakens intracellular PI3K/Akt signaling, but not TrkA receptor activity or
downstream MAPK pathways. Our findings agree with previous evidence indicating that L5 executes
its biological effects via PI3K/Akt. For example, L5 activates CXCR2/PI3K/NFκB signaling, indirectly
inducing cardiomyocyte apoptosis [57]. In ECs and endothelial progenitor cells as well, the PI3k/Akt
pathway is inhibited by L5/LOX-1 [15,58]. Although our findings indicate that L5/LOX-1 suppresses
TrkA/PI3K/Akt-associated neuronal differentiation in PC12 cells, more detailed mechanisms are still
unclear at the present stage. Profound studies are needed in the future.

In summary, our findings reveal, for the first time, the direct cytotoxicity of LDL(−), especially fraction
L5, to neuron-like PC12 cells. We demonstrate that L5 concentration- and time-dependently reduces cell
viability by inducing ATM/H2AX-associated DNA damage and LOX-1/p53/caspase-3-dependent
apoptosis; moreover, sublytic concentration of L5 inhibits NGF-induced neuronal differentiation by
LOX-1-mediated suppression of the PI3K/Akt cascade (Figure 9). High circulating LDL is strongly
implicated in the pathophysiology of neurodegenerative disorders such as AD-type dementia.
Therefore, lowering plasma LDL(−) and inhibiting electronegative modification of LDL should be
considered primary prevention measures for cognitive impairment and AD.

Figure 9. A schematic illustration shows the L5-induced cytotoxicity in PC12 cells. Through LOX-1
and unknown transmitters, L5 particle triggers ATM/H2AX-associated DNA damage response,
activates p53/caspase 3-dependent apoptosis, and impairs NGF-induced neuronal differentiation
(i.e., the suppression of NGF-activated PI3K/Akt cascade).
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4. Materials and Methods

4.1. Chemicals, Antibodies, Kits and Reagents

All chemicals were from Sigma-Aldrich (Saint Louis, MO, USA) unless stated otherwise. Comet
assay kits, reagents and slides were purchased from Trevigen (Gaithersburg, MD, USA). Antibodies,
including phospho-ERK (pERK), pJNK, pp38, pAkt, pp53, pTrkA, ERK, JNK, p38, p53, ATM, H2AX,
Egr-1, NF-M, TrkA, and cleaved caspase-3 were purchased from Cell Signaling Technology (Beverly,
MA, USA). The pATM and γH2AX antibodies were obtained from Millipore (Billerica, MA, USA).
Akt, LOX-1 and GAPDH antibodies, and siRNA were obtained from Santa Cruz Biotechnology
(Santa Cruz, CA, USA). Alexa Fluor 488-conjugated antibody and Lipofectamine 2000 reagent
were purchased from ThermoFisher Scientific (Waltham, MA, USA). Recombinant human β-NGF
and caspase inhibitor Z-VAD-FMK were purchased from R & D System (Minneapolis, MN, USA).
Horseradish peroxidase-conjugated anti-mouse and anti-rabbit IgG antibodies were purchased from
Jackson ImmunoResearch Laboratories (West Grove, PA, USA). All cell culture reagents were obtained
from Gibco-BRL/Invitrogen (Carlsbad, CA, USA).

4.2. Obtainment of Human Plasma LDL

Plasma LDL was obtained from blood samples of hypercholesterolemic patients (diagnosed by
physicians) in Kaohsiung Medical University (KMU) Hospital. All participants provided written
consent, and ethics committees (Institutional Review Board of KMU Hospital) reviewed and approved
the consent procedure. The preparation of LDL particles was at Lipid Science and Aging Research
Center (LSARC) of KMU, Kaohsiung, Taiwan. Initially, LDL isolation was done by sequential
potassium bromide density centrifugation. The yielding LDL at a density of 1.019 to 1.063 g/mL
was treated with 5 mM EDTA and nitrogen to avoid ex vivo oxidation. After removing salts by
dialysis (20 mM Tris-HCl [pH 8.0], 0.5 mM EDTA and 0.01% NaN3), LDL was further separated into
subfractions of L1 to L5 according to electrical charge by using a fast protein liquid chromatography
with a UnoQ12 column (Bio-Rad Laboratories, Inc., Hercules, CA, USA), as described previously [18,59].
OxLDL was prepared by incubating L5-free LDL (L1) with 5 μM CuSO4 at 37 ◦C for 24 h. All LDL
particles were sterilized by passing through 0.22 μm filters before using for cell experiments.

4.3. Cell Culture

Rat PC12 cells (American Type Culture Collection, Rockville, MD, USA) were grown as monolayer
cultures and maintained in Dulbecco’s modified Eagle’s medium (DMEM) containing 10% horse
serum, 5% heat-inactivated fetal bovine serum, and 1% penicillin/streptomycin. In order to induce
morphological differentiation, cells (5 × 104 cells/mL) were first subcultured in multiwell culture plates
previously coated with poly-L-lysine (0.1 mg/mL). One day later, cells were rinsed once with fresh
DMEM, followed by NGF (50 ng/mL) treatment for the indicated time periods in low serum medium
composed of DMEM, 1% horse serum, and 1% penicillin/streptomycin. The medium containing NGF
was replaced every 2 days when long-term treatment was executed.

4.4. MTT Reduction Assay

For the determination of cell viability, a biochemical method based on 3-(4, 5-dimethylthianol-2-yl)-2,
5-diphenyltetrazolium bromide (MTT) reduction was used to assay the metabolic activity of cultured
cells. Stock MTT solution (5 mg/mL) was added to all cell-containing wells and diluted to a final
concentration of 0.5 mg/mL. After incubation at 37 ◦C for 2 h, the MTT-containing cell medium was
removed. The purple formazan crystals yielded by the action of mitochondrial dehydrogenase was
dissolved with dimethyl sulfoxide and quantified spectrophotometrically. The light absorbance values
at 570 nm against a 630 nm reference wavelength (ΔOD; OD: optical density) were recorded. The cell
survival percentage is calculated by the formula: (viable cells) % = (ΔOD of treated sample/ΔOD
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of untreated control) × 100. The untreated control well was assigned a percentage value of 100%
cell survival.

4.5. siRNA Transfection

Cells were cultured in growth medium without antibiotics for 24 h prior to transfection.
According to the manufacturer’s protocol, transfection of siRNA duplex (100 pmol) in
6-well culture plates was performed using Lipofectamine 2000 reagent and Opti-MEM. After
maintaining transfected cells for 6 h, the culture medium was replaced with fresh growth
medium. Western blotting was used for determining the knockdown effect of siRNA on
target protein. All siRNA oligos were designed and synthesized by Santa Cruz Biotechnology.
Rat LOX-1 siRNA (sc-156076) is a pool of 3 target-specific 19–25 nt siRNAs. The specific
sequences are as follows: (i) LOX-1 siRNA-1 sense, 5′-CUGUAAGCUACUACAUAGATT-3′

and antisense, 5′-UCUAUGUAGUAGCUUACAGTT-3′; (ii) LOX-1 siRNA-2 sense,
5’-CCAUUAUGCUAGAGGUAAUTT-3′ and antisense, 5′-AUUACCUCUAGCAUAAUGGTT-3′;
(iii) LOX-1 siRNA-3 sense, 5′-CUAGAACAAACACCAAUCUTT-3′ and antisense,
5′-AGAUUGGUGUUUGUUCUAGTT-3′. Control siRNA (sc-37007) is a non-targeting 20–25
nt siRNA designed as a negative control and leads to no degradation of any known cellular mRNA.
The manufacturer does not offer the sequence of scrambled control siRNA.

4.6. Comet Assay

A neutral comet assay (single cell gel electrophoresis assay) was used to detect DSBs, as per the
manufacturer’s instructions. After finishing electrophoresis, at least 50 randomly selected images were
analyzed from each treatment group under a fluorescence microscope (Nikon ECLIPSE Ts2 microscope,
Nikon, Inc., Melville, NY, USA) equipped with a fluorescein isothiocyanate filter set. Images were
captured using a cooled CCD camera (Spot, Diagnostic Instruments, Sterling Heights, MI, USA). As an
informative and reliable DNA damage parameter, the Olive tail moment, which is defined as the
product of the amount of DNA in the tail (fraction of total DNA in the comet tail) and the mean
distance of migration in the tail (comet tail length), was calculated. The quantifications of the comet tail
length and olive tail moment were conducted using the COMETscore.v1.5 image processing software.

4.7. Immunofluorescence Detection of DNA DSBs

Cultures grown on coverslips were subjected to immunostaining. To detect DNA DSBs, cells were
fixed in 4% paraformaldehyde, permeabilized with 0.3% Triton X-100 in phosphate buffered saline,
and then incubated with 5% normal goat serum to block nonspecific binding. Subsequently, an antibody
against phosphorylated H2AX (γH2AX, 1:200 dilution) was used overnight at 4 ◦C, followed by the
corresponding secondary antibody conjugated to Alexa Fluor 488. The nuclei were observable by
labelling with 4’, 6-diamidino-2-phenylindole (DAPI). After rinsing the labelled cells with phosphate
buffered saline and mounting slides with an anti-fading aqueous medium, observation was carried
out under a fluorescent microscope equipped with appropriate filters and a digital camera.

4.8. Western Blotting Analysis

Cells were collected and homogenized in ice-cold RIPA buffer as described previously [59].
After a 20-min incubation at 4 ◦C, cell extracts were centrifuged at 14,000× g for 10 min
and protein concentration in the supernatant was determined with a Bio-Rad protein assay
(Bio-Rad, Hercules, CA, USA). Cell lysates (40 μg/lane) were separated by electrophoresis
through 8–12% SDS-polyacrylamide gels and then electroblotted to 0.45 μm PVDF membranes
(Millipore, Bedford, MA, USA) using a semi-dry transfer apparatus (Hoefer Scientific Instruments,
San Francisco, CA, USA). Membranes were blocked in 5% non-fat dry skim milk for 1 h at room
temperature, followed by immunoblotting for desired proteins with the assist of specific primary
a ntibodies and appropriate HRP-conjugated secondary antibodies. Protein bands developed on
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the X-ray film were visualized by an enhanced chemiluminescence kit (Amersham Biosciences,
Piscataway, NJ, USA). Analyses of protein band densities were performed using an Image J software
(NIH, Bethesda, MD, USA).

4.9. Statistical Analysis

Treatment group means were compared by ANOVA, followed by Dunnett’s test or Bonferroni’s
t-test for pair-wise comparisons. Paired groups were compared by Student’s t-test. All results
are expressed as the mean ± standard error of the mean (SEM). Differences were considered
significant when the probability value was less than 0.05 (p < 0.05). SigmaStat version 4.0 software
(Jandel Scientific, San Diego, CA, USA) was used for all statistical analyses.

Acknowledgments: We are grateful to KMU-LSARC for providing us with LDL particles, including L1, L5, and
oxLDL, and excellent technical assistances. This work was supported by grants (MOST 104-2314-B-037-069 owned
by Jiz-Yuh Wang and MOST 104-2320-B-570-002 owned by Ching-Tien Lee from the Ministry of Science and
Technology, Taipei, Taiwan; and grants (KMU-M106005 owned by Jiz-Yuh Wang and KMU-TP103D02 owned by
Chiou-Lian Lai from KMU, Kaohsiung, Taiwan.

Author Contributions: Jiz-Yuh Wang designed and supervised experiments and wrote the paper. Ching-Tien Lee
and Chen-Yen Lin performed experiments and data analysis. Chiou-Lian Lai contributed valuable suggestions
and critically revised the manuscript for important intellectual content. Submission of the final manuscript was
endorsed by all authors.

Conflicts of Interest: The authors declare no conflict of interest.

Abbreviations

AD Alzheimer’s disease
ApoB Apolipoprotein B
ATM Ataxia-telangiectasia mutated
BBB Blood-brain barrier
CSF Cerebrospinal fluid
CVD Cardiovascular disease
DAPI 4′,6-Diamidino-2-phenylindole
DMEM Dulbecco’s modified Eagle’s medium
DSBs Double strand breaks
EC Endothelial cell
Egr-1 Early growth response-1
ERK Extracellular signal-regulated kinase
JNK c-JUN NH2-terminal protein kinase
LDL Low-density lipoprotein
LDL(−) Electronegative low-density lipoprotein
LDL-C LDL-cholesterol
LDLR LDL receptor
LOX-1 Lectin-like oxidized low-density lipoprotein receptor-1
MAPKs Mitogen-activated protein kinases
MTT 3-(4,5-Dimethylthianol-2-yl)-2,5 diphenyltetrazolium bromide
NGF Nerve growth factor
NF-M Neurofilament-medium
OxLDL Oxidized LDL
PFT-α Pifithrin-α
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Abstract: In aging cells, genomic instability is now recognized as a hallmark event. Throughout
life, cells encounter multiple endogenous and exogenous DNA damaging events that are mostly
repaired, but inevitably DNA mutations, chromosome rearrangements, and epigenetic deregulation
begins to mount. Now that people are living longer, more and more late life time is spent suffering
from age-related disease, in which genomic instability plays a critical role. However, several major
questions remain heavily debated, such as the following: When does aging start? How long can
we live? In order to minimize the impact of genomic instability on longevity, it is important to
understand when aging starts, and to ensure repair mechanisms remain optimal from the very start
to the very end. In this review, the interplay between the stress and nutrient response networks,
and the regulation of homeostasis and genomic stability, is discussed. Mechanisms that link these
two networks are predicted to be key lifespan determinants. The Anaphase Promoting Complex
(APC), a large evolutionarily conserved ubiquitin ligase, can potentially serve this need. Recent work
demonstrates that the APC maintains genomic stability, mounts a stress response, and increases
longevity in yeast. Furthermore, inhibition of APC activity by glucose and nutrient response factors
indicates a tight link between the APC and the stress/nutrient response networks.

Keywords: Anaphase Promoting Complex; lifespan; cancer; yeast; human cell culture

1. Introduction

When does the aging process begin? How long can we live? Why do we age? These questions
are highly debated with no distinct, definitive answers. Does aging begin when our skin starts to
wrinkle, or when our hair commences to turn grey? Or perhaps aging begins after the completion of
growth [1]. Aging has also been defined as a shift in an organism’s aging reality. The aging reality
has been described as a mutually enslaved system of DNA and its environment in which signaling
failures within this DNA environment occur over time [2]. Much of the debate reflects the fact that we
have not perceived children as aging; however, acquired somatic mutations are recognized in infants
and children, leading to the development of childhood cancers [3–5]. More compelling support for
childhood aging comes from premature aging syndromes, such as progeria, in which children age in a
very similar manner to normal aging individuals but at an 8-fold accelerated rate [6]. Even Hayflick
considered when aging begins, weighing the possibilities that aging starts before or at conception or,
alternatively, when maximum strength and stamina is achieved [7]. Hayflick eventually concluded
that aging is a stochastic program that begins after reproductive maturity in animals, resulting in the
loss of molecular fidelity. This loss of fidelity ultimately surpasses repair capacity, leaving individuals
prone to age-related diseases [8,9]. The idea that aging is a random stochastic program is supported by
many researchers in the field [10,11]. The stochastic idea of aging gained traction when the free radical
theory of aging was proposed. This theory states that aging occurs due to the natural wear and tear of
cellular machinery and biological substances due to exposure to free radicals generated within the
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cell [12]. Biological systems are constantly fighting a battle with its environment, both internally and
externally, to ward off damage. The simple generation of mitochondrial-dependent energy and DNA
replication expose cells to damage that must be repaired. Evidence for a stochastic program of aging
also comes from inorganic compounds that age over time; for example, rusting of metal and peeling of
paint (discussed in [13]), implying that something beyond genetics controls aging. From this work
comes the idea that entropy drives aging, while genes drive longevity.

This review will summarize the current ideas describing our thoughts on the aging process.
Molecular mechanisms will then be described that facilitate cellular aging. The notion that genomic
instability is the driving force leading to aging and age-related disease will be discussed. Finally, the
novel concept that activation of a cell cycle regulator, the Anaphase Promoting Complex, which is
required for maintenance of cell health, inhibition of cancer progression, and enhanced longevity, will
be explored.

2. Genetic Control of Longevity

Longevity depends on how long our cells remain functional, which is countered by the many
insults faced by cells. Pathways that maintain cellular homeostasis are genetically controlled; thus, it
clearly follows that a genetic program would be in place to control longevity. A recent review links
proteostasis (a housekeeping phenomenon that controls the integrity of protein structure and function)
with lifespan determination, and suggests the failure of the proteostatic network occurs early in life and
marks the beginning of aging [14]. A global network encompassing maintenance of genomic stability,
as well as enhancing proteostasis, would involve, for example, genes and proteins that repair DNA,
scavenge free radicals, and the proteins that run these programs. Thus, the genetic and stochastic
models appear to oppose one another. On the one hand, the stochastic model dictates that over time,
our cells randomly accumulate damage, such as the accumulation of DNA mutations and genomic
instability, and eventually succumb to the damage. On the other hand, the genetic program is in
place to provide cells with options to survive the intrinsic and extrinsic environmental assaults that
chronically bombard the cell and the biological system as a whole. Evolutionary biologists have argued
that selection of lifespan-extending genes is unlikely, since the effects of these genes would only be seen
long after reproduction has ceased, with the force of natural selection that declines with age leaving
no valid reason to remain alive [2,15]. However, when these genes are viewed as controlling cell
repair in the face of a damaging environment in order to survive, then it becomes clear that enhanced
longevity may only be an indirect benefit accompanying the ability to survive unfavorable life events.
Thus, evolution may not be selecting for longevity genes at all, but simply looking for genes that
increase survival under trying times, with increased longevity simply a lucky side effect. This idea
forms the foundation of the theory describing the response to nutrients versus stress as a driving force
defining one’s lifespan, as suggested earlier [16]. The concept of Hormesis, in which a potentially
life-threatening stress, when given in a low dose, increases health or extends lifespan, is an example of
a stress response providing a favorable and beneficial reaction [17,18].

One genetic theory of aging that is appealing to evolutionary biologists is the idea of pleiotropic
antagonism. Antagonistic pleiotropy suggests that genes that are beneficial in the early years become
harmful in later life [19–21]. A similar idea is described in the Disposable Soma theory [15]. It was
proposed that because of high environmental mortality, resources are primarily spent on growth
and reproduction, rather than on the soma, which would leave the soma exposed to environmental
and intrinsic stresses. Nonetheless, the idea has been used to describe a Darwinian-evolutionary
concept of aging in which the deleterious effects of previously beneficial genes in later life leads to
the development of age-related disease [22]. Examples of antagonistic pleiotropy and how it could
contribute to a Darwinian-evolutionary concept include the calcification of bones, which enables
strength in early life, but eventually leads to deleterious calcification of arteries in late life. The
erosion of telomeres, often considered a clear mechanism of aging, is also considered as support of a
Darwinian-evolutionary model. While expression of telomerase extends telomere length in stem cell

106



Int. J. Mol. Sci. 2018, 19, 1888

populations, it also contributes to tumor formation [23]. Thus, in early life, longer telomeres maintain
the health and vitality of the cell. However, in later life, the inactivation of telomerase is proposed
to ward off cancer, but at the cost of continued telomere erosion, and likely cellular senescence [24].
Darwinian selection of stress sensing and Darwinian selection of antagonistic pleiotropy genes are
both used as examples of alternative mechanisms of lifespan determination, as both provide benefits
in early life. However, the selection of stress sensing genes, but not antagonistic pleiotropy genes,
provides an indirect longevity benefit in later life.

3. Genetic Control of Aging

The genetic model of lifespan determination is not at odds with the stochastic model, and involves
a genetic program that determines the length of time that our cells and bodies can function. In the
end, the more capable the cell is at damage repair, occurring through stochastic intrinsic and extrinsic
events, the better the odds of surviving harsh environments and living to pass on genes to descendants.
Longevity of the organism starts with the health of the cells. If cell health cannot be maintained,
then health of the tissues and the animal itself will suffer. Cell type, in particular, is determined by
programmed genetic and epigenetic networks. In the human body, for example, each cell harbors the
same sequence of DNA, yet different cells carry out very different functions. Alterations to any of these
networks can signal the end to that cell. Maintenance of the cellular equilibrium supporting tissue
renewal is critical to the longevity of the organism. Over time, equilibrium and cell renewal begins
to fail, leading to reduced replacement of cells lost due to attrition or senescence. Thus, the failing
of the genetic system, contributing to the loss of cell equilibrium and renewal through accumulating
mutations, is considered a hallmark of aging. Hallmarks of aging consist of the following attributes:
genomic instability, telomere attrition, epigenetic alterations, and loss of proteostasis, leading to
deregulated nutrient sensing, altered mitochondrial function, and cellular senescence [25,26].

Specific genes, many of which were first described and characterized in the simple lower
eukaryotic yeast system (i.e., SIR2 (yeast SIRT gene), SNF1 (yeast AMPK), FKH1/2 (yeast FOXO),
SCH9 (yeast AKT/S6K), TOR1, and RAS2, have been shown to be evolutionarily conserved genes that
respond to stress or nutrients, influencing longevity [27–32]. Thus, genes (such as SIR2) clearly play a
significant role in promoting lifespan from single cells to humans, but do genes also drive the loss of
homeostasis and the aging process? While the stress response genes drive cell health and longevity in
the presence of low-level stress, an example of Hormesis [17,18], the nutrient response genes do the
opposite, and act as pro-aging genes. Thus, genes provide the impetus for both longevity and aging.
Unlike the stochastic model, which relies on random factors to drive the aging process, the genetic
program promoting aging relies on the activation of a web of nutrient response genes that inhibit the
stress response network in the presence of usable resources [33]. Lifespan extension through caloric
restriction is a classic example of Hormesis, and can be mimicked in yeast by mutating genes, such as
SCH9, TOR1, or RAS2, which encode nutrient response proteins [29]. Ultimately, the longevity of an
organism depends on the effectiveness of the counterbalanced stress and nutrient sensing pathways.

4. A Ceiling on a Maximum Lifespan?

Support for a predetermined program delineating our lifespan has been around for decades and
is derived from the knowledge that human mean lifespan has increased dramatically over the past
century, but the maximum lifespan has not [34]. The longest verified living human, Jeanne Calment,
died at age 122 in 1997 [35], which is consistent with the idea that the maximum attainable human
lifespan is not increasing and is likely capped at 125 years [36,37]. Indeed, few humans have ever lived
past 115 years [38]. A maximum of 125 years is nonetheless controversial, as some feel there is no limit
to our lifespan [8,39–43]. Further evidence supporting the idea that a predetermined genetic program
dictates our maximum lifespan is provided by observations that maximum achievable lifespans are
observed across evolutionary boundaries, as each specific organism seems to have a built in maximum
possible lifespan [44]. The ever-increasing mean lifespan observed over the past century has also
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been used as evidence that human maximum lifespan will also continue unimpeded. Of course, this
rise in expected lifespan is largely attributable to new developments in medical care, improved diet,
less exposure to toxins, and regular exercise, which may only increase healthspan, and not lifespan.
Regardless of how people feel about the dramatic rise in global expected lifespans, time is needed
to fully realize the effect of improved human well-being, and thought should be put into policy
development to deal with the likelihood that people will be living longer, healthier lives. Thus, if
maximum lifespans have reached a ceiling, with mean life expectancy continuing to rise, lifespan
curves may soon be considered lifespan cliffs, with increased human productivity a likely benefit.

5. So When Does Aging Begin?

It now seems quite clear that cellular aging is largely dependent on the degree to which genomic
instability has affected DNA-dependent processes. Many studies, from yeast to humans, have
repeatedly shown that during aging, senescent cells that exit the cell cycle or cease to function
harbor large accumulations of DNA mutation, rearrangements, and epigenetic alterations. There
are numerous sources of DNA damage, both endogenous and exogenous, that the cell must deal
with. It is thought that a somatic cell may receive as many as 100,000 lesions daily [45,46]. It is not a
coincidence that most age-dependent diseases, such as cancer, type II diabetes, and cardiopulmonary
and neurodegenerative diseases are associated with increasingly elevated levels of genomic instability
that occur over time [47–51]. When a cell is born, it is presumably at its functional apex, performing at
its highest level. In yeast, the mother cell sequesters damage so that the daughter does not receive it,
having a much better chance to begin life in a pristine state [52,53]. However, eventually the damage
is too much for the yeast mother cell to fully sequester, with the daughter born with accumulating
damage. If similar mechanisms that occur in yeast are occurring in higher eukaryotic systems, then
it is easier to understand how a newly born cell would be at its best to repair damage and maintain
proteostasis. With this in mind, the answer for when aging begins might be when the cells that form
the zygote are first born; thus, aging of an individual may begin much earlier than conception, such as
at the very moment when the mother develops oocytes in utero [54].

6. Connecting Stress Sensing with Nutrient Sensing

Genomic instability appears to be the gateway to aging and age-related disease. Genomic stability
is threatened as soon as a cell is born due to the intrinsic damage caused by energy generation and the
errors inflicted by DNA replication. The damage repair processes are presumably functioning at their
best in these new cells, so genomic instability likely does not become an obstacle until much later in
life. As discussed above, multiple antagonistic molecular networks are vying for available resources
to respond to either stress and/or nutrients. It should be clear that the opposition of these pathways
should not be all or none, as aspects of nutrient availability may be present even in an unfavorable
environment. Thus, the question becomes how are nutrient and stress sensing networks regulated?
What mediates the end of stress signaling when the stress is gone, or the stalling of the nutrient sensing
pathways when the food source is used up?

7. The Anaphase Promoting Complex, Using Chromatin Assembly during Mitosis to Maintain
Genome Stability

To answer these questions, it is important to identify components that connect stress and
nutrient-sensing pathways. The Anaphase Promoting Complex (APC) has come to light as a potential
link between the stress and nutrient sensing networks. The APC is an evolutionarily conserved large
ubiquitin-protein ligase (E3) that targets proteins that inhibit mitotic entrance and exit, as well as
proteins that inhibit G1 maintenance, for ubiquitin and proteasome-dependent degradation [55]. The
APC is controlled by 2 co-activators, CDC20 and CDH1, which control mitotic progression, and G1
maintenance (Figures 1 and 2). CDC20 binds with the APC to initiate mitosis, and is then targeted
for degradation by the APCCDH1 complex at the M/G1 transition [56,57]. CDH1 is then targeted for
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degradation at the G1/S transition by a second large E3 complex called the SCF (Skp-Cullin-F-box
complex) [58]. The APC is largely known for its role in cell cycle progression, but we and others
have identified it as a central player in stress sensing and lifespan determination using the simple
brewing yeast eukaryotic model system (Figure 3) [31,59–65]. Mitosis is a time during the cell cycle
when DNA damage can become permanent and lead to further chromosome erosion and genomic
instability [66]. The APC is also required for replication-independent chromatin assembly and histone
modifications [60,67–70]. Considering that replication-independent chromatin assembly is required for
DNA repair [71,72], we speculate that the APC may be involved in repair of DNA damage incurred
during chromosome segregation (Figure 3). The chromatin assembly factors Asf1, and the CAF-1
complex, have been shown in yeast and human cells to be involved in assembly of histones onto
repaired DNA duplexes [73–76]. The link between repair of DNA during mitosis and the APC may be
the CAF-1 and Asf1 chaperones, as the APC genetically interacts with both Asf1 and CAF-1 mutants
in yeast (mutant combinations have worse phenotypes), and increased expression of any one of the
CAF-1 subunits, or Asf1, rescues APC defects [67]. Consistent with a role in maintaining genomic
stability, APC defects result in elevated sensitivity to UV radiation, increased loss of centromere based
plasmids, and increased rDNA instability [60,64].

Figure 1. Regulation of the APC at the G2/M transition. The schematic considers results from
mammalian and yeast studies. Yeast proteins are written as Cdc20, whereas mammalian proteins
are written as CDC20. Genomic stability and segregation of replicated and repaired chromosomes is
established via the Spindle Assembly Checkpoint (SAC) that sequesters Cdc20/CDC20 away from
the APC, thus inhibiting APC function as cells enter mitosis [77,78]. When the SAC is satisfied, the
cyclin Clb2 (Cyclin B), synthesized during G2 by Fkh1 [79], interacts with cyclin-dependent kinase
Cdc28 (CDK2) to phosphorylate a series of proteins needed for mitotic progression: Cdc5 (PLK), Cdc16,
Cdc23, and Cdc27 [80,81]. Once PLK is active, it further activates the APC by phosphorylating Apc9 (or
APC1 in mammalian cells), Cdc16 and Cdc27 [80,81]. Cdc28-Clb2 also phosphorylates the co-activators
Cdc20 for activation [80], and Cdh1 for inhibition [82]. A further activating stimulus is provided
by SIRT2, which deacetylates CDC20 [83]. APCCdc20 then targets proteins for degradation, such as
Pds1 (PTTG1/Securin), to allow chromosome segregation, and Clb2 and Fkh1 to complete a negative
feedback loop that prepares the cell for mitotic exit and G1 maintenance [65,84,85]. Degradation of Clb2
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stops inhibition of Cdh1, allowing replacement of the APCCdc20 complex with APCCdh1. APC chemical
inhibitors, APCIN and pro-TAME, disrupt the CDC20-APC interaction [86,87], whereas the small
molecule APC activators (M2I-1, TTKi) disrupt the CDC20-SAC interaction [88–90]. Protein degradation
is shown by Ub, shaded with a red oval, attached to the target protein to build poly-Ub chains, followed
by break down of the protein, shown in smaller circles. Inhibitory phosphorylation is shown with a red
shaded “P”, and activating phosphorylation is shown with a green shaded “P”.

Figure 2. Regulation of the APC at the M/G1 transition. As mitosis comes to an end, the phosphatase
Cdc14 is activated and released from sequestration within the nucleolus by Fob1, through a biphasic
interaction involving the FEAR and MEN pathways [91,92]. Cdc14 dephosphorylates Cdh1, thus
facilitating the interaction between Cdh1 and the APC [93]. Further activation is accomplished by
deacetylation of CDH1 by SIRT2 [83]. APCCdh1 function then leads to wholesale changes required for
mitotic exit and transition into G1. Residual Pds1 and Clb2 are targeted for degradation by APCCdh1,
as are Cdc20, Cdc5, and other targets, which puts an end to the pattern of proteins required for
mitotic progression [56,57,94–100]. Degradation of Fob1, a negative regulator of FEAR, is required
for G1 progression, as Fob1 [64] is required for rDNA condensation during mitosis. Gcn5 (and likely
Elp3) is also required for G1 progression [69], as it presumably acetylates histones during mitosis to
establish an epigenetic pattern required for G1 progression. Once this pattern is established during
mitosis, Gcn5 (and likely Elp3) must be degraded. Ubiquitinated and degraded proteins are depicted
as described above.
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Figure 3. APC activity is decreased under nutrient conditions, and increased when nutrients are
limiting. Inhibition of APC activity by glucose is mediated by the Ras/PKA pathway [81,101–103].
Recent work suggests that this is accomplished by driving the activity of the SCF ubiquitin ligase
by the phosphorylation and activation of the SCF E2 component Cdc34 by the nutrient response
kinases PKA and Sch9 (AKT/S6K) [104]. This could mediate APC inhibition, as it has been shown
that the SCF targets the degradation of CDH1 during mitosis [58,105]. Our unpublished data also
reveals that Sch9 likely inhibits Fkh1 function, and the subsequent induction of the stress pathways.
Upon encountering stress, SIRT2 deacetylates and activates FOXO proteins [106], and in yeast, Sir2
physically associates with Fkh1 to facilitate inhibition of CLB2 transcription in late M/G1 [107]. Fkh1
transcribes stress response genes (depicted by a a blue shaded “Tr”), including SNF1, which encodes
the catalytic component of the SNF1 kinase, the yeast AMPK [79,108]. FOXO and AMPK interact across
evolutionary boundaries to deal with stress [108–110]. The SNF1 kinase then enters the nucleus and
inhibits the glucose responsive repressor Mig1, which represses the expression of the APC subunits
APC4 and APC9 under nutrient conditions [61]. DNA repair is likely mediated, at least in part, by the
APC, which controls the deposition and modification of histones during mitosis, which plays a pivotal
role in DNA repair [67,69,71–74]. Inhibition of SCF-Cdc34 following APC activation is accomplished
in two ways: first, the APC targets the SCF F-box protein Skp2 for degradation in G1 [111,112], and
second, our unpublished data shows that the APC targets Sch9 for degradation once nutrients are
depleted. Preliminary unpublished data is shown using dashed lines.

8. Maintaining Genomic Stability via APC-Mediated Histone Modifications

Histone post-translational modifications are involved in cell cycle progression, particularly
mitosis [113], and in DNA repair. In yeast, DNA repair requires Asf1, CAF-1, and acetylation of
H3 Lys56 (H3K56Ac), mediated by the Asf1/Rtt109 complex [71,74]. Cells with impaired APC function
have reduced H3K9Ac, H3K79Me, and H3K56Ac [69]. H3K79Me accumulates during mitosis [114], while
H3K56Ac and H3K9Ac are reduced during mitosis but increase as cells enter G1 [115,116]. H3K9Ac

is important for transcriptional activation [117,118], H3K56Ac is involved in histone deposition and
DNA repair [74,119], while H3K79Me is required for a variety of activities including transcriptional
elongation, DNA repair, and cell cycle checkpoints [120,121]. Thus, the loss of these modifications due
to impaired APC has a dramatic impact on chromatin and chromosome structure, transcription, and
DNA repair. Furthermore, the histone acetyltransferase (HAT) that mediates H3K9Ac, Gcn5, interacts
genetically and functionally with the APC [69,70]. Increased expression of GCN5 rescued APC defects
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and deletion of GCN5 in APC mutants exacerbated growth defects. Furthermore, Gcn5 is targeted
by the APC for degradation at the M/G1 transition [69]. Acetylation of histones during mitosis may
be important to reset the epigenome as cells re-enter G1, leading to the appropriate activation of
specific genes. The correlation of Gcn5 degradation at G1, just after the accumulation of H3K9Ac as
cells exit mitosis, with APC mitotic function, is at the crux of establishing an active transcriptome
for continued cell cycle progression. Furthermore, if targeted degradation of Gcn5 by the APC is
conserved from yeast to humans, then this may be critical for tumor suppression and maintenance
of genomic stability, as increased H3K9Ac is associated with DNA damage, genomic instability, and
progression of multiple myeloma [122]. Consistent with this, APC defects lead to elevated genomic
instability in yeast [60,64,65] and in human cells [123,124]. Thus, although the APC is required for
mitotic progression, it is also required to guard against damage that can occur during chromosome
segregation, and to ensure that histones are acetylated to enable proper transcription as cells enter G1.
These activities are all critical to ensure that cells remain healthy, leading to enhanced lifespan. On the
other hand, the inability to maintain cellular homeostasis is linked with genomic instability associated
with cancer development and progression

9. Targeting APC Inhibition for Anticancer Therapy

Because of the role the APC plays in cell cycle progression, initial work focused on the inhibition of
the APC as a means to block tumor growth [125–127]. The evolutionarily conserved Spindle Assembly
Checkpoint (SAC) complex, consisting of the proteins MAD1, MAD2, BUB1, BUBR1, BUB3 and MPS1,
binds and sequesters the APC co-activator CDC20 prior to mitosis [77,78], inhibiting APC activation
until all chromosomes are ready for segregation (Figure 1). It was suggested that activation of the
SAC, and inhibition of the APC, would protect the cell from inappropriate chromosome segregation
and mitotic catastrophe in the presence of damaged chromosomes, which is often observed in cancer
cells. Furthermore, CDC20 mRNA expression is observed to be elevated in cancer cells, which is
associated with a poor prognosis; CDC20 knockdown is required for mitotic arrest and inhibition of
cell growth [94,128,129]. Specific (APCIN and pro-TAME [86,87]) and non-specific (Velcade [126]) APC
inhibitors have been developed recently and inhibit tumor growth in vitro [86,130]. Both APCIN and
pro-TAME act by inhibiting the interaction of CDC20 with the APC (Figure 1). Thus, inhibition of the
APC was believed to be a viable anti-tumor strategy.

10. Targeting APC Activation for Anticancer Therapy

Recent work in mammalian cancer cells provides evidence that APC activation, rather than
inhibition, may be a potent anticancer therapy that antagonizes genomic instability. As discussed above,
CDC20 is an APC coactivator, and high APCCDC20 may be inappropriately driving cells through mitosis
to promote genomic instability and cancer progression, inferring that APC inhibition will be beneficial.
Regulation of CDC20 is highly coordinated (Figure 1). As discussed above, CDC20 is sequestered
and inhibited by the SAC until all chromosomes are aligned along the metaphase plate and ready
for segregation [77,78]. Cdc20 in yeast is activated by Cdc28-Clb2-dependent phosphorylation [80].
Cdc28-Clb2 also phosphorylates the APC subunits Cdc16, Cdc23, and Cdc27 [81], the yeast Polo-like
kinase, Cdc5 [131], and Cdh1 to maintain its inactivity [82]. Once Cdc5 is activated, it then potentially
targets Cdc16, Cdc27, and Apc9 for phosphorylation to further activate the APC [80,81]. Cdc5 is later
targeted by APCCdh1 to exit mitosis [132]. CDC20 is also deacetylated by SIRT2, adding another level
of activation [83]. Additional activation signals in yeast come from the Forkhead transcription factors
Fkh1 and Fkh2. The FKH1 and FKH2 genes are transcribed during G2 by Hcm1 [133], and are required
for the transcription of the “CLB2 cluster” of genes, which contains genes required for APC activity,
such as CLB2, CDC5, CDC20, and APC1 [79].

The APC is essential, and this is conserved from yeast to humans, as yeast deletion mutants
are lethal and mouse models lacking APC subunits, or CDC20, die in embryogenesis [84,134–136].
The APC is also essential for the prevention of aneuploidy, which contributes to tumorigenesis [84].

112



Int. J. Mol. Sci. 2018, 19, 1888

Thus, the systemic in vivo use of APC inhibitors may be highly toxic, limiting this approach to cancer
therapy. However, an alternative interpretation is possible to explain why CDC20 accumulates in
cancer cells. CDC20 itself is targeted by APCCDH1 for degradation once mitosis is complete [56,57].
Therefore, elevated CDC20 expression could reflect APCCDH1 impairment in cancer cells, inferring that
APC activation will be beneficial to cell health. Our in vitro and in vivo work (Davies, Arnason and
Harkness, unpublished), and findings from others, have noted that many APCCDH1 mitotic substrate
genes and proteins are elevated in cancer cells, including CDC20 [94], PLK1 [95], AURA/B [96,97],
HURP (DLGAP gene [98]), Securin (PTTG1 gene [99]), and Geminin [100], hinting that impaired APC
activity as a whole is involved, rather than isolated CDC20 elevation. Moreover, using the Cancer
Genome Atlas database [137], we observed that the expression of the APC substrate genes PTTG1 and
DLGAP5 in cancer patients is differentially regulated between normal tissues and tumor tissues, across
24 different types of cancer (Figure 4).

Figure 4. The APC substrate mRNAs PTTG1 and DLGAP5 are overexpressed in multiple cancer types.
Expression scores for (A) PTTG1 and (B) DLGAP5 within 24 different types of cancer and normal tissue
from TCGA [134]. The numbers in x-axis labels denote the number of patient samples in each cancer
type. Statistical significance of the difference in expression between the normal and tumor samples is
depicted for each cancer type. N.S. not significant. The abbreviation of each cancer in the axis label is
represented as described in the TCGA portal [137].

While CDC20 has been linked to cancer progression, the second APC co-activator, CDH1,
has been linked to tumor suppression, with earlier work demonstrating that cells lacking CDH1
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have a shortened G1 phase, accumulate DNA damage, and undergo apoptosis [85]. CDH1 is also
regulated through a complex web of interactions (Figure 2). As discussed above, the yeast Cdh1
is maintained in an inactive form by Cdc28-Clb2 phosphorylation until the end of mitosis, when
Clb2 is targeted for degradation and the phosphatase Cdc14 is released from the nucleolus to undo
the work of Cdc28-Clb2 [82,91,93]. The mammalian CDH1 is further activated by deacetylation by
SIRT2 [83]. Recent work has demonstrated that cells with low levels of CDH1 accumulated in G1 with
elevated mitotic APC substrates, causing genome instability [123,124]. Furthermore, entire loss of
CDH1 increased DNA damage accumulation, driving progression of murine and human B-cell acute
leukemia [138]. It was also revealed that many cancer cell lines lack the ability to activate APCCdh1

when under replication stress [139,140], and that CDH1-depleted cells undergo senescence in G2,
suggesting that APCCdh1 may normally act as a barrier to genome instability [123]. Support for this
idea comes from studies using SIRT2, an antitumor and lifespan-extending protein, which activates
the APC by deacetylating CDC20 and CDH1; SIRT2-deficient mice exhibited higher levels of cancer
and elevated levels of APC substrates [83]. Thus, impaired APC function appears linked with genomic
instability and cancer development, providing strong therapeutic potential through targeted activation
in cancer cells.

APC dysfunction and cancer development could occur in several ways. Loss of either CDC20 or
CDH1 is deleterious; CDC20 deletion is lethal, while loss of CDH1 leads to genomic instability [123,124].
In addition, mutations have been observed in several APC subunit genes (APC3, APC6/CDC16, and
APC8/CDC23) in cancer cells [141]. Inappropriate expression of the CDC23ΔTPR mutant disrupted
cell cycle progression and led to elevated levels of APC substrates. Loss of the APC7 subunit has
also been implicated in various tumors [142,143]. Furthermore, silencing of a variety of APC subunits
causes cells to survive treatment with compounds that inhibit the SAC, providing a mechanism for
the development of drug resistance [88,89]. Thus, evidence is accumulating to support the idea that
APC activity is required for cell health, while loss of normal APC function leads to genomic instability
and cancer.

11. APC Activation Reduces Substrate Levels and Inhibits Cancer Cell Growth

Recently, focus has shifted towards the creation of compounds that activate the APC. To do so,
SAC inhibition has been targeted. Prolonged SAC, or impaired APC activity, can lead to inappropriate
mitotic progression in a process called mitotic slippage [144,145]. This potentially provides time for
cells to respond to increased toxic levels of genomic instability common in cancer cells. Furthermore,
because of the aneuploid nature of cancer cells, cancer cells are heavily reliant on the SAC for proper
segregation of chromosomes; inhibition of the SAC in cancer cells produces intolerable levels of
genomic instability, killing these cells [146,147]. One compound, called Mad2-inhibitor-1, or M2I-1,
blocks the MAD2/CDC20 interaction (Figure 1) and weakens the SAC, leading to early activation of
the APC [90]. We have subsequently used M2I-1 in vitro and in vivo, and have found that, in vitro,
M2I-1 synergizes with Doxorubicin to reduce the growth of drug resistant MCF7 breast cancer cells,
while growth of patient-derived triple negative breast cancer cells in mice was stalled by M2I-1 (Davies,
Arnason, and Harkness, unpublished). Both in vitro and in vivo, APC substrate mRNA and protein
levels were reduced, showing that M2I-1 does indeed activate the APC. Additional SAC inhibitors have
been developed that inhibit the kinase MPS1/TTK (TTKi’s), a SAC component [88,89]. Kaplan-Meier
plots revealed that overexpression of MPS1/TTK is correlated with poor overall and relapse-free
survival in breast cancer patients [148]. Interestingly, as mentioned above, silencing of APC subunits
generates resistance to the MPS1/TTK inhibitors (TTKi’s) reversine and CFI-402257 [88,89]. This
suggests that the lethal mitotic segregation errors induced by TTK inhibition can be overcome by
prolonging the onset of anaphase.
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12. APC Activity, via the Fkh/SNF Kinase/Sir2 Pathway, is Required for Prolonged Longevity

We have reported that the yeast APC prolongs longevity (increased expression of only
APC10 increased replicative lifespan [61]), responds to stress, and interacts with multiple
conserved stress response pathways highlighted by the Forkhead (FOXO) and Snf1 (AMPK)
pathways [31,32,61,63–65,108] (Figure 3). It is already clear that the FOXO and AMPK pathways
intersect under stress in mammalian cells and drive the activity of several other stress response
networks [109,110]. In yeast, snf1Δ mutants were also shown to interact genetically with the apc5CA

mutant; deletion of SNF1 worsened the apc5CA defect, whereas overexpression rescued it [61].
Furthermore, Mig1, a glucose responsive transcriptional repressor inhibited by Snf1 phosphorylation,
repressed the expression of the APC subunits APC4 and APC9 [61]. Subsequent work showed that
Fkh1 transcribed SNF1, and that increased longevity observed in the Snf1UBA mutant depended
on Fkh1 or Fkh2 [32]. This stress response network is further bolstered by the anti-aging protein
deacetylase SIRT2, which deacetylates FOXO3a to increase its DNA binding ability in mammalian
cells [106]. SIRT2 also binds to the APCCDC20 and APCCDH1 complexes and deacetylates both CDC20
and CDH1 to turn on the APC [83]. The SIRT2-FOXO interaction is also conserved in yeast, as the yeast
Forkhead proteins, Fkh1 and Fkh2, physically associate with Sir2 during late M and G1 to repress the
expression of the Fkh target gene Clb2 [107]. In addition, under stress conditions, Sir2 assists in APC
function by inhibiting CLB2 transcription; overexpression of CLB2 under stress conditions is toxic [107].
However, it was not shown whether Sir2 deacetylates the Fkh proteins in this study. In yeast, the Fkh1
and Fkh2 transcription factors, like in mammalian cells, are involved in cell cycle progression, stress
response, and longevity [63]. FKH1 and FKH2 are expressed during G2 to drive the expression of
mitotic specific genes [79,149]. The FKH genes are activated by a third Forkhead protein called Hcm1,
which is expressed at the G1/S boundary [133]. Interestingly, Hcm1 nuclear translocation is facilitated
by the SNF1 kinase [150], defining a positive feedforward loop involving Snf1, Hcm1, and the Fkh
proteins. Furthermore, the ubiquitin conjugating enzyme, Ubc1, interacts with the APC [151] and is
required for SNF1 kinase function [108]. It was revealed that in yeast ubc1Δ mutants, Hcm1 remains
cytosolic, FKH1 and FKH2 transcription is reduced, and SNF1 kinase activity is decreased [108]. Fkh1
action is then reduced at the onset of mitosis, as the bulk of Fkh1 is targeted for degradation by the
APCCdc20 complex [65] (Figure 1). Interestingly, Fkh1 and the APC subunit Apc5 physically interacted
throughout the cell cycle [65]. Deletion of both FKH1 and FKH2 in APC defective cells worsened the
already short replicative and chronological lifespans [31], and mutation of a single, conserved lysine in
Fkh1 (K373) mimicked the null FKH1 allele, reduced chronological lifespan, and increased genomic
instability [65]. Thus, it appears that ubiquitination of Fkh1 at K373, mediated by APCCdc20 at the onset
of mitosis, is required to maintain normal lifespan and genomic stability.

In addition to Fkh1, the APC also targets a second lifespan determinant, Fob1, for degradation [64].
Fob1 in yeast is an rDNA replication fork blocking protein [152,153]. Fob1 condenses rDNA and stalls
replication fork progression during mitosis, creating free DNA ends that produce extra chromosomal
circles [92,154]. Fob1 also sequesters the Cdc14 phosphatase within the nucleolus at the rDNA locus
during early mitosis [91,92]. Cdc14 is released from Fob1 by the combined activity of the FEAR (Cdc14
early anaphase release) and MEN (mitotic exit network) complexes during late mitosis, enabling
activation of Cdh1 via Cdc14 dephosphorylation of Cdc28-Clb2 [93]. Deletion of FOB1 enhances yeast
replicative lifespan [64,154], while increased FOB1 expression reduces replicative lifespan [64]. We
identified Fob1 as a binding partner for Apc5 in a yeast 2-hybrid screen. Mutation of an amino acid
required for Fob1-Apc5 interactions (E420V) stabilized Fob1, increased rDNA instability, and abolished
the accumulation of modified Fob1 species. We observed that Fob1 was specifically unstable during
G1 and targeted for degradation by APCCdh1 [64]. Deletion of FOB1, like that of FKH1, rescued the
lifespan defect observed in APC mutants [64,65]. Taken together, the APC target substrates we have
identified (Fkh1, Fob1, and Gcn5) function during mitosis and G1 to elicit wide-ranging effects on
genomic stability and longevity (Figure 2).
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13. The APC Triggers the End of Nutrient Signaling in the Presence of Stress

In order to fully maximize longevity, from the beginning to the end, coupling the stress and
nutrient sensing pathways may be critical. The APC may be in a position to recognize both stress
and nutrients. The APC is activated by phosphorylation to promote cell cycle progression. Using
mouse fibroblast NIH/3T3 cells, it was shown that the Polo-like kinase, Plk, activates the APC by
phosphorylating CDC16, CDC27, and APC1 [81] (Figure 1). Plk in yeast (Cdc5) also phosphorylates
the APC, as does the cyclin-dependent kinase Cdc28 on Cdc16, Cdc23, and Cdc27 to activate APCCdc20

function [80]. Conversely, mammalian protein kinase A (PKA) phosphorylates CDC27 and APC1 to
inhibit APC function [81] (Figure 3). It is known in yeast that nutrients, such as glucose, and nutrient
signaling networks involving Ras/PKA inhibit the APC [101–103,155]. The cell cycle proceeds in
the presence of nutrients, so it remains unresolved how the positive and negative phosphorylation
events on APC subunits using the nutrient response and cell cycle promoting kinases are coordinated.
It remains possible that the APC’s role in cell cycle progression and stress response are controlled via
different mechanisms. If this were the case, PKA inhibition of the APC may be specific to its stress
response activity, whereas activation by the cyclin-dependent and Polo-like kinases may be more
geared towards the APC’s cell cycle role. These observations suggest that the nutrient-sensing pathway
plays a pivotal role in shutting down the APC and its stress-sensing functions.

The yeast nutrient-sensing kinases Sch9 (similar to the AKT/S6K homologues in humans [156])
and PKA also control APC activity in the presence of nutrients by phosphorylating the ubiquitin
conjugating enzyme, Cdc34, the E2 component of the ubiquitin-ligase (E3) SCF [104]. Work in
mammalian cells shows that the two E3 enzymes, the APC and the SCF, work to counterbalance
one another during G1, with the SCF targeting the CDH1 for degradation [58,105], and the APC
targeting the SCF F-box subunit SKP2 for degradation [111,112]. Thus, the nutrient response kinases
inhibit APC activity in the presence of nutrients. Furthermore, our preliminary results indicate that the
long life observed in sch9Δ and tor1Δ mutants requires functional Fkh1 or Fkh2, suggesting that Sch9
and/or Tor1 inhibit Fkh function (Postnikoff and Harkness, unpublished; Figure 3), leading to further
inactivation of the APC.

However, how does the nutrient sensing pathway shut down when nutrients are limited? A
recent report described the turnover of the nutrient sensing kinase Sch9 in yeast [157]. Deletion of
SCH9 in yeast increases yeast replicative and chronological lifespan [28,158], and, as mentioned above,
deletion of both FKH1 and FKH2 in either the sch9Δ or tor1Δ background eliminates the observed
long life (Postnikoff and Harkness, unpublished). As cells entered stationary phase, it was observed
that total ubiquitinated protein decreased, as did total Sch9 protein levels [157]. In the presence of
the proteasome poison MG132, it was observed that Sch9 protein levels increased [157], supporting
the idea that Sch9 is ubiquitinated and degraded as nutrient levels decrease. We therefore asked
whether Sch9 is targeted for ubiquitination by the APC, as a means to inactivate this arm of the nutrient
response network when nutrient levels decline. Our preliminary experiments show that deletion of
SCH9 in APC mutants suppressed the chronological lifespan and oxidative stress sensitive defects
in APC mutants (Postnikoff and Harkness, unpublished). We also confirmed that Sch9 turnover
occurs as cells enter stationary phase, and that this is blocked in APC mutants (Malo and Harkness,
unpublished). Taken as a whole, the published and unpublished literature supports the idea that the
APC sits at the apex of the stress and nutrient-sensing pathways, controlling cell cycle progression,
DNA repair, and chromosome maintenance (Figure 3).

14. Conclusions

The positioning of the APC at the intersection point of the stress and nutrient sensing pathways
confers importance upon this complex, as it may have the potential to protect the cells that come
together to form the zygote from the aging process. The potential for aging likely begins for an
individual as soon as the germ cells responsible for them are born. For the oocyte, that means during
the mother’s in utero development. It will be many years before that oocyte is fertilized; therefore,
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plenty of time exists for damaging side effects of cell metabolism to rear their ugly heads. It is critical
that the repair mechanisms within these cells are functioning optimally. As long as the APC is at its
peak function, protection against cellular damage should be high. With continued proper function of
the APC through the life of the germ cells and the subsequent offspring, increased healthspan may
be possible.
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Abstract: Olfaction is often deregulated in Alzheimer’s disease (AD) patients, and is also impaired
in transgenic Tg2576 AD mice, which overexpress the Swedish mutated form of human amyloid
precursor protein (APP). However, little is known about the molecular mechanisms that accompany
the neurodegeneration of olfactory structures in aged Tg2576 mice. For that, we have applied
proteome- and transcriptome-wide approaches to probe molecular disturbances in the olfactory
bulb (OB) dissected from aged Tg2576 mice (18 months of age) as compared to those of age
matched wild-type (WT) littermates. Some over-represented biological functions were directly
relevant to neuronal homeostasis and processes of learning, cognition, and behavior. In addition
to the modulation of CAMP responsive element binding protein 1 (CREB1) and APP interactomes,
an imbalance in the functionality of the IκBα-NFκB p65 complex was observed during the aging
process in the OB of Tg2576 mice. At two months of age, the phosphorylated isoforms of olfactory
IκBα and NFκB p65 were inversely regulated in transgenic mice. However, both phosphorylated
proteins were increased at 6 months of age, while a specific drop in IκBα levels was detected in
18-month-old Tg2576 mice, suggesting a transient activation of NFκB in the OB of Tg2576 mice. Taken
together, our data provide a metabolic map of olfactory alterations in aged Tg2576 mice, reflecting the
progressive effect of APP overproduction and β-amyloid (Aβ) accumulation on the OB homeostasis
in aged stages.
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1. Introduction

Olfactory dysfunction has been related to aging and Alzheimer’s disease (AD) [1,2]. The smell
impairment is considered an early event of AD, preceding the appearance of dementia symptoms.
The Tg2576 transgenic mice express the hAPPSw via the hamster prion promoter, an isoform of
the human amyloid precursor protein (APP) with double mutation K670N, M671L [3]. These mice
displayed an increase of APP production with consequent overproduction of β-amyloid (Aβ) 40
and Aβ42 and plaques formation in the frontal, temporal, and entorhinal cortices, hippocampus,
presubiculum, and cerebellum at about 11–13 months of age [4]. There is strong evidence that
accumulation of Aβ peptide is responsible for age-related memory decline in these mice [5–7]. Other
than the increase in Aβ production, these mice can also display hyperphosphorylated tau at old age.
Synaptic deficits, and mitochondrial imbalance have been reported for this late-plaque model [8,9].
Metabolic and posttranslational modification alterations occur long before the onset of behavioral
impairment [10–12]. However, Tg2576 mice did not present a profound cognitive impairment, even at
old ages [13].

The olfactory bulb (OB) is the first brain structure of the olfactory pathway [14]. APP processing
products have been observed in the OB of 1-month-old Tg2576 mice, as has Aβ deposition at
13.5 months of age [15]. Moreover, Tg2576 mice (between ages of 6.5 and 8 months) present a reduced
rate of OB neurogenesis, a reduction in the volume of the granular cell layers of the OB [16], and some
olfactory memory deficits [16,17]. A detailed analysis of olfaction in Tg2576 mice also revealed
behavioral deficits in odor habituation and discrimination [18,19]. Interestingly, the appearance of
these behavioral impairments corresponds with a progressive Aβ deposition in specific olfactory
structures [18]. In view of these data, an in depth biochemical characterization of the OB is necessary
to reveal the missing links in the biochemical understanding of smell impairments in Tg2576 AD mice.

In this study, we used a discovery platform, applying mass-spectrometry based quantitative
proteomics and transcriptome-wide analyses, to decipher the pathophysiological mechanisms that
are disturbed in the OB from aged Tg2576 mice (18 months of age) as compared to those of age
matched background strain control mice. 107 differential genes and 25 differentially expressed proteins
were detected, pinpointing specific molecular pathways, protein interactomes, and potential olfactory
therapeutic targets.

2. Results and Discussion

OB perturbations are responsible for olfactory dysfunction in neurological syndromes [2], however,
few studies have examined this structure using high throughput molecular approaches [20–23].
Focusing on the transgenic Tg2576 mouse AD model, different proteomic and transcriptomic studies
were performed to characterize novel molecular mediators associated with AD pathophysiology in
brain structures affected during the disease progression [9,24–30]. To our knowledge, this is the
first study that characterizes olfactory-associated molecular changes in this late-plaque model using
omics technologies.

2.1. Molecular Alterations Detected in the Olfactory Bulb (OB) of 18-Month-Old Tg2576 Mice

Tg2576 transgenic mice suffer from memory deficits accompanied by β-amyloid plaques that
increase with disease progression [5–7]. We have applied a dual-omic approach to analyze the
molecular imbalance induced by the hAPPSw isoform at the olfactory level, with the final goal
to reveal novel information about the OB site-specific molecular signature at late AD stages in
18-month-old Tg2576 mice. To analyze the potential differences in olfactory molecular expression
profiles, OB specimens for each experimental group (Tg2576 and WT mice) were subjected to chemical
tags (isobaric tag for relative and absolute quantitation, iTRAQ) coupled to tandem mass spectrometry
(3 mice/condition) and into RNA microarray platform (3 mice/condition) (Figure 1).
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Figure 1. An overview of the workflow used for the molecular characterization of the olfactory bulbs
(OBs) derived from aged Tg2576 mice.

Among 2466 quantified proteins (Table S1), differential analysis revealed 25 de-regulated proteins
in Tg2576 OBs with respect to wild-type (WT) OBs (11 down- and 14 up-regulated in aged Tg2576
mice) (Figure 2A,B and Table S2). The up-regulation of our intrinsic positive control (APP) was
verified by Western-blotting (Figure 2A). According to the STRING Database [31], this subproteome
is mainly involved in membrane organization (False discovery rate (FDR): 1.21 × 10−5; e.g., SYNE2,
NOL3, AP1G1), protein transport (FDR: 0.047; e.g., RAB5B, RPL28, SRPR, RPL18, CHMP3, COPE),
and negative regulation of neuron differentiation (FDR: 0.041; e.g., APP, APOE, GFAP, MT3). In the
transcriptomic phase, 107 protein-coding genes were differentially regulated in the OB of aged Tg2576
mice (16 down- and 91 up-regulated genes with respect to WTs) (Table S3). Gene interactome networks
suggested an alteration in the response to cyclic adenosine monophosphate (cAMP) (down regulation
of EGR1, EGR2, NR4A1, JUNB, and FOSB genes) and in the olfactory transduction signaling due to
the up-regulation of ADCY3, and GNAL genes, together with the overexpression of some olfactory
receptors (OR) like OLFR553, OLFR1312, and OLFR597 genes (dashed circles in Figure 2C).

Figure 2. Cont.
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Figure 2. Multi-omic approach to decipher the OB site-specific molecular signature in aged Tg2576 mice.
(A) Differential molecular profiling detected by the dual-omic approach in Tg2576 OBs. The olfactory
protein expression levels of amyloid precursor protein (APP) at late Alzheimer’s disease (AD) stages
in 18-month-old Tg2576 mice is shown. Equal loading control and quantitation values have been
included in Table S5; (B) Heat map representing the degree of change for the differentially expressed
proteins (Table S2) between 18-month-old wild-type (WT) and Tg2576 mice. Red and green, up- and
down-regulated proteins, respectively; (C) Gene interactome networks for the differentially expressed
genes detected in aged Tg2576 mice. Network analysis was performed submitting the corresponding
gene IDs to the STRING software (v. 10.5) (Available online: https://string-db.org/). Only interactions
tagged as “high confidence” (>0.7) in STRING database were considered. Dashed circles highlight the
potential alteration in the response to cyclic adenosine monophosphate (cAMP) and in the olfactory
transduction signaling.

Moreover, RTP2 (Receptor-transporter-protein 2) was also up-regulated in the OB of Tg2576 mice.
RTP2 promotes OR cell-surface expression and activation in response to odorant stimulation [32].
Based on transcriptomic information from the prefrontal cortex, it has been suggested as a cause of the
alteration in the smell perception of AD subjects [33]. According to our data, OR gene dysregulation
has been also demonstrated in the OB, entorhinal, and frontal cortex in human AD subjects [34,35].
On the other hand, there was not an evident RNA-protein correlation derived from the differential
datasets obtained from Tg2576 OBs. This may be due to the use of different sets of animals for each
technology platform. Moreover, other reasons may also explain the observed discrepancy, such as the
spatial and temporal delayed synthesis between mRNA and protein [36], post-transcriptional events,
and the different hydrophobicity and solubility of the “missing proteome” during the proteomic phase,
hampering its characterization and quantitation by mass-spectrometry (e.g., ORs) [37].

2.2. Biological Functions and Neuronal-Specific Processes Altered in the OB of Aged Tg2576 Mice

To obtain a more detailed description of the proteogenomic modulation in the Tg2576 OBs,
differential datasets were analyzed for higher-level organization of genes and proteins into common
biological pathways. For that, differential proteomic and transcriptomic datasets were merged and
functionally analyzed across specific biological functions using the Ingenuity Pathway Analysis
(IPA) software (V. 36601845, Release Date: 22 June 2017, Ingenuity Systems®, Redwood City, CA,
USA). Some statistically over-represented processes were directly relevant to cell movement (p-value:
0.0003), cell survival (p-value: 0.00015), and cell death (p-value: 1.08 × 10−6) (Figure 3A and Table S4).
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Moreover, molecular clusters involved in learning (p-value: 0.004), cognition (p-value: 0.0007), behavior
(p-value: 0.003), and dementia (p-value: 0.003) were also significantly represented (Figure 3B and Table S4).

Figure 3. Significantly represented biofunctions in the OB of aged Tg2576 mice. Canonical (A) and
neuronal-specific (B) over-represented biofunctions in omic datasets derived from 18-month-old Tg2576
mice. In (A), 45 out of 54 molecules present in cell death category are related to apoptosis (See Table S4).

Although the role of β-amyloid in olfactory deficits detected in Tg2576 mice has been extensively
studied [18,19], there is no information about the survival potential of OB neurons in aged Tg2576
mice. To complement our proteogenomic workflow, survival and apoptotic pathways were monitored
to analyze the effect of the β-amyloid burden on the viability of the olfactory neurons in aged Tg2576
mice. For that, steady-state levels of survival proteins like Bcl-xL and activated forms of caspase-3,
-9, and -12 were measured in protein extracts from Tg2576 OBs at 18 months. The characterization
of pro- and anti-apoptotic factors revealed no activation of mitochondrial or endoplasmic reticulum
apoptotic routes in aged Tg2576 mice at the level of OB. Subsequent experiments were performed
to monitor specific survival pathways at the level of OB. Total and residue-specific phosphorylation
of focal adhesion kinase (FAK), protein kinase B (Akt), ERK activator kinase 1 (MEK)/extracellular
signal-regulated kinase (ERK), Phosphoinositide-dependent protein kinase 1 (PDK1), protein kinase
C (PKC), p38 mitogen-activated protein kinase (p38 MAPK), and mitogen-activated protein kinase
kinase 4 (SEK1/MKK4 )were measured in Tg2576 and WT OBs. As shown in Figure 4, no changes in
the activation state of this survival panel were observed between transgenic and WT mice at 18 months
of age, except a slight increase (non-significant) in the activation state of SEK1/MKK4 kinase (Figure 4).

However, deregulation of MAP kinases (MEK, ERK) and the PDK1/PKC axis has been observed
in human OB at advanced AD stages [22,23]. These differences may be partially explained by
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stage, and species-dependent responses [23] and differences in molecular mechanisms associated
to β-amyloidogenesis.

Figure 4. Activation state of specific survival pathways in the OB of aged Tg2576 mice. Levels
and residue-specific phosphorylation of focal adhesion kinase (FAK), ERK Activator Kinase 1
(MEK)/extracellular signal-regulated kinase (ERK), protein kinase B (Akt), phosphoinositide-
dependent protein kinase 1 (PDK1), protein kinase C (PKC), p38 mitogen-activated protein kinase
(p38 MAPK), and mitogen-activated protein kinase kinase 4 (SEK1/MKK4), in the OB of aged Tg2576
mice. Equal loading of the gels was assessed by stain free digitalization. Equal loading control and
quantitation values have been included in Table S5.

2.3. Functional Interactome of the hAPPSw Isoform at the Olfactory Level: Characterization of Potential Hubs
by Network-Driven Proteogenomics

To explore the cooperative action among differentially expressed OB genes/proteins in aged
Tg2576 mice, we performed molecular interaction networks, merging the olfactory targets that tend
to be de-regulated in this model. We consider the discovery of unexpected relationships between
apparently unrelated proteins and AD-causing neuropathological substrates as a powerful strategy for
the characterization of novel AD causative/susceptibility targets with a central role during olfactory
neurodegeneration. Functional interactome maps were generated using IPA software (Figures 5 and 6).
We explored whether the hAPPSw isoform, highly expressed in Tg2576 mice, may potentially be
interconnected with differential molecular targets detected by our dual-omic approach. As shown
in Figure 5, differential functional interactors for APP protein were identified in the OB from aged
transgenic mice. The functional APP interactome was composed by targets potentially distributed in
different cellular compartments: (i) APOE, SERPINH1, and BGN in the extracellular space; (ii) VAPA
at the plasma membrane level; (iii) Irgm1, GFAP, MT3, ARC, GAB1, ZDHHC23, and GORASP2 in
the cytoplasm; and (iv) FOSB, JUNB, ZFP36L1, NR4A2, HEY2, EGR1, TP63, and Mmp in the nuclear
compartment (Figure 5).

Moreover, integrative network analysis also allowed us to establish a framework to map interactions
between differentially expressed targets and network hubs. According to IPA analysis, CREB1, NFKBIA
(IκBα), and NFκB were postulated as potential upstream regulators of part of the differential targets
detected in our study (Table 1).

Even though changes in their expression were not detected in our system-wide approaches,
the alteration of some of their targets may correspond to a dysregulation in their functionality in the
OB of aged Tg2576 mice. For that, subsequent experiments were performed to monitor the protein
expression of CREB1 as well as the activation state of IκBα-NFκB p65 complex in the OB of aged
Tg2576 mice. CREB1 is a pivotal molecule during synaptic strengthening and memory formation
processes [38–40]. Protein expression levels of transcription factor CREB1 were significantly reduced
in the OB of Tg2576 mice (Figure 6) in parallel with the down-regulation of FOSB, NR4A2, and EGR1,
well-known CREB target genes [41] (Figure 6 and Table S3). Our data obtained in aged Tg2576 mice
reinforce the direct relationship between a reduction of CREB1 activation and AD pathology [41,42].
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A 

B 

Figure 5. Modulation of APP molecular interaction network in the OB of aged Tg2576 mice. Visual
representation of the relationships between differentially expressed genes/proteins and APP functional
interactors (blue lines) are shown in both potentially deregulated networks in Tg2576 OBs (A and B).
Continuous lines represent direct interactions, while discontinuous lines correspond to indirect
functional interactions. Up-regulated molecules are shown in red, down-regulated molecules in green,
and proteins proposed by the software in white. The complete legend of this type of interactomes
may be found at http://ingenuity.force.com/ipa/articles/Feature_Description/Legend (accessed on
10 October 2017).
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Figure 6. Modulation of CREB1 molecular interactome in the OB of aged Tg2576 mice. Visual
representation of the relationships between differential expressed genes/proteins and CREB1 functional
interactors (blue lines) are shown in the deregulated network in Tg2576 OBs (A); Continuous lines
represent direct interactions, while discontinuous lines correspond to indirect functional interactions.
Up-regulated molecules are shown in red, down-regulated molecules in green, and molecules proposed
by the software in white. The complete legend of this type of interactomes may be found at http://
ingenuity.force.com/ipa/articles/Feature_Description/Legend (accessed on 17 October 2017). CREB1
protein levels were down-regulated in the OB of aged Tg2576 mice. * p < 0.05 vs. WT group (B). Equal
loading control and quantitation values have been included in Table S5. a.u., arbitrary units.
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Table 1. Potential upstream regulators of differential targets detected in our study.

Upstream Regulator Molecule Type p-Value Target Molecules in OB Omics Dataset

CREB1 transcription
regulator 0.00000209 APOE, ARC, EGR1, EGR2, FOSB, GNAL, HLA-A, JUNB,

NR4A1, NR4A2, NR4A3, RBP4, SCD, ZDHHC23

NFKBIA transcription
regulator 0.00916 BCL2A1, CD82, HLA-A, JUNB, MMP15, NID1, NR4A1

NFKB1 transcription
regulator 0.0000748 APOE, APP, BCL2A1, CD82, EGR1, HLA-DMB,

NR4A1, TBX21

NFκB (complex) complex 0.00174 APOE, APP, BCL2A1, CD82, EGR1, GFAP, HLA-A,
HLA-DMB, JUNB, KLF3

2.4. An Impairment in the Olfactory IκBα-NFκB p65 Complex Functionality during the Progression of
Alzheimer’s Disease (AD) in Tg2576 Mice

The nuclear factor NFκB controls the transcription of a wide variety of genes including pro-apoptotic
and pro-survival genes, proinflammatory cytokines, antioxidant enzymes, pro-oxidant enzymes,
and many others [43]. In general, the formation of a complex of NFκB dimer with a typical
member of IkB family prevents the nuclear translocation and gene activation function of NFκB [44].
The phosphorylation of serine 32 of IκBα leads to ubiquitination and proteasomal degradation of
IκBα, allowing for the phosphorylation of the NFκB p65 subunit and the enhancement of the p65
transactivation potential [44]. In our study, we monitored the functionality of the IκBα-NFκB p65
complex at three stages of AD: long before (2 months of age), immediately before (6 months), and
after (18 months) the appearance of Aβ plaques [9]. At two months of age, the phosphorylated
isoforms of IκBα and NFκB p65 were inversely regulated in Tg2576 transgenic mice (Figure 7A,B).
However, both phosphorylated proteins were increased at 6 months of age, whereas a specific drop
in IκBα levels was detected in 18-month-old Tg2576 mice (Figure 7A,B). Based on these data, it
may be hypothesized that APP overproduction induces a transient activation of NFκB in the OB of
Tg2576 mice compared to that of WT mice. It has been previously observed that there is an increased
NFκB activity in different hippocampal and cortical structures in post-mortem AD brains [45–47],
probably due to increased oxidative stress, inflammatory reactions, and toxicity of accumulated Aβ

peptides [43]. To deepen our understanding of the functional dynamics of the olfactory IκBα-NFκB
p65 complexes during the aging process, steady-state levels and phosphorylated isoforms were
independently evaluated in WT and Tg2576 mice during aging. For that, protein profiles were
quantified in a time-dependent manner. With respect to data obtained at 2 months of age, a specific
drop in NFκB p65 protein levels and a progressive decrease in the phosphorylated NFκB p65 subunit
were observed in WT mice, whereas an increase in NFκB p65 activity at 6 months was exclusively
observed in Tg2576 mice (Figure 7C). In addition, the increase in total and phosphorylated levels of IkB
α observed in 18-month-old WT mice, was blocked in aged Tg2576 mice (Figure 7C). Previous reports
have shown that NFκB inhibitors prevent Aβ-induced toxicity in vivo and in vitro AD experimental
models [48]. To our knowledge, the early impairment in NFκB functionality observed in Tg2576
mice at the level of OB, might open new avenues of targeting the NFκB signaling cascade at the
olfactory level, gaining new insight into disease pathogenesis and identifying potential disease
modifying agents. However, it is important to note that the phosphoproteome of IκBα-NFκB
complexes is highly complicated [44], and many post-translational modifications (PTMs) have been
characterized (see http://www.uniprot.org/uniprot/Q04206 (accessed on 10 October 2017), and
http://www.uniprot.org/uniprot/P25963 (accessed on 10 October 2017)), but it is still unclear how
the tangled crosstalk between all PTMs regulates the ability of NFκB proteins to induce or to repress
defined target genes. Due to the early olfactory imbalance detected in the IκBα-NFκB p65 complex
in Tg2576 mice, additional studies are necessary to decipher the effects of APP-dependent NFκB
dysregulation on the OB molecular landscape at early stages of AD pathology to understand the smell
impairment that appears during the AD progression in Tg2576 mice.
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Figure 7. Time-dependent functionality of the OB IκBα-NFκB p65 complex in Tg2576 mice. Levels
and residue-specific phosphorylation of the IκBα (A); levels and residue-specific phosphorylation of
NFκB p65 subunit (B); Equal loading of the gels was assessed by stain-free digitalization. Panels show
histograms of band densities. Data are presented as mean ± SEM from three independent OB samples
per group. * p < 0.05 vs. control group; ** p < 0.01 vs. control group; *** p < 0.001 vs. control group.
The expression of the IκBα-NFκB p65 complex was also evaluated during the aging process in WT
and Tg2576 mice. * p < 0.05 vs. 2-month-old mice; ** p < 0.01 vs. 2-month-old mice (C). Equal loading
control and quantitation values have been included in Table S5. m, month; a.u., arbitrary units.
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Although the accumulation of Aβ oligomers in specific OB regions results in impaired neural
integrity in specific OB cell layers in Tg2576 mice during AD progression [49], our results indicate
that: (i) 1% of the 2.466 quantified proteins are differentially expressed; and (ii) 0.5% of the
20.900 protein-coding genes are differentially modulated in the OB of 18-month-old Tg2576 mice.
These data pointed out that AD-related effects on the OB transcriptome and proteome composition at
the bulk level are not as massive at RNA and protein levels at they are at old stages. It is important to
note that due to technical reasons, only the most abundant OB proteins corresponding to approximately
10% of the mouse proteome were explored. Consequently, alterations other than those reported in this
study might also participate in the AD neurodegeneration at the level of the OB in aged Tg2576 mice.
Despite the analysis of the OB proteogenome providing a unique window into their biochemistry and
dysfunction in aged Tg2576 mice, there are limitations of our study that warrant discussion. The OB
is composed by multiple cell types with a tangled connectivity and architecture [50]. In our case,
the information about specific-cell types from where proteins and mRNAs originated is lost due to the
processing of the bulk OB in our omic strategy. The implementation of novel approaches that allow
the exploration of olfactory cell-type specific molecular profiling would complement the output of our
nonbiased exploration of the OB transcriptome/proteome, reducing the effect of multiple neuronal
populations in the aged Tg2576 OBs.

3. Materials and Methods

3.1. Materials

The following reagents and materials were used. From Cell Signaling technology (Danvers, MA,
USA): anti-APP (ref. 2450), anti-FAK (ref. 3285), anti-phospho-FAK (Y576/577) (ref. 3281), anti-Akt
(ref. 4685), anti-phospho-Akt (S473) (ref. 4060), anti-PDK1 (ref. 3062), anti-phospho-PDK1 (S241)
(ref. 3061), anti-phospho-PKC pan (T514) (ref. 9379), anti-p38 MAPK (ref. 9212), anti-phospho-p38
MAPK (T180/Y182) (ref. 9211), anti-MEK1/2 (ref. 9126), anti-phospho-MEK1/2 (S217/221) (ref. 9154),
anti-ERK1/2 (ref. 9102), anti-phospho-ERK1/2 (T202/y204) (ref. 4370), anti-CREB (ref. 9104), anti-IκBα
(ref. 4814S), anti-phospho-IκBα (S32) (ref. 2859), anti-NFκB p65 (ref. 8242), anti-phospho-NFκB p65
(ref. 3033S), anti-SEK1 (ref. 9152), and anti-phospho-SEK1 (S257/T261) (Ref. 9156). Anti-PKC-pan was
from SigmaAldrich (St Louis, MO, USA) (ref. SAB4502356). Electrophoresis reagents were purchased
from Bio-Rad (Hercules, CA, USA) and trypsin from Promega (Madison, WI, USA).

3.2. Animals

Female Tg2576 transgenic mice were used [3]. Animals were housed 4–5 per cage with free
access to water and food, and they were maintained in a temperature-controlled environment on a
12 h light–dark cycle. The progressive development of AD signs in our colony has been previously
described [51]. Animal care procedures were conducted in accordance with the European Community
Council Directive (2010/63/EU, 22 September 2010) and approved by the local ethics committee.
Twelve aged animals (6 WT and 6 Tg2576 mice of 18 months of age), divided into two sets, were used
for proteomics and transcriptomics analysis (3 mice/group/platform).

3.3. Olfactory Proteomics

OB protein extraction, protein digestion, and peptide iTRAQ labelling was performed as
previously described [20–23]. Tryptic digests were labelled according to the manufacturer’s instructions
with one isobaric amine-reactive tag as follows: Tag113, WT-1; Tag114, WT-2; Tag115, WT-3; Tag116,
Tg2576-1; Tag117, Tg2576-2; Tag118, Tg2576-3. After 2 h incubation, the set of labelled samples were
pooled and evaporated in a vacuum centrifuge. To increase the proteome coverage, the peptide
pool was submitted to cation exchange chromatography using spin Columns (Pierce, Rockford, IL,
USA). Twelve fractions were collected (from 10 mM to 150 mM KCl), evaporated under vacuum,
and reconstituted into 10 μL of 2% acetonitrile, 0.1% formic acid, and 98% MilliQ-H2O prior to mass
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spectrometric analysis. Peptide mixtures were separated by reverse phase chromatography and
analyzed by mass-spectrometry as previously described [20–23]. The raw MS/MS spectra search
were processed using the MaxQuant software (v. 1.5.8.3) [52]. The parameters used were as follows:
initial maximum precursor (25 ppm), fragment mass deviations (40 ppm); variable modification
(methionine oxidation and N-terminal acetylation) and fixed modification (MMTS); enzyme (trypsin)
with a maximum of one missed cleavage; minimum peptide length (7 amino acids); false discovery
rate (FDR) for peptide spectrum match (PSM), and protein identification (1%). The frequently observed
laboratory contaminants were removed. Protein identification was considered valid with at least one
unique or “razor” peptide. The protein quantification was calculated using at least two razor + unique
peptides, and statistical significance was calculated by a two-way Student-t test (p < 0.05). A 1.3-fold
change cut-off was used. Proteins with iTRAQ ratios below the low range (0.77) were considered
to be down-regulated, whereas those above the high range (1.3) were considered to be upregulated.
The Perseus software (version 1.5.6.0) [53] was used for statistical analysis and data visualization.
Search results files and MS raw data were deposited to the ProteomeXchange Consortium (Available
online: http://proteomecentral.proteomexchange.org; accessed on 20 September 2017) via the PRIDE
partner repository [54] with the identifier PXD007795.

3.4. OB Transcriptomics

Maxwell® 16 simplyRNA Kit (Promega) was used to extract the OB mitochondrial RNAs (mRNAs)
from aged Tg2576 mice and WT littermates. The sense complementary DNA (cDNA) was fragmented
and biotinylated using the Affymetrix Clarion S Pico assay (902932; ThermoFisher Scientific, Waltham,
MA, USA). Affymetrix mouse Clarion S chips (ThermoFisher Scientific) were used according to the
manufacturer protocols. Hybridization, washing, staining, scanning, and data analysis [55] were
performed as previously described [34,35]. As in other transcriptomic studies performed in AD
brains [56,57], we worked with a p-value < 0.01 (without using any method for multiple testing
correction). Microarray data files were submitted to the GEO (Gene Expression Omnibus) database
and are available under accession number GSE103835.

3.5. Bioinformatics

The identification of specifically dysregulated regulatory/metabolic networks was analyzed
using QIAGEN’s Ingenuity Pathway Analysis (IPA) (Available online: www.qiagen.com/ingenuity;
accessed on 10 October 2017) and STRING software [31]. The IPA software considers signaling
pathway/biofunctions according to the calculated p-value and reports it hierarchically.

3.6. Immunoblotting Analysis

Equal amounts of OB protein (5 μg) were resolved in 4–15% TGX stain-free gels (Bio-Rad).
OB proteins derived from murine samples were electrophoretically transferred onto nitrocellulose
membranes using a Trans-blot Turbo transfer system (up to 25 V, 7 min) (Bio-Rad). Equal loading
of the gels was assessed by stain free digitalization and by Ponceau staining. Western-blotting was
performed as previously described [20–23]. After densitometric analyses (Image Lab Software Version
5.2; Bio-Rad), optical density values were expressed as arbitrary units and normalized to total stain in
each gel lane.

4. Conclusions

The largely similar OB proteogenome of aged WT and Tg2576 mice suggests that abnormal
protein-protein interactions or post-translational modifications, defective intracellular trafficking, or
misfolding of proteins could play a pivotal part in driving the neurodegeneration that occurs at the
olfactory level in aged Tg2576 mice. Moreover, omics sciences have partially revealed the potential
interactome of the hAPPSw isoform at the olfactory level as well as the disruption of the IκBα-NFκB
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p65 complex during the neurodegenerative process, providing molecular features that may be used as
novel olfactory drug target candidates to treat AD.

Supplementary Materials: Supplementary materials can be found at www.mdpi.com/1422-0067/18/11/2260/s1.
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Abstract: Aging depicts one of the major challenges in pharmacology owing to its complexity
and heterogeneity. Thereby, advanced glycated end-products modify extracellular matrix proteins,
but the consequences on the skin barrier function remain heavily understudied. Herein, we utilized
transmission electron microscopy for the ultrastructural analysis of ribose-induced glycated
reconstructed human skin (RHS). Molecular and functional insights substantiated the ultrastructural
characterization and proved the relevance of glycated RHS beyond skin aging. In particular, electron
microscopy mapped the accumulation and altered spatial orientation of fibrils and filaments in the
dermal compartment of glycated RHS. Moreover, the epidermal basement membrane appeared
thicker in glycated than in non-glycated RHS, but electron microscopy identified longitudinal clusters
of the finest collagen fibrils instead of real thickening. The stratum granulosum contained more cell
layers, the morphology of keratohyalin granules decidedly differed, and the stratum corneum lipid
order increased in ribose-induced glycated RHS, while the skin barrier function was almost not
affected. In conclusion, dermal advanced glycated end-products markedly changed the epidermal
morphology, underlining the importance of matrix–cell interactions. The phenotype of ribose-induced
glycated RHS emulated aged skin in the dermis, while the two to three times increased thickness of
the stratum granulosum resembled poorer cornification.

Keywords: advanced glycated end products; aging; diabetes; electron microscopy; nanomedicine;
ribose; reconstructed human skin; skin absorption
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1. Introduction

Age-related changes in human physiology become increasingly relevant, because life expectancy
is rising as fast as the number of geriatric and often multimorbid patients. Aging comprises the
functional impairment of cells, tissues, and organs, which promotes diseases like diabetes or cancer [1].
However, drug treatment of elderly patients remains challenging, as drug development mainly focuses
on tests in juvenile cells and humans. While drug metabolism and elimination are known to change
over lifetime, alterations in the pharmacodynamics of drugs depict a significant knowledge gap—not
only in dementia [2].

One hallmark of aging is the accumulation of advanced glycated end-products (AGEs), although
increased amounts of AGEs are also found in diabetes and psoriasis [3,4]. Being exclusively removed
by protein turn over, AGEs accumulate in proteins with long half-lives. Thus, the collagen half-life of
15 years in skin and 117 years in cartilage fosters the accumulation of AGEs [5]. As products of the
non-enzymatic reaction of sugars or aldehydes with proteins, AGEs comprise a heterogeneous group
of molecules including pentosidine and N-carboxymethyl-lysine (CML).

Several nonclinical models of skin aging tried to emulate the long process of aging in vitro,
by exposing juvenile reconstructed human skin (RHS) either to ribose, glyoxal, glyceraldehyde, or
specific AGEs [6–10]. As the consequences of extracellular matrix (ECM) glycation depend on the
stressor in vitro and strongly deviate among the protocols for RHS glycation, we were intrigued in the
unknown effects of AGEs in RHS on epithelial proliferation and differentiation.

Herein, we studied the effects of ECM glycation on the ultrastructure of cellular and extracellular
parts of RHS by transmission electron microscopy (TEM) and compared the morphology to
juvenile, non-glycated RHS. TEM proved already useful to study subcellular interactions during
vascular morphogenesis in 3D cocultures between endothelial cells and fibroblasts [11]. Moreover,
we investigated the morphology of ribose-induced glycated RHS by reflectance confocal microscopy,
being clinically used for the evaluation of skin cancer and aging [12,13]. Next, we analyzed the protein
expression as well as the stratum corneum lipid prolife and their spatial orientation. Finally, we studied
the effect of collagen glycation on the absorption of reference compounds and the efficacy of an
investigative new drug delivery system.

2. Results

2.1. Selection of Glycation Agent

We exposed normal human dermal fibroblasts (NHDF) and keratinocytes (NHK) either to ribose
or to glyoxal for 48 h. Next, we tested the efficiency of both glycation agents in producing AGEs in
collagen following a three-week exposure to either ribose or glyoxal. The viability of both fibroblasts
and keratinocytes markedly declined by up to 87% even in trace concentrations of the reagents
(Figure 1a). As ribose and glyoxal induced comparable amounts of AGEs in collagen (Figure 1b),
we selected the collagen, glycated with ribose, to build glycated RHS. After three weeks of RHS culture,
we still detected 1.4-fold increased levels of N-carboxymethyl-lysine (CML), a hallmark AGE, in the
dermal compartment of glycated RHS. The accumulation of CML was even higher (1.9-fold increase)
in the epidermal compartment, although ribose has been removed from the collagen by dialysis prior
to RHS building. Accordingly, the expression of the receptor of AGEs (RAGE) was elevated in the
entire glycated RHS (Section 2.5).
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Figure 1. Selection of glycation agent. (a) Viability of normal human dermal fibroblasts (NHDF) and
normal human keratinocytes (NHK) following exposure to ribose or glyoxal for 48 h. (b) Advanced
glycation end-products (AGEs) in collagen following the exposure to 10 mM ribose or 10 mM glyoxal.
n = 3, mean + SD.

2.2. RHS Morphology

Both glycated and non-glycated RHS showed a stratified epidermis, but the epidermal
compartment of glycated RHS was 1.3 ± 0.18-fold thicker than the epidermis of non-glycated RHS.
Moreover, glycated RHS appeared yellowish during the culture period (Figure 2).

Figure 2. Reconstructed human skin (RHS) morphology. Semi-thin sections of (a) non-glycated and
(b) glycated RHS. Light microscopy, bar = 50 μm.

2.3. Dermal Ultrastructure

Next, we analyzed the dermal morphology of glycated RHS and compared it with non-glycated
RHS. The dermal compartment was divided into a stratum papillare, connected to the stratum basale
of the epidermal compartment and the deeper stratum reticulare. Reflectance confocal microscopy
(RCM) proved a homogenous dermal compartment in non-glycated RHS (Figure 3a) and collagen
aggregates (white structures in Figure 3b) in the stratum papillare of glycated RHS. These findings were
corroborated by TEM, where aggregates appeared as an accumulation of finest fibrils in the stratum
papillare of glycated RHS. Those fibrils either orientated themselves longitudinally to the basal layer
(mimicking a punctually developed basement membrane) or were cross-linked into densely organized
ellipsoid structures, comprising an area of approximately 8.4 μm × 5.0 μm (Figure 3d). The fine
fibrils within these structures were virtually uniformly parallel and appeared in a wave-like pattern
(Figure 3f). Furthermore, areas with a locally higher density of collagen fibrils were identified in both
stratum papillare and stratum reticulare of the glycated RHS. Fibrils of about 38 nm diameter appeared
densely-packed while fibrils of about 160 nm were loosely packed. It is noteworthy that the collagen
fibrils are aligned parallel to the stratum basale in the glycated RHS (Figure 3h,k). In contrast, filaments
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and collagen fibrils aligned randomly in both parallel and perpendicular directions to the stratum
basale within stratum reticulare of non-glycated RHS (Figure 3g,i). Overall, the fibrils and filaments
accumulated locally in the glycated RHS, while they were disseminated in the non-glycated RHS.
Interestingly, fibroblasts within both RHS exhibited a spread shape and contained a large amount
of rough endoplasmic reticulum. Moreover, on average, fibroblast numbers in the stratum papillare
exceeded those in the stratum reticulare about two-fold in both RHS.

Figure 3. Dermal ultrastructure of (a,c,e,g,i) non-glycated and (b,d,f,h,k) glycated RHS. (a) Homogenous
and (b) aggregated collagen in the stratum papillare. (c–f) Ultrastructure of the stratum papillare.
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Fibroblasts (NHDF), cell fragments, and vesicles, as well as filaments and fibrils of various sizes
bordering the keratinocytes (NHK) of the stratum basale. (c,e) Lower concentration of the structural
elements in non-glycated dermal compartment filaments with ((e) magnification of (c)) fibrils of
various sizes (arrows). (d,f) Local accumulations of thin, densely organized structures in glycated
RHS, nearby the stratum basale (arrow) ((f) magnification of (d)), finest cross-linked filaments with a
wave-like pattern constitute densely organized structures (arrows). (g–k) Ultrastructure of stratum
reticulare. (g,i) Collagen fibers (arrows) show a disorientated pattern in all directions ((i) magnification
of (g)). Collagen fibers with different sizes in non-glycated RHS (arrows). (h,k) Collagen fibrils axially
orientated to the stratum basale ((k) magnification of (h)) the thinner the fibrils, the more densely they
are packed. Densely packed fine fibrils and loosely packed thicker fibrils (arrows). (a,b) Reflectance
confocal microscopy, bar = 100 μm; (c,d,g,h) transmission electron microscopy (TEM), bar = 2.5 μm;
(e,f,i,k) TEM, bar = 1.0 μm.

2.4. Epidermal Ultrastructure

TEM analysis of the epidermal compartments revealed striking differences between glycated and
non-glycated RHS, especially in the thickness and number of cell layers of the stratum granulosum
(Figure 4c,d).

Figure 4. Epidermal ultrastructure of (a,c) non-glycated and (b,d) glycated RHS. (a) Lipid lamellae
within the intercellular space of neighboring corneocytes. (b) Fine lines of the intercellular lipids are
clearly visible (arrows). (c) Packed keratohyalin granule-like structures (arrows) in the upper layers
of the viable epidermis, indicating the stratum granulosum. (d) The stratum granulosum dominates the
epidermal compartment. Fine electron dense material evenly disseminated within the cytoplasm of
the keratinocytes (arrows). Pictures are representative for two batches. (a,b). TEM, bar = 0.25 μm;
(c,d) TEM, bar = 2.5 μm.
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The stratum spinosum of non-glycated RHS contained seven layers on average, comprising a
decidedly greater proportion of the viable epidermis than in glycated RHS. The stratum granulosum of
non-glycated RHS constituted on average three layers of tightly packed cells with mitochondria and
large, irregularly shaped keratohyalin granules (Figure 4c).

In the glycated RHS, the keratinocytes in the basal layer were columnar and cuboidal shaped.
The stratum spinosum contained four layers on average, while more than 20 cell layers were designated
as stratum granulosum, comprising the majority of keratinocytes within the epidermis of glycated RHS.
These keratinocytes were increasingly flattened and densely packed. Atypical keratohyalin granules
were present as fine, disseminated electron dense material. Although this material slightly differed
from the keratohyalin granules in non-glycated RHS, we regarded this material as small keratohyalin
granules. Moreover, the number of mitochondria and other cell organelles decreased, especially in the
apical parts of the stratum granulosum (Figure 4d).

In both constructs, the keratinocytes transformed into flat, tightly packed corneocytes, attaching
themselves to each other via corneodesmosomes. Stratum corneum of non-glycated RHS consisted
of seven layers of corneocytes, which increased to twelve layers in glycated RHS. While a cornified
envelope was developed in both types of RHS, the lipids in the glycated models were slightly clearer
to visualize and distinguish from the plasma membrane than in non-glycated RHS (Figure 4a,b).
This deviating ultrastructure points to different lipid organization in non-glycated and glycated RHS.

2.5. Molecular Analysis

The expressions of the adhesion molecule β1-integrin and laminin-5 slightly increased within the
basal layer of the glycated RHS and faded in the suprabasal epidermal layers (Figure 5). In contrast,
filaggrin expression markedly decreased and loricrin expression strongly increased in glycated
compared with non-glycated RHS.

Figure 5. Immunolocalization of proteins in (a,c,e) non-glycated and (b,d,f) glycated RHS. Glycated
RHS showed (a,b) loricrin upregulation, (c,d) filaggrin downregulation and slight increase in
β1-integrin expression, and (e,f) slight upregulation of both receptor of AGEs (RAGE) and laminin-5
expression compared with non-glycated RHS. Proteins in green or red, cell nuclei (DAPI staining) in
blue. Fluorescence microscopy, bar = 100 μm. Pictures are representative for two to four batches.

146



Int. J. Mol. Sci. 2018, 19, 3521

The arrangement of the intercellular lipids in the stratum corneum was probed by Fourier-transform
infrared (FT-IR) spectroscopy. The lower wavenumbers of the methylene symmetric stretching
vibrations (2851.8 ± 0.7 cm−1 in glycated compared with 2852.8 ± 1.0 cm−1 in non-glycated RHS,
p > 0.05) indicated a higher proportion of all-trans chain conformers in the chain [14], and thus an
improved lipid chain order in glycated RHS (Figure 6a). High performance thin layer chromatography
of stratum corneum lipids revealed slight compositional differences. The stratum corneum lipids in
the non-glycated RHS were composed of 7:5:1 FFA/Chol/Cer, while glycated RHS revealed a molar
ratio of 5:3:1 (FFA/Chol/Cer). The absolute amounts of free fatty acids (FFA), cholesterol (Chol),
and cholesterol sulphate (CholS) apparently decreased in glycated RHS (p ≤ 0.05), while the levels
of the levels of ceramide precursors remained unchanged (p > 0.05). The respective values read
as follows: FFA, 28.5 ± 21.0 and 20.9 ± 14.8 μg/mg stratum corneum in non-glycated and glycated
RHS; Chol, 19.9 ± 8.6 and 16.9 ± 5.5 μg/mg; and CholS, 3.1 ± 1.4 and 1.8 ± 0.9 μg/mg (p = 0.051).
The respective amounts of Cer precursors read sphingomyelin (SM) 8.3 ± 3.7 and 8.5 ± 3.7 μg/mg,
glucosylceramides (GCer) 5.6 ± 0.8 and 7.2 ± 5.4 μg/mg, and phospholipids (PL) 9.9 ± 6.1 and
11.3 ± 5.1 μg/mg (Figure 6b). The amounts of ceramides (Cer) subclasses, Cer EO(d)S (0.39 ± 0.37
and 0.31 ± 0.15 μg/mg, p > 0.05), Cer NP (2.62 ± 0.71 and 2.69 ± 0.91 μg/mg, p > 0.05), Cer AS+NH
(0.90 ± 0.46 and 0.98 ± 1.34 μg/mg, p > 0.05), and Cer AP+AH (0.68 ± 0.56 and 0.78 ± 1.05 μg/mg,
p > 0.05) did not change. In contrast, the total amounts of Cer (8.7 ± 4.7 and 12.7 ± 7.9 μg/mg, p > 0.05)
and, in particular, Cer N(d)S (4.06 ± 3.53 and 7.98 ± 7.18 μg/mg, p > 0.05) apparently increased in
glycated RHS (Figure 6b,c).

Figure 6. Stratum corneum lipids. (a) Lipid order. (b) Stratum corneum lipid profile of non-glycated
and glycated RHS for free fatty acids (FFA), cholesterol (Chol), ceramides (Cer), cholesterol sulphate
(CholS), sphingomyelin (SM), glucosylceramides (GCer), and phospholipids (PL). (c) Ceramide profile,
for ceramide nomenclature, see Figure 8; n = 3–4, mean + SD.

2.6. Skin Barrier Function

Next, we studied the barrier function of glycated RHS. We found comparable caffeine permeation
over 6 h (Figure 7a), with apparent permeability (Papp) values of 7.6 and 6.6 × 10−6 cm/s (p > 0.05)
in non-glycated and glycated RHS, respectively. The lag-time increased from 26 min in non-glycated
to 44 min in ribose-induced glycated RHS. However, this trend was not statistical significant.

Finally, we evaluated the delivery of the fluorescent drug surrogate Bodipy, either in base cream
or loaded to dendritic core-multishell (CMS) nanotransporters into RHS (Figure 7b–g). Bodipy
and CMS nanotransporters penetrated the stratum corneum of both glycated and non-glycated RHS.
While Bodipy readily penetrated viable epidermal layers in the non-glycated RHS, this uptake appeared
slightly reduced in glycated RHS (Figure 7c,f). However, Bodipy uptake was enhanced by CMS
nanotransporters compared with cream in both non-glycated and glycated RHS (Figure 7b,c,e,f).
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Figure 7. Skin barrier function. (a) Caffeine permeation through non-glycated and glycated RHS.
The inset shows the respective Papp values. (b) Penetration of Bodipy cream and (c,d) Bodipy-
core-multishell (CMS) into non-glycated RHS. (e) Penetration of Bodipy cream and (f,g) Bodipy-
CMS into glycated RHS. (c,d,f,g) CMS labelled with red fluorescent indocarbocyanine. Fluorescence
microscopy, bar = 100 μm, n = 3, mean ± SD.

3. Discussion

The complex and heterogeneous nature of skin aging challenges the relevant and reliable
emulation of ageing hallmarks in vitro. However, RHS proved to be a powerful tool to mimic at
least some important features of skin diseases like atopic dermatitis, psoriasis, and non-melanoma skin
cancer [15–17]. In order to mimic aged skin, the ECM of juvenile RHS was exposed to either ribose
glyoxal or specific AGEs. These artificial glycation stimuli are necessary to speed up the slow amino
carbonylation by glucose. We selected ribose because of its biocompatibility and its glycation efficiency
(Figure 1). In contrast to glyoxal, ribose did not affect the viability of skin cells. Moreover, ribose not
only produces structurally similar AGEs [18], but also reacts faster than glucose [19]. Nevertheless,
the effects of glycation appear to depend on the glycation agent; with ribose and glyoxal being the
most frequently used compounds [8,9,20]. Granted that aged skin is sufficiently perfused in vivo,
the oxidative environment should favor glycation by sugars [21].

The increased stiffness of the dermal ECM by collagen cross-linking depicts one hallmark of aged
skin [22]. Ribose glycation reliably mimicked this morphology as reflectance confocal microscopy
showed collagen aggregates and the ultrastructural analysis revealed the altered alignment and
higher amounts of collagen fibers and fibrils in glycated RHS (Figure 3). Moreover, we proved the
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interdependency between fibril diameter and packing, as well as a hierarchy of fiber accumulation.
While densely packed fibrils are smaller in diameter, loosely packed collagen fibrils showed larger
diameters (Figure 3). The overall architecture of the dermal compartment in glycated RHS showed
more or less axially orientated collagen fibrils. Cross-linking of the fibrils resulted in their dissociation
to finer structures. Accumulations of increasingly finer cross-linked fibrils in densely packed structures
resembled stiffly plaques within the skin. These changes in ECM also explain the lost dermal flexibility
in diabetic patients [3] and are not limited to skin, but apply also to glycated vascular walls or tendons.
In accordance, glycation in vivo increases fibril packing density, the range of fibril diameters, and the
fusion of fibrils in tendons of diabetes patients [4].

The effects of dermal collagen glycation go beyond the mechanical alterations of dermal ECM.
This is particular intriguing, as epidermal changes are induced either by traces of ribose (despite of
the extensive dialysis to eliminate the glycation agent) or by AGEs or by altered paracrine signaling
between fibroblasts and keratinocytes in glycated RHS. We argue for the latter, because the mechanical
separation of glycated ECM and the epidermal compartments did not impair the effects of AGEs on
keratinocytes [23]. Moreover, the constant paracrine signaling likely transduces stress signals from
fibroblasts to keratinocytes [24].

In particular, the basement membrane appeared thicker in glycated RHS, although RHS in general
lacks the sub-basal laminae of the basement membrane [25]. This alteration is well in accordance with
the increased collagen-IV expression in glycated RHS [23], but the ultrastructural analysis identified
longitudinal clusters of finest collagen fibrils to mimic a thick lamina fibroreticularis (fibroblast derived)
of the basement membrane (Figure 3). Increased laminin-5 expression (Figure 4) nicely supports
this hypothesis. As one of the principal structural elements of the basement membrane, laminin
establishes networks with other proteins like collagens and determines the basement membranes
common structure [26]. It is tempting to speculate that these structures emulate the age-specific
reduplication of the lamina densa and its associated anchoring fibril complex as observed in vivo [27].

Moreover, we observed enhanced keratinocyte proliferation in glycated RHS, indicated by the
increase in total epidermal thickness (Figures 2 and 4). In our study, more than 20 cell layers
corresponded to the stratum granulosum, containing disseminated electron dense material, which we
interpreted as atypical keratohyalin granules. Absent keratohyalin and increased stratum granulosum
height were described in particular types of psoriatic epidermis [28,29]. The increased thickness of
the stratum granulosum indicates defective differentiation of the transitional located keratinocytes of
the stratum granulosum and thus resembles parakeratotic psoriatic skin. The increased expression
of loricrin was well in accordance with the abundant fine granula in the epidermal compartment of
glycated RHS (Figure 5) [30]. In fact, keratinocytes with atypical keratohyalin granules dominated
the epidermal compartment as “stratum intermedium” of glycated RHS. Furthermore, we observed
changes in the intercellular space of the stratum corneum (Figure 4), which intrigued us to investigate
the stratum corneum lipid order and profile.

We found an apparent, although not statistically significant, trend to increased Cer amounts in
glycated RHS, being accompanied by the significantly improved lipid order (Figure 6). The apparent
increase in Cer levels without a change in the SM and GCer concentrations suggests enhanced
Cer synthesis de novo, with similar activities of sphingomyelinase and β-glucocerebrosidase.
The improved chain order of barrier lipids would explain the trend to reduced permeability of
glycated RHS as the membranes with fully stretched all-trans lipid chains would provide a stronger
barrier to permeating substances than that with more fluid mobile lipids. This was applied to small
molecules like caffeine, a recommended test compound for percutaneous absorption experiments by
the Organisation for Economic Co-operation and Development, as well as to Bodipy 493/503, which
shares the physicochemical properties of glucocorticoids. As with non-glycated RHS, macromolecules
like CMS nanotransporters do not surmount the stratum corneum (Figure 7). This is well in accordance
with previous models with intact skin barrier and suggests a penetration enhancing effect of CMS
nanotransporters beyond simply carrying their cargo [31].
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Our results are well in accordance with previous ribose-based approaches, but are not in line
with glyoxal induced effects [6,32]. Moreover, we found a deviating stratum corneum lipid profile
from glycated reconstructed human epidermis [7]. These changes might be attributed to the glycation
method or the fact that reconstructed human epidermis lack the cross-talk between fibroblasts and
keratinocytes. Even glyoxal impaired the skin barrier function in excised murine skin only after
72 h of direct exposure [7]. Culturing reconstructed human epidermis on a basement membrane
surrogate, glycated by glyceraldehyde, resulted in decreased filaggrin expression and skin barrier
function [10]. Although we found similar changes in the protein expressions, we could not confirm
an impaired barrier function due to collagen glycation. In fact, neither caffeine (Mr 194; logP 0.08),
Bodipy (Mr 262.1; logP 3.5), nor CMS nanotransporter (Mr 74,000) were absorbed better into glycated
RHS compared with non-glycated RHS. As fluorescence readings provide only a first insight, further
studies on the trans-epidermal resistance of glycated human skin ex vivo might explain these deviating
results. Taking into account the cytotoxic effects of aldehydes on keratinocytes, the constructs in both
aldehyde-based studies might overestimate the impaired barrier function due to glycation.

Glycation induced aged or diabetic phenotypes in the dermis, while the glycated dermal ECM did
not cause these phenotypes in the epidermal compartment of RHS. The increased epidermal thickness
with incomplete differentiation resembles a psoriasis-like epidermal morphology. Correlating to
increased granulocyte-macrophage colony-stimulating factor and interleukin-6 expression, the reduced
filaggrin expression hinted towards an inflammatory RHS phenotype [33,34]. Moreover, keratinocytes
in the level of stratum granulosum also lacked normal keratohyalin granules and pointed to a disturbed
keratinization process with defective tonofibrillar differentiation—similar to psoriatic skin [35].
Nevertheless, glycation alone would not be suitable to emulate psoriatic skin, because neither immune
cells nor Th-17 cytokines were added to the culture. Moreover, glycated RHS did not show the impaired
barrier function of psoriatic skin [36]. Nevertheless, a clinical study proved increased amounts of
AGEs in patients with severe psoriasis [3], and AGEs appeared to fuel cutaneous inflammation [37].

In conclusion, our study adds several missing links to the effects of AGEs on the cutaneous
morphology and skin barrier function. Based on our results, glycation of the ECM markedly affects
epithelial differentiation, and thus should be considered when emulating (skin) diseases like diabetes,
psoriasis, and skin cancer. The better understanding of the interactions between matrix and cells
will help to improve the pharmacological treatment of these diseases. Finally, the ultrastructural
analysis proved indispensable, especially for matrix effects, and should be used complementarily with
molecular analyses in the characterization of human cell-based models.

4. Materials and Methods

4.1. Collagen Glycation

Collagen was glycated as described previously [9]. In brief, collagen G (4 mg bovine collagen
per mL; Biochrom, Berlin, Germany) was incubated with 10 mM D-ribose (Sigma Aldrich, München,
Germany) in phosphate-buffered saline (PBS) at room temperature for three weeks and protected
against light. Moreover, collagen G was incubated with PBS only as negative control and with
10 mM glyoxal (Sigma Aldrich, München, Germany) for comparison. Subsequently, glycated collagen
was extensively dialyzed in sterile water at 4 ◦C for 48 h, using Spectra/Por® 4 Dry Standard RC
Dialysis Tubing, 12–14 kD molecular weight cut-off, 32 mm flat width, 100 ft length (132703; Spectrum,
Henderson, NV, USA). The sterile water was changed every 12 h. Following the dialysis, we subjected
the samples to fluorescence analysis (Hitachi F-4500; Hitachi, Tokyo, Japan) to detect AGEs. Therefore,
1.5 mL glycated collagen was digested by pepsin (1 mg pepsin in 5 mL of 0.5 M acetic acid) at 37 ◦C
overnight. The solution was centrifuged at 10,000× g for 5 min, the supernatant, containing the
digested collagen, was measured at λex 370 nm/λ em 440 nm for total AGEs [9].
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4.2. Cell Culture and Viability

Cell viability was assessed by 3-(4,5-dimethylthiazol-2-yl)-2,5 diphenyltetrazolium bromide (MTT;
Sigma Aldrich, München, Germany) reduction as previously described [38]. In brief, NHK (passage 3)
and NHDF (passage 3) were isolated from therapeutically indicated circumcision with permission
(ethical approval EA1/081/13). Cell culture was performed according to standard operating
procedures, and referring to good cell culture practice. We used 0.005% [w/v] sodium dodecyl
sulphate (SDS) as positive control and 10% [v/v] double distilled, sterile water as solvent control.

4.3. Reconstructed Human Skin (RHS)

RHS was built in three steps [15]. First, 1 mL acellular collagen G or a 1:1 mixture of collagen G and
glycated collagen G was poured into a cell-culture insert (Corning, Corning, NY, USA) and incubated
for 2 h to form a gel. Second, fibroblasts (0.8 × 106 cells per construct) were added to 3 mL collagen G or
a 1:1 mixture of collagen G and glycated collagen G, poured onto the acellular collagen, and incubated
for 24 h. The dermal equivalents were submerse cultured for seven days in construct growth medium
(CGM: Dulbecco’s modified eagle’s medium /F12 + GlutaMax supplemented with 10% fetal calf
serum, 1% Pen/Strep, adenine HCl monohydrate 40 μM, amphotericin B 30 μg/L, choleratoxin 0.1 nM,
epidermal growth factor 10 μg/L, hydrocortisone 3.5 mg/L, insulin 4.4 mg/L, non-essential amino
acids 0.5%, transferrin 4.4 mg/L, triiodothyronine 2 nM). Third, NHK (3.0 × 106 per construct) were
seeded onto the dermal compartment at day 8. RHS were raised to the air–liquid interface at day
10 and cultured in construct differentiation medium (CDM: CGM supplemented with ascorbic acid
0.25 mM, calcium chloride 2 mM). The culture medium was changed three times a week. At day 21,
the constructs were subjected to further analyses as described below.

4.4. Reflectance Confocal Microscopy (RCM) and Immunolocalization of Proteins

RCM was performed with VivaScope® 3000 (MAVIG; München, Germany). Subsequently,
the constructs were snap frozen, sectioned into 7 μm slices (Leica CM 1510S; Wetzlar, Germany),
and analyzed by immunofluorescence staining [15]. Antibodies against the following antigens were
purchased from Abcam (Cambridge, UK): filaggrin (1:1000; ab81468), carboxymethyl lysine (1:100;
ab27684), human integrin beta 1 (1:100; ab3167); and from Thermo Fisher Scientific (Darmstadt,
Germany): loricrin (1:500; PA5-34945). Immunofluorescence staining was performed according to
standard protocols. Pictures were taken with a fluorescence microscope (BZ-8000, Keyence; Keyence,
Neu-Isenburg, Germany) and analyzed with BZAnalyzer and ImageJ software. Five individual
measurements per construct were performed observer-blinded (RBR, CH, CW, CZ).

4.5. Transmission Electron Microscopy (TEM)

RHS was fixed in Karnovsky solution (7.5% glutaraldehyde and 3% paraformaldehyde in
phosphate buffered saline) for 4 h, then washed in 0.1 M cacodylate buffer (cacodylic acid sodium salt
trihydrate; Roth, Karlsruhe, Germany) and incubated in 1% osmium tetroxide (Chempur; Karlsruhe,
Germany) for 120 min. Dehydration was performed in an ascending series of ethanol. Finally,
the models were washed in the intermedium propylene oxide (1,2 Epoxypropan; VWR, Darmstadt,
Germany).

Embedding of RHS was performed in a mixture of agar 100 (epoxy resin), DDSA (softener),
Epoxy embedding medium (hardener), and DMP 30 (catalyst) (all: Agar Scientific, Stansted, UK),
followed by polymerization at 45 ◦C and 55 ◦C, each for 24 h. Semi- and ultrathin sections were cut
using an ultra-microtome Reichert Ultracut S (Leica, Wetzlar, Germany) and the semi-thin sections
(0.5 μm) were stained with modified Richardson solution [39] for 45 s at 80 ◦C.

Semi-thin sections were examined under light microscopy Olympus CX21 (Olympus, Stuttgart,
Germany). Next, ultrathin (80 nm) sections were mounted on nickel-grids (Agar Scientific). The RHS
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morphology was assessed with an electron microscope (ZeissEM109, Oberkochen, Germany). Images
were taken and processed using Adobe® Photoshop® (Adobe® Systems, San José, CA, USA).

4.6. Carboxymethyl Lysine Quantification

RHS was separated into epidermal and dermal compartments and dissected. Thereafter,
constructs were transferred to tubes containing 300 μL (epidermis) or 700 μL (dermis) PBS and a 5 mm
stainless steel bead and immediately disintegrated using Tissue Lyser II (Qiagen, Hilden, Germany)
at 25 Hz for 5 min. The lysed suspensions were analyzed for N-carboxymethyl-lysine content by
OxiSelect™ ELISA (Cell Biolabs; San Diego, CA, USA) according to the manufacturers’ instructions.

4.7. Stratum Corneum Lipid Analysis

The stratum corneum of RHS was isolated, and subjected to infrared spectroscopy using a Nicolet
6700 spectrometer (Thermo Fisher Scientific, Waltham, MA, USA) equipped with a single-reflection
MIRacle attenuated total reflectance ZnSe crystal (PIKE technologies, Madison, WI, USA) at 23 ◦C.
The spectra were generated by co-addition of 256 scans collected at 4 cm-1 resolution and analyzed
with the Bruker OPUS software. The exact peak positions were determined from second derivative
spectra. The lipids were then extracted and analyzed by high performance thin layer chromatography
(HPTLC; [40]). Briefly, the analysis was performed on silica gel 60 HPTLC plates (20 × 10 cm, Merck,
Darmstadt, Germany). Cer subclasses, FFA, and Chol were separated using CHCl3/MeOH/acetic acid
190:9:1.5 (v/v/v) mobile phase twice to the top of the plate, whereas GCer, SM, PL, and CholS were
separated using CHCl3/MeOH/acetic acid/H2O 65:25:6:3. The lipids were visualized by dipping
in a derivatization reagent (7.5% CuSO4, 8% H3PO4, 10% MeOH in water) for 10 s, heating at
160 ◦C for 30 min, and quantitated by densitometry using TLC scanner 3 and WinCats software
(Camag, Muttenz, Switzerland). For the used standard lipids and their calibration curve ranges,
see Table 1; for ceramide nomenclature, see Figure 8. Cer and GCer were purchased from Avanti Polar
Lipids (Alabaster, AL, USA). All other chemicals, including lignoceric acid, Chol, CholS, SM, and PL,
were purchased from Sigma Aldrich (München, Germany). Non-commercially available Cer EOS and
NH standards were synthesized according to previously published methods [41,42].

Table 1. Calibration curve ranges of lipid standards used for high performance thin layer chromatography
(HPTLC) analysis. FFA—free fatty acid.

Lipid Standard Calibration Curve Range [μg]

FFA Lignoceric acid 0.5–12.5

Chol Cholesterol 0.5–12.5

Cer

Ceramide EOS 0.05–1.25
Ceramide NS 0.2–5
Ceramide NP 0.4–9.5
Ceramide AS 0.1–2.5
Ceramide NH 0.15–4
Ceramide AP 0.1–2.5

CholS Cholesterol sulphate 0.105–2.474

SM Sphingomyelin 0.211–4.947

GCer Glucosylceramide 0.263–6.184

PL Phospholipid 0.421–9.895
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Figure 8. Ceramide nomenclature. Reprinted from the literature [15], Copyright 2016, with permission
from Elsevier.

4.8. Skin Permeation

The permeation of radiolabeled [1-methyl14C]caffeine (Mr 194; logP 0.08; PerkinElmer,
Waltham, MA, USA) was studied according to the validation study on the use of skin models for skin
absorption testing [39]. In brief, tissue integrity of RHS was evaluated prior to mounting RHS in static
Franz cells (∅ = 15 mm, with receptor chamber volume = 12 cm3; PermeGear, Bethlehem, PA, USA).
The stratum corneum was placed facing the air and the dermal compartment of RHS was in contact
with the supporting membrane and the receptor medium PBS. The receptor medium was kept at a
constant temperature of 33.5 ± 0.5 ◦C using a temperature-controlled water jacket, and stirred with a
magnetic bar at 500 rpm. The absence of air bubbles was monitored throughout the experiment. Then,
281.4 μg/cm2 caffeine was applied in aqueous solution onto the RHS surface. The opening of the Franz
cell was covered by Parafilm® and the caffeine permeation was quantified from the receptor medium
by radiochemical detection (Hidex 300 SL liquid scintillation counter; HIDEX, Turku, Finland).

4.9. Penetration of Bodipy Loaded Dendritic Core-Multishell Nanotransporters (Bodipy-CMS)

Bodipy 493/503 (λex 493 nm; λem 503, Mr 262.1, logP 3.5, Thermo Fisher Scientific; Darmstadt,
Germany) was dispersed in base cream (13.6 mg/L Bodipy; 40.0% purified water, 25.5% white vaseline;
10.0% propylenglycol; 7.5% medium chain triglycerides; 7.0% macrogol-1000-glycerol monostearate;
6.0% cetyl alcohol; and 4.0% glycerol monostearate 60). Additionally, CMS nanotransporters [43]
were labelled with indocarbocyanine and loaded with Bodipy (13.6 mg/L). Then, 30 μL/cm2 of test
formulations was applied onto the RHS surface and remained there for 6 h according to a previously
published protocol [31]. Pictures were taken with a fluorescence microscope (BZ-8000, Keyence;
Keyence, Neu-Isenburg, Germany) and analyzed with ImageJ software. Five individual measurements
per construct were performed observer-blinded (RBR, CW, CZ).

4.10. Statistical Analysis

Data are presented as the mean ± SD from two to four independent experiments.
The Mann–Whitney test or Kruskal–Wallis test with Dunn’s Post hoc test was used to indicate
statistically significant differences (p ≤ 0.05).
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AGEs Advanced Glycated End-products
CML N-CarboxyMethyl-Lysine
CMS Dendritic Core-Multishell
DAPI 4′,6-DiAmidino-2-PhenylIndole
ECM ExtraCellular Matrix
HPTLC High-Performance Thin-Layer Chromatography
NHDF Normal Human Dermal Fibroblast
NHK Normal Human Keratinocytes
PBS Phosphate-Buffered Saline
RAGE Receptor of AGEs
RHS Reconstructed Human Skin
SDS Sodium Dodecyl Sulphate
TEM Transmission Electron Microscopy
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Abstract: Aging and various age-related diseases are associated with reductions in melatonin
secretion, proinflammatory changes in the immune system, a deteriorating circadian system, and
reductions in sirtuin-1 (SIRT1) activity. In non-tumor cells, several effects of melatonin are abolished
by inhibiting SIRT1, indicating mediation by SIRT1. Melatonin is, in addition to its circadian
and antioxidant roles, an immune stimulatory agent. However, it can act as either a pro- or
anti-inflammatory regulator in a context-dependent way. Melatonin can stimulate the release
of proinflammatory cytokines and other mediators, but also, under different conditions, it can
suppress inflammation-promoting processes such as NO release, activation of cyclooxygenase-2,
inflammasome NLRP3, gasdermin D, toll-like receptor-4 and mTOR signaling, and cytokine release
by SASP (senescence-associated secretory phenotype), and amyloid-β toxicity. It also activates
processes in an anti-inflammatory network, in which SIRT1 activation, upregulation of Nrf2 and
downregulation of NF-κB, and release of the anti-inflammatory cytokines IL-4 and IL-10 are involved.
A perhaps crucial action may be the promotion of macrophage or microglia polarization in favor of
the anti-inflammatory phenotype M2. In addition, many factors of the pro- and anti-inflammatory
networks are subject to regulation by microRNAs that either target mRNAs of the respective factors
or upregulate them by targeting mRNAs of their inhibitor proteins.

Keywords: circadian; immunosenescence; inflammaging; melatonin; microRNAs; sirtuin-1

1. Introduction

Aging is associated with manifold changes. These comprise declined secretion of hormones such
as melatonin [1,2], reduced activities of aging-related factors such as sirtuin-1 (SIRT1) [3], deterioration
of the circadian oscillator system [4,5], multiple alterations in the immune system that is frequently
shifted toward the proinflammatory side [6–10], and many more deviations of cell biological relevance.
Importantly, the changes specifically mentioned are interrelated in multiple ways [3,5,9,10]. This is
largely based on the pleiotropy of both melatonin [11] and the circadian system [12–14]. However, these
relationships are highly complex, include actions in opposite directions, and cannot be interpreted in
reductionist ways.

For example, the effects of melatonin in the immune system can be either pro- or
anti-inflammatory [15–17]. Generally, melatonin acts as an immune stimulatory agent and the direction
into which the balance is shifted has turned out to be highly conditional. The influence of melatonin
on SIRT1 expression has also revealed effects of either down- or upregulation, in this case, with a
remarkable difference between tumor and non-tumor cells [5]. While being strongly suppressive
in cancer, melatonin mainly stimulated SIRT1 in nontransformed cells, especially in the context of
aging. However, a considerable problem exists concerning the, unfortunately, prevailing determination
of SIRT1 expression rather than activity. Assuming a correlation between expression and activity,
which is questionable, is a profound misconception in the case of sirtuins [18]. Sirtuin activities are
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not primarily determined by their protein levels but rather by NAD+ concentration, which depends
on the activity of nicotinamide phosphoribosyltransferase (NAMPT) [19–22]. The contrast between
SIRT1 expression and activity has become evident in a study on the effect of BRCA1 (breast cancer 1,
early onset) in ovarian cancer [23]. Suppression of BRCA1 reduced SIRT1 expression, but it increased
NAD+ concentration and, therefore, SIRT1 activity. Moreover, BRCA1 overexpression upregulated
SIRT1 expression and decreased NAD+ levels and SIRT1 activity. This divergence also seems to
be relevant to aging. SIRT1 expression was not generally shown to be decreased in the course of
aging, but rather, it was shown to often increase. Nevertheless, SIRT1 activity was found to be
reduced because of lowered NAD+ levels [24,25]. However, this does not yet mean that positive
correlations between SIRT1 expression and activity are generally excluded in the context of aging.
In senescence-accelerated SAMP8 mice, SIRT1 expression was found to be reduced relative to the
widely isogenic control strain SAMR1 [26]. Moreover, a number of studies have shown that effects of
melatonin that increased SIRT1 expression were suppressed by sirtuin inhibitors such as sirtinol or
EX527 [27–39]. Therefore, mandatory requirements are to either determine SIRT1 activity and NAD+

concentration (recommended) or to at least test the effects of sirtuin inhibitors [18].
The changes in melatonin secretion and SIRT1 activity also have a circadian dimension. Both of

them are under circadian control and exhibit cycles of high amplitudes. Moreover, either of them can
influence circadian oscillators. Apart from its known chronobiotic actions via the suprachiasmatic
nucleus (SCN), melatonin also influences peripheral oscillators [40]. SIRT1 has been identified as
an accessory oscillator component [19–21] that increases circadian amplitudes of both central and
peripheral clocks [21,41]. At least one of the mechanisms described is of relevance for antagonizing
age-related decreases in the amplitudes of the SCN output [41]. An additional aspect concerns the
conclusion that SIRT1 acts as a partial mediator of melatonin effects [18,42]. Finally, it seems important
to remain aware of the different phases of increases and decreases observed within a circadian cycle.
It is basic knowledge of chronobiology that a specific treatment applied in different phases leads
to different, often opposite, effects [5]. In the context of aging, additional difficulty results from
the fact of non-identical changes observed between the populations of oscillators within the body.
In a senescent mammal, some oscillators exhibit phase changes, others reduced amplitudes, in the
extreme, down to arrhythmicity, whereas others remain widely unchanged [4]. Collectively, all
these variabilities summarized here oppose any expectation of finding exclusively unidirectional
relationships by applying melatonin, sirtuin overexpression, or other modulators of circadian rhythms.

These reservations also have to be kept in mind when considering the effects of melatonin and
SIRT1 in the regulation of pro- and anti-inflammatory processes. These are of particular relevance to
aging and age-related diseases, especially as proinflammatory mechanisms gain increasing importance
in the course of senescence. The overlapping effects of melatonin and SIRT1 in the field of inflammation
regulation will be discussed in this article.

2. Melatonin and the Proinflammatory Network

In the course of studies that revealed numerous effects of melatonin beyond the control of circadian
oscillators, immunological actions of melatonin were also discovered [9,15,43–46]. However, the
statement that melatonin possesses properties that exceed the control of oscillators does not mean that
the resulting effects are independent of circadian rhythms. Both melatonin secretion and signaling are
subjected to circadian control. Parameters affected, including immunological ones, are also influenced
by the circadian system [11,47]. With regard to the immune system, the situation is somewhat more
complicated as melatonin is also synthesized by several types of leukocytes [11,44,48,49].

Many of the earlier investigations on melatonin in the immune system revealed proinflammatory
effects, as repeatedly summarized [11,15,17,44]. Notably, these actions were predominantly discovered
in studies using isolated leukocytes or transformed leukocyte-derived cell lines [16,17,44]. Although
such an approach appears to be reasonable in the beginning, it may not sufficiently reflect the
complexity of the immune system and the additional participation of, in classical terms, non-immune
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cells in both proinflammatory responses and the regulation of the pro-/anti-inflammatory balance.
Data obtained in humans also indicated proinflammatory actions of melatonin in rheumatoid
arthritis [50–52]. These findings were regarded as a general caveat concerning the use of the immune
stimulator melatonin in autoimmune diseases. This view has received partial support by a study
in a multiple sclerosis model [53]. Most of the earlier findings on proinflammatory effects in cell
cultures concerned the upregulation of proinflammatory cytokines (IL-1β, IL-2, IL-6, IL-8, IL-12,
IFNγ, and TNFα) and downregulation of their anti-inflammatory counterpart (IL-10), as summarized
elsewhere [15,16,44]. Additionally, melatonin was shown to counteract the inhibition of IL-2 production
by prostaglandin E2 in human lymphocytes [54].

However, this short overview of the inflammation-promoting effects does not yet sufficiently
describe the actions of melatonin within the proinflammatory network. In fact, these actions also
comprise numerous suppressive changes in this network and, thereby, can turn out to result in an
anti-inflammatory balance. To appropriately judge the complex influences of melatonin, it is necessary
to view it under these different, additional perspectives: (1) changes in tissues and their main cellular
constituents; (2) cell specificity; (3) effects on clonal expansion, differentiation, and polarization in the
immune system; (4) contributing proinflammatory effects of non-immune cells; and (5) conditionality,
with regard to high-grade or low-grade inflammatory challenges that may occur in the progression of
aging or by experimental procedures.

As recently summarized, melatonin-induced elevation of proinflammatory cytokines, such
as IL-1β, IL-2, IL-6, IL-12, TNFα, and IFNγ, has been repeatedly observed in monocytes,
monocyte-derived cell lines, and type 1 T-helper cells [17]. One can assume that similar responses
occur in M1 macrophages, M1 microglia and, especially concerning IL-6, IL-8, and TNFα, also in
epithelial cells and various other cell types. Notably, these findings can be seen in the context
of pro-oxidant and cytotoxic effects exerted by melatonin in monocytes, as observed above an
activation threshold as low as 50 pM [55]. Moreover, melatonin was found to increase another
proinflammatory cytokine, IL-17A, in Th17 cells [56], an effect that spreads proinflammatory responses
by inducing the release of other mediators, such as IL-1β, IL-6, TNFα, the neutrophil-attracting Il-8,
and by upregulating cyclooxygenase-2 (COX-2) and iNOS (inducible NO synthase) [57–65]. This
host of secondary effects by IL-17A has been shown to be involved in autoimmune diseases and in
neuroinflammation and is, therefore, of relevance to age-related health problems and to adverse effects
of melatonin, especially in autoimmunity. Additionally, melatonin was shown to upregulate IL-1β,
TNFα, and IFNγ in splenocytes [66]. Several other effects of melatonin concern the upregulation
of cytokines that are primarily involved in differentiation and clonal expansion, such as M-CSF
(macrophage colony-stimulating factor) and SCF (stem cell factor) in macrophages and splenocytes,
TGFβ (transforming growth factor) in macrophages and dendritic cells, and thymosin-α and thymulin
in thymocytes, as summarized elsewhere [16]. Melatonin was shown to promote differentiation
of progenitor cells to Th lymphocytes, NK lymphocytes, granulocytes, and macrophages [16,44,
45]. All these effects may have secondary consequences to the pro-/anti-inflammatory balance.
In bone marrow, an upregulation of GM-CSF (granulocyte/monocyte colony-stimulating factor)
may be interpreted in a similar way, but, on the other hand, melatonin-induced release of the
immune-opioids MIO15 (melatonin-induced opioid) and MIO67 [16,67–69] can be expected to favor
the anti-inflammatory side of the immune system.

The proinflammatory network comprises numerous components, which are regulated differently
by melatonin. Moreover, the responses are often highly contextual. Findings obtained by applying
pro-oxidant or proinflammatory challenges, such as administration of oxidotoxins, mitotoxins, bacterial
lipopolysaccharides (LPS) or experimental sepsis, may not lead to results comparable to those found
in aging. Therefore, it seems important to focus on changes that really occur in aging or age-related
diseases and can be mostly classified as low-grade inflammation [10,17,70]. Several sources of
aging-related inflammation shall be mentioned as being of foremost importance: (1) enhanced release
of proinflammatory cytokines as a consequence of immunosenescence; (2) neuronal overexcitation in
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an •NO-mediated interplay with microglia and astrocytes; (3) amyloid-β (Aβ) toxicity; (4) brain insulin
resistance; (5) diabetes and metabolic syndrome; (6) senescence-associated secretory phenotype (SASP)
of non-immune cells with DNA damage response (DDR); (7) garb-aging; (8) reduced antioxidant
protection by decreased melatonin; and, presumably, also (9) metabolic malfunction because of poorly
coordinated and weakened circadian rhythms. Notably, all these pathophysiological alterations are
associated with oxidative and nitrosative/nitrative stress and mitochondrial malfunction. They have
multiple interconnections and, thereby, display the potential of forming vicious cycles [10,17,70].

Immunosenescence, which is primarily associated with thymic involution and, additionally,
exhaustion of leukocyte subpopulations upon lifelong exposure to foreign antigens, typically leads to
a shift toward a proinflammatory phenotype, which is evident by increased levels of proinflammatory
cytokines that may result in a so-called immune risk profile [7,10,70–73]. Neuronal overexcitation
causes increased formation of •NO, which can activate microglia, astrocytes, and other neurons that
also release •NO at elevated rates. These responses contribute to a spreading of excitation and to
the release of oxidants and proinflammatory mediators, especially by microglia. High levels of •NO
and superoxide anions (O2

•−) generate the formation of their adduct, peroxynitrite (ONOO−), a
highly reactive intermediate that causes damage to mitochondria and additionally generates free
radicals (ONOO− + H+ → ONOOH → •NO2 + •OH; ONOO− + CO2 → ONOOCO2

− → •NO2 +
CO3

•−) [74,75]. These radicals, their precursors, and several other reactive nitrogen species that
can be formed from them interfere with the mitochondrial electron transport chain (ETC) [74,76,77].
As recently summarized, melatonin protects the ETC against these reactive intermediates [77], in
addition to various other mitochondria-protecting actions [78–83]. Aβ peptides have, besides other
effects, pro-oxidant and proinflammatory properties. The main toxicity is caused by Aβ monomers
and oligomers, with an additional contribution by amyloid plaques. Peptides and oligomers induce
microglia activation [84,85] and, additionally, responses by astrocytes [86] and neurons [86,87],
which all upregulate NADPH oxidase, thereby elevating O2

•− formation. Notably, the release of
proinflammatory mediators in response to Aβ is not restricted to microglia. Even neurons have
been shown to respond to Aβ peptides by upregulating TNFα, IL-1β, COX-2, and the T-cell and
monocyte attractant chemokine CX3CL1 [87]. Aβ toxicity should not only be seen in the context of
established Alzheimer’s disease (AD), since these peptides also appear in the CSF (cerebrospinal fluid)
of healthy subjects, but are normally widely removed by clearance of CSF and ISF (interstitial fluid),
especially during sleep [88–91]. Sleep disturbance impairs Aβ clearance, which has been discussed as
a contribution to the development of AD pathology [92]. Circadian disruption, a major source of sleep
disturbances, indicates that changes in melatonin secretion may be involved. In fact, melatonin has
been recently shown to increase Aβ clearance [93,94]. Numerous other anti-amyloidogenic effects of
melatonin have been also described and repeatedly reviewed [70,95–98]. A recent overview [17] has
particularly focused on the anti-inflammatory aspect and the suppression of Aβ secretion by melatonin.
This includes, in cellular test systems, the reduction of βAPP (β-amyloid precursor protein) mRNA
expression [99], inhibition of β- and γ-secretases [100], and the upregulation of α-secretase, an enzyme
that competes with β- and γ-secretases and produces the nonamyloidogenic and neuroprotective
fragment sAPPα [101]. The shift from β- and γ-secretases to α-secretase was recently also confirmed in
the hippocampus of senescent mice [102,103]. In transgenic AD mouse models, melatonin was found
to substantially delay the accumulation of Aβ and to extend lifespan [104,105]. However, this was
only observed after an early onset of treatment in the first months of life, but not at later age [106],
findings that leave a pessimistic perspective for the treatment of humans. Another, surprising nexus to
AD pathology and inflammation emerged, when brain insulin resistance was shown to be an early
sign of neuroinflammation at the onset of AD [107,108]. For further details and references, see [17,109].
This aspect remains to be studied in the context of melatonin, but would require a strict discrimination
between nocturnal rodents and humans, since the disregard of this difference has led to substantial
misinterpretations concerning the beneficial or detrimental role of melatonin in type 2 diabetes [5,16].
Also, beyond the CNS, type 2 diabetes and, in a broader sense, metabolic syndrome, are associated

160



Int. J. Mol. Sci. 2019, 20, 1223

with low-grade inflammation, a phenomenon known under the term of metaflammation [110–112],
which contributes to inflammaging [111,112]. Numerous beneficial effects of melatonin in metabolic
syndrome have been recently summarized [113], which have been observed in both experimental
animals and clinical studies and indicate a reduction of metaflammation.

Another aspect of proinflammatory effects concerns the role of non-immune cells in inflammaging.
This comprises mainly three processes, SASP, garb-aging, and release of macromolecules from
dying cells. In SASP, DNA-damaged cells are arrested in terms of proliferation, but continue to
participate in the metabolism of the tissue. However, they release several signal molecules, including
proinflammatory cytokines and chemokines, thereby inducing local, low-grade inflammation [114–118].
SASP has been observed in many cells of peripheral tissues, but also in astrocytes and is, therefore,
relevant to the CNS [70,119,120]. Notably, SASP has also been shown to be induced by sleep
disruption [121]. As this was associated with increased oxidative stress, the observed changes may
comprise a chronodisruption-related nocturnal loss of protection by melatonin. Studies on direct
effects of melatonin against SASP are still in their infancy, but recent initial results have described
this [122–124]. In mechanistic terms, melatonin was shown to suppress the PARP-1 [poly(ADP-ribose)
polymerase-1]-induced expression of SASP genes [122]. Whether or not this role of PARP-1 can be
generalized remains to be clarified, since this regulator, which is an indicator of DNA damage, has also
been interpreted as an epigenomic safeguard that interferes with SASP-associated microRNAs [125].
In another context, melatonin was reported to suppress SASP by downregulating NF-κB and
upregulating Nrf2 (nuclear factor erythroid 2-related factor 2) [124], i.e., two known effects of melatonin
that are typically observed in mechanisms of antioxidative and anti-inflammatory protection [17,126].
Other sources of low-grade inflammation by non-immune cells, such as garb-aging [127] and release
of components of dying cells such as histone H1 [128] and molecules of mitochondrial origin
(nucleic acids, N-formylated peptides and proteins) to the cytosol [129–132], are presumably also of
substantial relevance to inflammaging, but have not been sufficiently studied in relation to melatonin.
Nevertheless, this connection exists with high likelihood with regard to mitochondrial DNA (mtDNA),
especially if it is damaged or oxidized. Activation of the NLRP3 inflammasome by mtDNA has been
repeatedly described, whereas counteractions by melatonin have been multiply documented and
reviewed, as summarized elsewhere [133]. Melatonin administration was shown to be as effective as
NLRP3 deficiency [134]. Unfortunately, the important proinflammatory pathway of cGAS/STING
(cyclic GMP-AMP synthase/stimulator of IFN genes) signaling has, to date, been poorly considered
in melatonin research. This would be of particular interest, as cGAS is a cytosolic DNA detector.
Moreover, the depletion of cGAS and STING counteracted cell senescence and prevented SASP in
human and murine fibroblasts [135]. cGAS appears as a mediator of cell stress reactions and has been
assumed to be involved in aging-related diseases [131]. This interpretation has received support by
recent findings on a human Sting gene polymorphism that is associated with low-risk of aging-related
diseases, presumably by reducing inflammaging [136].

Activation of the NLRP3 inflammasome in various systems, under different conditions and
counteractions by melatonin, have been recently reviewed [17]. These findings were widely related to
the suppression of NF-κB signaling by melatonin, which is likewise important in the attenuation of
oxidative damage [126]. NF-κB was also reported to induce pyroptosis via gasdermin D (GSDMD)
in adipose tissue, which was likewise inhibited by melatonin [137]. Other inflammation-related and
melatonin-sensitive effects of NF-κB concern the upregulation of iNOS and COX-2 [138–141]. Moreover,
in the context of presenilin-1 upregulation and pathogenic βAPP processing, a pathway involving
PIN1 (peptidyl-prolyl cis-trans isomerase NIMA-interacting 1) and GSK3β (glycogen synthase kinase
3β) was shown to activate NF-κB, which was, in accordance with many other findings on NF-κB
suppression, inhibited by melatonin [142].

Another proinflammatory route is based on TLR4 (toll-like receptor 4) activation, e.g., via the
IFNγ adaptor protein, TRIF (toll-receptor-associated activator of interferon). In the macrophage-like
cell line RAW264.7, melatonin has been shown to suppress the release of proinflammatory cytokines,
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such as TNFα, IL-1β, IL-6, and IL-8, by TRIF and TLR4 inhibition [143]. As TLR4 also mediates
pro-oxidant actions via NF-κB, more general effects by melatonin on this pathway may be assumed.
This conclusion is supported by several pertinent findings describing protection by melatonin [17].
Similar anti-inflammatory effects were also obtained in an in vivo model of ovarian cancer [144].
Information on melatonin effects concerning other TLR subforms is still scarce. No effects were found
in a single study on TLR2 [144], whereas inhibition of TLR3 was reported [145,146].

A further possible proinflammatory pathway that is inhibited by melatonin concerns mTOR
(mechanistic target of rapamycin) activation. However, most respective information is not directly
related to inflammation, but rather to mitophagy or apoptosis. Interestingly, an mTOR inhibiting action
by melatonin was also shown to be suppressed by inhibition of PIN1 [123]. Moreover, the attenuation
of microglial activation and neuroinflammation after traumatic brain injury by melatonin was also
interpreted on the basis of interference with mTOR [147]. This route will be of further interest in the
specific context of melatonin’s anti-inflammatory actions.

3. Melatonin, SIRT1, and the Anti-Inflammatory Network

While melatonin is partially acting by either stimulating or inhibiting components of the
proinflammatory network, it also upregulates molecules of an anti-inflammatory network. Some of
them are negatively correlated with proinflammatory agents. For instance, NF-κB, a transcription factor
involved in prooxidant and, thereby, proinflammatory responses, is inversely coupled to antioxidant
and anti-inflammatory regulators, in particular, Nrf2 [17,126,139,148–151]. A similar correlation seems
to exist in the case of PARK7 (parkinsonism associated deglycase; also known as DJ-1) [149,150], a
protein that acts, beside other effects, as a redox-sensitive chaperone and stress sensor. In Parkinson’s
disease (PD), it has been shown to be neuroprotective [152].

An especially important anti-inflammatory regulator under control by melatonin is SIRT1. It has
been classified as a secondary signaling molecule that mediates several effects of melatonin [18,42].
In non-tumor cells, it has been shown to be upregulated by melatonin and effects by melatonin have
been repeatedly reported to be suppressed by sirtuin inhibitors or Sirt1 siRNA [5], notably also in an
anti-inflammatory context [17]. The relationship between melatonin and SIRT1 may be regarded as a
mutual one, since SIRT1 can enhance circadian amplitudes in the SCN [41] and may, thereby, influence
the melatonin rhythm [3]. With this background, the functional overlap of described melatonin and
SIRT1 actions seems worthwhile to be recalled.

This overlap becomes obvious from two lines of evidence, (1) the interference of sirtuin-related
agents with melatonin effects, and (2) similar actions of melatonin and SIRT1. In the former context,
reductions of NLRP3 inflammasome activation and IL-1β levels by melatonin were blocked by the
sirtuin inhibitor EX527 in a rat COPD (chronic obstructive pulmonary disease) model [39]. The same
inhibitor also blocked anti-inflammatory actions of melatonin such as downregulation of TNFα and
IL-1β in acute kidney injury of rats [36]. Several other results on sirtuin inhibition of melatonin
treatment were obtained under conditions of more severe inflammation. This was observed in
cardiac ischemia/reperfusion of normal [30] and diabetic rats [31], correspondingly in ER stress
of H9C2 cardiomyocytes [31], in LPS-treated microglial cell lines [37], and in brain injury by cecal
ligation/puncture in mice [32]. Further studies, without measurement of inflammatory parameters,
in which melatonin effects were blunted by sirtuin inhibitors or Sirt1 siRNA, are summarized
elsewhere [5,17].

Numerous studies have demonstrated antioxidant and anti-inflammatory actions by SIRT1 that
are also known from melatonin [17]. This concerns the suppression of NF-κB activation [153–156],
the upregulation of Nrf2 [157–161], suppression of NLRP3 inflammasome activation [39,162–165],
and inhibition of TLR4 signaling [166–168]. An important player in TLR4 activation is HMGB1 (high
mobility group box-1), an inflammatory signaling molecule released by monocytes and macrophages,
and also by other cells (e.g., endothelial). SIRT1 is known to deacetylate HMGB1 [169,170], to inhibit its
nucleocytoplasmic transfer, and to prevent its release [167,171–176]. Importantly, HMGB1 also favors
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the polarization of macrophages and microglia towards the proinflammatory M1 type [177–181]. With
regard to the melatonin–SIRT1 relationship, it is of interest that anti-inflammatory actions via HMGB1
inhibition have been also reported for melatonin, as recently summarized [17]. Again, SIRT1 may
mediate melatonin effects in this case, an assumption to be experimentally confirmed.

SIRT1 also displays several additional anti-inflammatory effects, which cannot yet be matched
with corresponding data from melatonin treatment. As mentioned in the previous section, some reports
on melatonin effects on mTOR signaling have not been directly related to inflammation. Other studies
on actions of melatonin on mTORC1 (mTOR complex 1) activity in cancer cells led to contradictory
results [182–184] and, therefore, do not provide a reliable basis for comparison. However, SIRT1 has
been shown to counteract adipose inflammation by suppressing mTORC1 signaling [185]. Another
investigation on liver steatosis reported an increase of mTORC1 activity upon hepatocyte-specific
deletion of SIRT1 [186]. Under conditions of sepsis, SIRT1 was also reported to deacetylate and, thereby,
inhibit NICD (intracellular domain of Notch) [187,188]. Apart from its developmental roles, Notch
is known to act in a proinflammatory way by promoting M1 polarization of macrophages or related
cells. Conversely, SIRT1 knockdown upregulated Notch1 in stellate cells at both mRNA and protein
levels [189]. However, the relationship to melatonin remains unclear because beneficial effects of
Notch signaling were reported in studies on protection against ischemia/reperfusion and Aβ toxicity
by melatonin [190–192], in spite of the fact that Notch activation is known to cause inflammatory
responses. Either the endpoints studied were unrelated to macrophages or microglia, respectively,
or Notch signaling may be a case in which SIRT1 does not mediate melatonin effects. This would be
surprising, as melatonin was shown to upregulate SIRT1 under conditions of ischemia/reperfusion,
and as some of the melatonin effects were blocked by EX527 or Sirt1 siRNA [5,30,31].

Another recently reported anti-inflammatory action of SIRT1 has been observed in macrophages
after treatment with LPS. The lncRNA-CCL2, which is related to the gene locus of the chemokine
CCL2 and stimulates the release of proinflammatory cytokines, was downregulated by SIRT1 [193].
No corresponding data on changes of lncRNA-CCL2 expression by melatonin are actually available.

Despite the fact that many proinflammatory effects of melatonin are mediated by
lymphocytes [15,44,49,54,56], such responses were also obtained in monocytes and monocyte-derived
cells [11,15,44]. However, as macrophages and related cells represent major executive players in
inflammation, their polarization into proinflammatory M1 or anti-inflammatory M2 phenotypes is of
utmost importance for the pro-/anti-inflammatory balance. In fact, melatonin is capable of shifting this
balance toward the anti-inflammatory side by favoring M2 and disfavoring M1 polarization, as recently
reviewed [194]. One of the major anti-inflammatory effects in the inhibition of M1 function consists in
the MT1 receptor-mediated activation of JAK2 (Janus kinase 2), which phosphorylates STAT3 (signal
transducer and activator of transcription 3) [194–197]. In the nucleus, pSTAT3 dimers activate SOCS1
(suppressor of cytokine signaling 1), which favors NF-κB degradation by virtue of its property as an
E3 ubiquitin ligase and, thus, inhibits NF-κB actions at the chromatin [194,198–200]. Additionally,
suppression of NF-κB actions has been reported for RORα [194,201]. This relationship is highly
convincing, since RORα knockout causes strong upregulations of proinflammatory cytokines [202].
However, as RORα has been definitely shown to be incapable of binding melatonin [203,204], actions of
melatonin via this transcription factor have to be of indirect nature [18,194]. A possibility of particular
interest concerns an effect of SIRT1 on RORα, in its function as a partial mediator of melatonin effects.
As far as melatonin upregulates SIRT1, a known mechanism can become effective, which comprises
deacetylation of PGC-1α (peroxisome proliferator-activated receptor-γ coactivator-1α) and facilitates
the binding of RORα to its response elements (ROREs) [41]. With regard to the number of documented
anti-inflammatory actions of SIRT1 summarized above, this idea is insofar attractive as SIRT1 was
shown to suppress NF-κB signaling, as likewise reported for RORα [153–155]. This does not exclude
additional actions of SIRT1, which was also found to be involved in SOCS1 signaling [205].

M2 polarization of macrophages, and presumably in similar ways of microglial cells, is largely
promoted by STAT6 phosphorylation, in pathways regulated by melatonin and anti-inflammatory
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cytokines, especially IL-4 and IL-13 [194]. A key step in these processes is tyrosine phosphorylation
of IRS-2 (insulin receptor substrate 2), which can be achieved in multiple ways [194]: (1) via IL-4
or IL-13 binding to IL-4 receptor-α, phosphorylation of JAK1/3 or JAK1/Tyk2 (tyrosine kinase-2),
which may cause tyrosine phosphorylation of STAT6 directly or, alternately, IRS-2, followed by
GRB2 (growth factor receptor bound-2) activation and STAT6 phosphorylation, or (2) via melatonin
and an MT1/2-dependent cascade of pIRS-2, GRB2, and pSTAT6. pSTAT6 dimers are responsible
for M2-specific gene expressions, partially in conjunction with KLF4 (krüppel-like factor 4), which
interacts with pSTAT6. Additional effects of melatonin seem to contribute, such as MT1/2-dependent
inhibition of PI3K (phosphoinositide 3-kinase), thereby blocking the proinflammatory Akt/mTORC1
cascade [194]. Moreover, this inhibitory effect of melatonin can be assumed to prevent two other
negative modulatory actions, (1) by the mTORC1 downstream factor GRB10 and (2) by p70S6K
(p50S-6-kinase). Tyrosine phosphorylation of IRS-2 and expression of M2 genes were found to be
substantially increased by GBR10 knockdown [206]. Serine phosphorylation of IRS-2 by p70S6K was
shown to counteract M2 polarization [206].

4. Modulation of the Networks by Noncoding RNAs, an Emerging Field

The discovery of countless noncoding RNAs (ncRNAs) with regulatory properties has
substantially changed our understanding of regulation. Many of these RNAs interfere with
posttranscriptional processes. This is especially the case in most microRNAs (miRNAs), which target
mRNAs, and snoRNAs (small nucleolar RNAs), which are involved in RNA processing [207,208]. Other
categories of RNAs such as eRNAs (enhancer RNAs) or super-enhancer lncRNAs (super enhancer
long noncoding RNAs) directly interact with the chromatin and even with DNA [209]. piRNAs
(PIWI-interacting RNAs) silence transposable elements via both transcriptional and posttranscriptional
mechanisms [210]. Multiple functions are known for lncRNAs, in addition to enhancer properties.
They may either positively or negatively regulate gene expression, which has been even observed
in their subgroup of asRNAs (antisense RNAs). Moreover, various lncRNAs are precursors of
miRNAs or snoRNAs [209]. Moreover, many lncRNAs and circRNAs (circular RNAs) serve as
miRNA sponges and gain particular relevance in the transmission of intercellular signals by exosomes
and ectosomes [209,211,212]. With regard to melatonin, numerous ncRNAs of different categories
were shown to be influenced by this pleiotropic regulator [209,213–215]. As ncRNAs also modulate
inflammation, macrophage activities, and NF-κB signaling [216–219], the relationship to melatonin is
of particular interest and will certainly gain increasing future importance.

A complete consideration of all ncRNAs with positive or negative actions on inflammation
would go beyond the scope of this article. A comprehensive list of miRNAs that affect pro- or
anti-inflammatory cytokines has been recently published [220]. With regard to the melatonin-related
task of this review, only those ncRNAs shall be discussed that are influenced by melatonin or change
its downstream factors or interfere with major regulatory parts of the networks, especially if they
concern areas of action known to be a matter of beneficial actions by melatonin, such as sepsis,
ischemia/reperfusion, aging, or neurodegeneration. Findings obtained in the field of microRNAs
are summarized in Table 1. Only those miRNAs have been considered that are related to the field
of inflammation regulation. Many additional studies have revealed effects of melatonin on other
miRNAs [214,221,222]. However, the outcome in a non-inflammatory context cannot be expected
to be the same. This concerns especially the situation in cancer, although cancer can also have an
inflammatory aspect. The major difference between non-tumor and tumor cells concerns the inverse
relationship between melatonin and SIRT1 and the pro-apoptotic activity of melatonin in tumor
cells [5,16,17]. One of the most extensive studies on melatonin effects on miRNAs [221] that has been
omitted from Table 1 has been conducted in breast cancer cell lines. The determinations revealed
12 miRNAs that were upregulated by melatonin and 10 others that were downregulated. The analysis
of their 5′-utr sequences indicated that these 22 miRNAs might target 2029 mRNAs.
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Table 1. Regulation of microRNA expression by melatonin and effects of microRNAs on SIRT1, Nrf2,
and NF-κB in the context of inflammation.

miRNA
Change by
Melatonin

Effect on Sirt1 Effect on Nrf2
Nrf2-Related

Target
Effect on NF-κB

NF-κB-Related
Target

miR-7 ↓? [223] ↑ [224] Keap1 ↓ [225,226]

miR-7-5p ↓ [227]

miR-9 ↓ [228–236] ↓ [236–242]

miR-9 ↑ [243,244] MCPIP1,
TRIM56

miR-20a ↑ [245,246] CYLD

miR-21 ↓ [247]

miR-23a ↓ [194,248] ↓ [249–251] ↑ [252] Keap1 ↑ [194]

miR-23a-3p ↓ [253]

miR-23b ↓ [249]

miR-23b-3p ↓ [155,254]

miR-24 ↓ [255] ↑ [256]

miR-24-3p ↑ [257] Keap1

miR-26a ↓ [258]

miR-27b ↓ [259]

miR-29 ↓ [260] ↑ [261,262] Keap1

miR-30a ↑ [263] ↓ [264] ↓ [265]

miR-30a-3p ↓ [266,267]

miR-30e-5p ↓ [268]

miR-31 ↓ [269] TRADD

miR-34a ↓ [270] ↓ [271–275]

miR-34a-5p ↓ [276]

miR-101 ↓ [277]

miR-106a/b ↓ [278]

miR-124a ↓ [279]

miR-125a/b ↑ [280–284] A20

miR-125b ↓ [285–289] TRAF, MIP-1α

miR-126 ↑ [270] ↑ [290] ↑ [291–293] TOM1, IκB

miR-128 ↓ [294–296] ↑ [297,298] IκB

miR-132 ↓ [249]

miR-135a ↓ [228]

miR-142-3p ↑ [299]

miR-144 ↓ [300]

miR-145-5p ↓ [276]

miR-146a ↑ [270] ↓ [301] ↑ [302–305] TRAF6, IRAK1

miR-150 ↓ [306–309]

miR-152 ↓ [310] ↓ [256]

miR-153 ↓ [300]

miR-155 ↓ [194,310] ↓ [279,311,312] ↑ [313,314]

miR-181a-c ↓ [228,230,315]

miR-182 ↓ [316] ↑ [317–320] CYLD, TCEAL7

miR-195-5p ↓ [276]

miR-199b ↓ [228]

miR-200a ↑ [321,322] ↓ [189,323–327] ↑ [328–336] Keap1 ↑ [337]

miR-200a-3p ↓ [276,338,339]

miR-204 ↓ [228]
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Table 1. Cont.

miRNA
Change by
Melatonin

Effect on Sirt1 Effect on Nrf2
Nrf2-Related

Target
Effect on NF-κB

NF-κB-Related
Target

miR-210 ↓ [340,341] DR6

miR-212 ↓ [299] ↓ [249,267,342–344]

miR-217 ↓ [345]

miR-301a ↑ [346–350] NKRF

miR-326 ↑ [351] BCL2A1

miR-340 ↓ [352]

miR-340-5p ↓ [155,300,353]

miR-495 ↓ [354]

miR-675 ↑ [355]

miR-675-3p ↑ [322]

Let-7 ↑ [356] A20

Let-7a ↑ [357]

Let-7e ↑ [358] IκBβ

Let-7f ↑ [359] A20

Let-7g ↑ [360]

Let-7i ↓ [361] ↑ [361] SIRT1

Abbreviations: A20, ubiquitin-editing enzyme A20 (=TNFAIP3, tumor necrosis factor alpha-induced protein 3);
BCL2A1, B-cell lymphoma 2A1; CYLD, cylindromatosis; DR6, death receptor 6; IRAK1, interleukin-1
receptor-associated kinase 1; KEAP1, Kelch-like ECH-associated protein 1; MCPIP1, monocyte chemotactic
protein-induced protein 1; MIP-1α, macrophage inflammatory protein-1α ; NKRF, NF-κB repressing factor; TCEAL7,
Transcription elongation factor A protein-like 7; TOM1, target of Myb1; TRADD, tumor necrosis factor receptor
type 1-associated DEATH domain protein; TRAF6, tumor necrosis factor receptor-associated factor 6; TRIM56,
tripartite-motif-containing protein 56. ↓↑ indicate down- or upregulations, respectively.

The pleiotropic targeting of various mRNAs by a single miRNA does not only open the possibility
of jointly downregulating several mRNAs that are functionally connected, but may also reflect multiple
functions in different contexts. This problem of overlapping actions of miRNAs with roles in both
inflammation and cancer is also evident in the findings summarized in Table 1. Although the miRNAs
were selected because of their modulation of inflammation, several of them exhibited other, perhaps
independent, actions related to tumor promotion and progression. In fact, several molecules listed
have been classified as oncomiRs, such as miR-21, miR-23a, miR-29, miR-106b, miR-125b, miR-155,
and miR-182 [316,362–364].

The examples in Table 1, in which changes of miRNA expression by melatonin have been
combined with actions of inflammation-related miRNAs on expression of SIRT1, Nrf2, and NF-κB,
do not show a uniform picture. One of the reasons concerns the differences in context, cell types,
and conditions, under which the studies have been performed. In many cases, changes by melatonin
and effects on SIRT1, Nrf2, and NF-κB have been investigated in different systems. In a few cases,
opposite effects have been obtained. In addition to organ specificity of melatonin actions, the difference
between pro- and anti-inflammatory actions of melatonin has to be considered. The main purpose
of this table is to provide information to investigators on which miRNAs they may focus on when
studying melatonin effects in inflammation, especially in those cases where actions of melatonin on
miRNAs have not yet been analyzed.

A few special types of connections between melatonin and the three possible downstream factors
shall be briefly discussed. The levels of miR-7 have been shown to increase during aging, and it
was assumed that it may downregulate SIRT1 [223]. On the other hand, the upregulation of Nrf2
and downregulation of NF-κB in the non-aging context of training athletes, which jointly indicate an
antioxidant and anti-inflammatory action, is not easily compatible with reduced SIRT1 in senescence.
In other cases of reduced SIRT1 expression, the reservation has to be made that decreased SIRT1
expression may be associated with elevated SIRT1 activity [23], as long as NAD+ levels or inhibition
by sirtuin inhibitors have not been determined. In reports in which upregulation by melatonin was
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associated with downregulation of SIRT1 (miR-30a) or Nrf2 and upregulation of NF-κB (miR-146a),
this combination may be interpreted as a route of melatonin’s proinflammatory arm. The example
of miR-24, which is suppressed by melatonin, but enhances SIRT1 expression, may be taken as a
tumor-specific relationship, because this would conform to melatonin’s known suppression of SIRT1
in cancer cells [5,365]. Therefore, this may not be applicable to inflammation control. The presence
of miR-126, which is upregulated by melatonin and increases SIRT1 expression, indicates a role
of this sirtuin as a mediator of melatonin and may appear, at first glance, as an example of the
anti-inflammatory route. However, this contrasts strongly with the upregulation of NF-κB and would
require clarification by studying all these factors in the same system. A number of SIRT1-targeting
miRNAs is downregulated by melatonin, such as miR-23a, miR-34a, miR-152, miR-155, miR-212, and,
according to some but not all data, miR-200a. This reduction of SIRT1-suppressing miRNAs would,
again, be compatible with findings on SIRT1-mediated melatonin effects [17,18]. Unfortunately, the
findings concerning miRNA-mediated changes of NF-κB are, to date, often not generally compatible
with the alterations in the other factors. Further studies will be required for obtaining a coherent
picture. However, this reservation concerns only the participation of miRNAs, whereas the effects of
melatonin and SIRT1 on Nrf2 and NF-κB have been unequivocally demonstrated [17].

Available information concerning melatonin effects on other noncoding RNAs is, unfortunately,
limited. A few publications have addressed such actions on lncRNAs. In the case of the lncRNA
H19, a relationship to miR-675 (cf. Table 1) exists, which is a derivative of the former. The effects
of melatonin on H2O2-exposed cardiac progenitor cells correspond to those of the microRNA and,
consequently, H19 knockdown abolishes the action of miR-675 [355]. The molecule miR-675 was shown
to target USP10 (ubiquitin carboxyl-terminal hydrolase 10) mRNA, which was concluded to cause
downregulation of p53 and p21, thereby inhibiting premature senescence by oxidative stress [355].
Upregulation of H19 and miR-675 by melatonin was also observed in protection experiments against
brain injury after subarachnoid hemorrhage [357]. In a study on pulmonary hypertension, melatonin
reduced H19 expression and, therefore, also that of miR-675-3p, whereas H19 was shown to suppress
miR-200a [322]. Meanwhile, numerous other studies have confirmed the role of H19 in inflammatory
processes (not cited), however, they did not consider melatonin. Another type of interaction between
lncRNA and miRNA was based on sponging. The lncRNA MEG3 was reported to enhance pyroptosis
in atherosclerotic models, such as human aortic endothelial cells exposed to oxidized LDL (low density
lipoprotein). MEG3 was found to sponge miR-223 and to activate NLRP3, whereas melatonin was
shown to reduce pyroptosis by suppressing NLRP3 activation and downstream factors, such as
NF-κB, gasdermin D, IL-1β, and IL-18 [366]. In hair follicle fibroblasts of cashmere goats, melatonin
upregulated the lncRNA MTC, which was associated with proliferation and also NF-κB activation [367].
This finding was in contrast to many other results on NF-κB suppression by melatonin obtained in the
context of antioxidant actions. Two other reports have dealt with melatonin’s actions in hepatocellular
carcinomas. In one study, melatonin was shown to reduce cancer progression by upregulating FoxA2,
which induced the lncRNA CPS1-IT1, with a downstream effect of reduced HIF-1α activity [368].
In another investigation, melatonin suppressed DNA repair capacity by upregulating the antisense
lncRNA RAD51-AS1, which interacts with RAD51 mRNA, and the findings were interpreted as a
sensitization to chemotherapeutic drugs [369]. A functionally different lncRNA, TERRA (telomeric
repeat-containing RNA), has been investigated in the context of melatonin. This RNA interacts with
PARP-1 (polyADP-ribose polymerase-1), a sensor of DNA damage. This interaction was shown to
stimulate SASP, but melatonin suppressed SASP-related gene expression and, therefore, an important
aging-promoting process [122].

Work on the mediation of melatonin effects on lncRNAs can be expected to become highly
important in the future [198,370], although this line of investigation is still in its infancy.
This assumption is also based on the increasing body of evidence in related fields, in particular,
the circadian system [209,371] and gerontology [372,373]. Numerous lncRNAs, e.g., over 600 in murine
liver, were found to vary in a circadian fashion, often at very high amplitudes [371]. It would be a
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surprise if the chronobiotic regulator melatonin would not modulate at least a fraction of them. Among
the lncRNAs, particular attention should be paid to subforms of a different functionality, such as
asRNAs, eRNAs and, importantly, super-enhancer lncRNAs, all of which contain numerous species
under circadian control [209,371]. The prominent role of lncRNAs in the control of inflammation
has also become evident and has been reviewed multiple times [374–380]. In this context, more
research on melatonin is desired. A further category of RNAs that will gain importance in the
melatonin field, but are still devoid of pertinent investigations, are the circRNAs, which are known to
sponge miRNAs [211,381–383]. With regard to a miRNA discussed above, miR-7, which is sponged
by the circRNA CDR1as (alias ciRS-7), a few recent publications indicate relationships to NF-κB
signaling [384–386] and to Aβ secretion [384], and they also demonstrate the profoundness of CDR1as
deficiency in the brain [387].

5. Conclusions

The decrease of melatonin in aging and in various aging-related diseases [1,2] has different,
potentially opposite, consequences. The same is valid for melatonin replacement therapies.
This results from the dual roles of melatonin as both a pro- and anti-inflammatory regulator [15–17].
The conditionality that determines whether melatonin promotes the one or the other mode of
immunological response should be a precondition for appropriately judging what kind of change has
to be expected. Unfortunately, to date, this conditionality is not completely understood. Tendentially,
one can conclude that anti-inflammatory actions of melatonin are mostly prevailing [17], however,
with the important exception of autoimmune diseases, in which the immune stimulatory properties of
melatonin may turn out to be detrimental. This concerns especially rheumatoid arthritis [50–52] and
multiple sclerosis [53]. Whether melatonin may be unfavorable in type 2 diabetes of humans, in spite
of its clearly antidiabetic actions in rodents, remains to be clarified in detail and may partially depend
on age [5]. The difference between humans and rodents has to be seen in the contrasting associations of
melatonin with food consumption and related metabolic activities in diurnality vs. nocturnality [5,16].
The inflammatory aspect of type 2 diabetes extends to brain insulin resistance, which has been identified
as a proinflammatory change in early AD [107–109]. Whether or not melatonin may be detrimental
in PD has been a matter of controversy [388–390]. The reported improvements by melatonergic
antagonists in PD [390] should at least be regarded as a caveat [391].

Under other conditions, melatonin has been shown to preferentially exert anti-inflammatory,
antioxidant, and other beneficial actions in aging [10,26,70,74,93–98,392–394]. Concerning
anti-inflammatory effects, melatonin suppresses various processes that lead to enhanced formation of
reactive oxygen and nitrogen species and to proinflammatory signaling, as summarized in Section 2.
Moreover, it also stimulates several anti-inflammatory pathways and cellular changes that favor this
side of the immune system and promote healing, as outlined in Section 3. Among these activities,
the promotion of macrophage polarization towards the M2 type may be of particular importance
for the shift from pro- to anti-inflammatory behavior, an aspect that has recently received increased
attention [137,194,197]. Another potentially decisive action of melatonin concerns the upregulation of
SIRT1 in nontumor cells, especially observed in aging animals [3,5,17,18,28,70,395]. Apart from being a
relevant factor in aging, SIRT1 displays antioxidant and anti-inflammatory properties (Section 3).
As mentioned above, various actions of melatonin are abolished by sirtuin inhibitors or Sirt1
siRNA. Moreover, some mitochondrial actions of melatonin were shown to be absent in Sirt1−/−

mice [396]. The inclusion of SIRT1 and, perhaps, other sirtuins into the spectrum of melatonin’s actions
represents an important step forward in the understanding of its aging- and inflammation-related
properties. However, one cannot expect that all SIRT1 actions mediate melatonergic regulation.
SIRT1 is also controlled by various other factors, including accessory components of circadian
oscillators that regulate NAMPT expression and NAD+ levels, hormones such as triiodothyronine
and glucocorticoids, oncogenes, lncRNAs such as HOTAIR, and various miRNAs not regulated by
melatonin. The incoherence of melatonin effects on miRNAs and their targeting of typically otherwise
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melatonin-controlled transcription factors, such as Nrf2 and NF-κB, is evident from Table 1. Moreover,
several miRNAs up- or downregulated by melatonin do not cause a rise in SIRT1. However, in the latter
case, one has to remain aware that melatonin downregulates SIRT1 in cancer cells, and that several of
the miRNAs have been studied in tumors. The selection of miRNAs in Table 1 was restricted to those
with demonstrated functions in the control of inflammation. More extensive studies on melatonin,
SIRT1, and miRNAs will presumably reveal additional cases that are related to the immune system
and also to aging and age-related diseases. As examples, the associated roles of SIRT1 and miRNAs
in SASP and in Aβ toxicity shall be briefly mentioned [125,397]. MicroRNAs and other noncoding
RNAs have brought about a new, considerably expanded level of complexity into the relationships
between melatonin, inflammation, and aging. There is considerable difficulty that arises from multiple
mRNAs targeted by a single miRNA species. A further level of complexity in the regulatory networks
can be expected as soon as the intercellular communication, via exosomal RNAs, is more profoundly
understood in its details and its variations according to diseases and aging.
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Abstract: Many elderly people suffer from hematological diseases known to be highly age-dependent.
Hematopoietic stem cells (HSCs) maintain the immune system by producing all blood cells
throughout the lifetime of an organism. Recent reports have suggested that HSCs are susceptible to
age-related stress and gradually lose their self-renewal and regeneration capacity with aging. HSC
aging is driven by cell-intrinsic and -extrinsic factors that result in the disruption of the immune
system. Thus, the study of HSC aging is important to our understanding of age-related immune
diseases and can also provide potential strategies to improve quality of life in the elderly. In this
review, we delineate our understanding of the phenotypes, causes, and molecular mechanisms
involved in HSC aging.

Keywords: hematopoietic stem cell aging; rejuvenation; self-renewal; differentiation

1. Introduction

In the hematopoietic system, hematopoietic stem cells (HSCs) continuously replenish the blood cells
including B and T lymphocytes, erythrocytes, myeloid cells, platelets, natural killer (NK) cells, mast cells,
and dendritic cells (DCs), throughout the lifetime of an organism [1–3]. HSCs were the first stem cells
to be identified and isolated and remain the most-studied tissue-specific stem cells. HSCs constitute the
pool of long-term HSCs (LT-HSCs), short-term HSCs (ST-HSCs), and multipotent progenitors (MPPs).
They can be identified with specific cell-surface markers using fluorescence-activated cell sorting (FACS)
technology. All murine HSCs are lineage (Lin−), stem cell antigen-1 (Sca-1)+, and cKit+ (LSKs) that can be
characterized as more or less primitive with CD150 (Slamf1), CD48 (Slamf2), CD34, and Flt3 [4,5]. Human
HSCs can also be isolated and identified by the expression of cell surface markers such as Lin−, CD34+,
CD38−, Thy1.1+, and CD45RA− [6–8] (Figure 1).

HSCs have the ability to self-renew and differentiate into immune cells; however, similar to other
adult stem cells, HSCs are vulnerable to age-related stress [7,8]. With aging, HSCs gradually lose
their self-renewal capacity and reconstitution potential and are therefore different from pluripotent
embryonic stem cells (ESCs) and induced pluripotent stem cells (iPSCs) [9]. HSC aging is driven
by both cell-intrinsic and -extrinsic factors. Although the functional change of HSCs with aging
is mostly regulated by cell-intrinsic factors, including DNA damage, reactive oxygen species
(ROS), epigenetic changes and polarity changes, it is also known that the hematopoietic niche or
microenvironment-derived cell-extrinsic factors are essential for the maintenance of HSCs [7,10].
Hematopoietic aging alters the immune system, inducing many types of immune diseases including
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both myeloid and lymphoid leukemias, anemia, declining adaptive immunity, autoimmunity, increased
susceptibility to infectious diseases, and vaccine failure [11,12]. Thus, the study of HSC aging is
important to our understanding of age-related immune diseases and can also provide potential
strategies to improve quality of life in the elderly. In this review, we summarized the hallmarks, causes
and mechanisms, and rejuvenation of HSC aging, and also introduced recent emerging technologies
for HSC study.

Figure 1. Differentiation of hematopoietic stem cells (HSCs). Long-term HSCs (LT-HSCs) are able to
self-renew and are responsible for generating blood cells. CLP; the common lymphoid progenitor,
CMP; the common myeloid progenitor, GMP; the granulocyte macrophage progenitor, and MEP; the
megakaryocytic and erythroid progenitor.

2. Hallmarks of HSC Aging

2.1. Defect in Repopulating Capacity

Though we know that the number of HSCs in bone marrow (BM) increases 2- to 10-fold with aging in
both mice and humans [12–14], the mechanisms by which such increases in HSC numbers occur in aged
organisms remain elusive. One hypothesis proposes that the increase in the number of aged HSCs is a
compensatory mechanism to overcome their loss of function in normal hematopoiesis [12]. Another study
suggested that an increase in the frequency of self-renewing symmetric cell divisions might contribute
to the increased numbers and impaired function of aged HSCs [15]. Recent reports show that aged
HSCs are less quiescent, with larger fractions undergoing cell division than young HSCs [8,16], having
accumulated more oxidative DNA damage [17]. These reports go on to suggest that the function of aged
HSCs may be limited by these factors. To determine the functional differences between young and aged
HSCs, a competitive transplantation assay was developed as a gold standard test to assess the long-term
self-renewal and multi-lineage potential of HSCs. In this method, HSCs are mixed with young BM cells
that are able to restore immunity in the recipient animal post-irradiation [3,5,11,12]. We and other research
groups have reported that aged HSCs exhibited a functional decline in repopulation capacity [13,18,19].
These results imply that the increased number of aged HSCs does not compensate for their loss of function,
thereby resulting in immune cell homeostasis defects in aged organisms [12,15].

2.2. Defect in Homing and Increase in Mobilization

HSCs reside in the marrow cavity of long bones during adult life, co-existing in close association
with many other cell types in BM in a highly organized structure supported by stromal cells referred
to as the niche [20–22]. The engraftment of HSCs into nonmyeloablative hosts resulted in spatial
localization of stem cell “niches,” while other transplanted BM cells were detected as flattened
bone lining cells on the periosteal bone surface [23]. Osteoblastic cells constitute an important
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cellular component of the HSC niche [24,25]. Other groups assessed that different hematopoietic
cell subsets are localized to distinct areas according to their stage of differentiation using live-imaging
techniques [20,26,27]. Interestingly, transplanted HSCs tended to home to the endosteum in irradiated
recipients but were randomly distributed and unstable in nonirradiated mice [27]. The homing ability
of HSCs, involving the trafficking of a transplanted donor HSC to the BM of a recipient, is critical in
BM transplantation procedures for the successful treatment of many blood disorders and malignancies
including leukemia, lymphoma, and myeloma [28]. Liang and colleagues found that the BM homing
efficiency of aged mouse HSCs was approximately three-fold lower than that of young HSCs; we also
reported a reduction in the homing ability of aged HSCs in BM [1,19,29].

Systemic administration of cytokines and chemokines or cytotoxic agents mobilizes hematopoietic
stem and progenitor cells (HSPCs) from the BM into peripheral blood, where they are collected in
clinically useful quantities for stem cell therapies [22]. Granulocyte colony-stimulating factor (G-CSF)
mobilizes hematopoietic cells from the marrow into circulation, with increased progenitor cells of all
lineages detected in the spleens of G-CSF-treated mice [30,31]. In a G-CSF-receptor (G-CSFR)-deficient
mice study, they found that expression of the G-CSFR on BM cells is required for mobilization of
hematopoietic progenitor cells (HPCs), but this is not dependent on the expression of the G-CSFR
on hematopoietic progenitor cells (HPCs). From these results, they suggested that the indirect effect
of G-CSF on hematopoietic cells is essential for HSC mobilization [30,32]. G-CSF causes transient
upregulation of stromal cell-derived factor-1 (SDF-1) and subsequently activates CXC chemokine
receptor-4 (CXCR4) signaling for the production of hepatocyte growth factor (HGF). HGF binds to
c-Met and thus activates c-Met signaling to regulate the mTOR/FOXO3a signaling pathway. Finally,
G-CSF signaling causes ROS production and promotes the egress of HSCs out of the BM [31,33].
Xing and colleagues revealed that the mobilization of HSPCs from BM to peripheral blood in response
to G-CSF requires the de-adhesion of HSPCs from the niche. This ability to mobilize HSCs is
approximately five-fold greater in aged mice [22].

2.3. Lineage Skewing

Under normal conditions, HSCs differentiate into balanced myeloid and lymphoid lineages.
However, aged adults show a higher prevalence of anemia and compromised adaptive immunity,
due to reduced HSC number and function, caused by thymic involution and aged lymphoid
progenitors [34,35]. Aging forces the differentiation of HSCs to myeloid bias, characterized by
a higher percentage of myeloid cells in peripheral blood, both upon transplantation and at
steady state [1,8,29,36]. Sudo and colleagues showed that although aged HSCs exhibit abnormal
differentiation, they were able to regenerate blood cells over long periods of time and could self-renew.
These aged HSCs exhibited myeloid biased differentiation [3,15]. This characteristic is also reflected in
the relative expansion of myeloid progenitor numbers in aged compared to young mice—a feature
of aged HSCs known to be a cell autonomous function [37]. The lineage skewing associated with
HSC aging has been linked to an upregulation of myeloid-specific genes and a downregulation of
lymphoid-specific genes [38,39].

3. Causes and Mechanisms of HSC Aging

3.1. DNA Damage

The DNA damage response (DDR) in cells is involved in cell cycle regulation, cell death and
senescence, transcriptional regulation, as well as chromatin remodeling [40]. HSCs are also exposed
to DDR stress due to their continuous self-renewal process as well as their microenvironment
during aging. It has been proposed that DNA damage may be a principal mechanism regulating
age-dependent stem cell decline; furthermore, the accumulation of genomic instability has been
implicated in hematopoietic malignancy, possibly derived from transformed HSCs [40,41]. Researchers
have reported that HSCs experience genomic instability during physiological aging. Rossi and
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colleagues tested these hypotheses in mice deficient in several genomic maintenance pathways
including nucleotide excision repair, telomere maintenance, and non-homologous end-joining.
DDR-deficient HSCs exhibited an accumulation of high levels of DNA double strand breaks (DSBs),
reduced repopulation ability and self-renewal, as well as stem cell exhaustion, such as occurs in aged
HSCs [1,40,42]. Similar to mouse HSCs, human CD34+ HSCs and hematopoietic progenitors showed a
significant accumulation of DSBs during the normal aging process [43]. These reports strongly suggest
that the appropriate DDR is important for the maintenance of HSCs and may prevent the functional
decline of HSCs from aging.

3.2. ROS (Reactive Oxygen Species)

HSCs reside in hypoxic niches in the BM—an environment that presumably ensures HSCs are
protected from oxidative stress and can maintain their self-renewal ability [31]. HSCs are quiescent,
have a low metabolic rate, and therefore, generate low levels of reactive oxygen species (ROS).
However, with aging, ROS levels accumulate and can result in ROS-induced oxidative stress in
HSCs [1,44,45]. Aging increases ROS levels, which contribute to increased proliferation, senescence,
or apoptosis. HSCs exposed to low ROS levels maintained a higher self-renewal potential in serial
transplantation. However, HSCs exposed to high ROS levels failed to self-renew and showed higher
levels of expression of activated p38 mitogen-activated protein kinase (p38) and mammalian target of
rapamycin (mTOR) [46]. Porto and colleagues found that aged HSCs showed increased oxidative stress
compared to young HSCs; mitochondria and NADPHox were the major sources of ROS production,
whereas CYP450 contributed in middle and aged HSCs and xanthine oxidase only in aged HSCs [47].
Thus, oxidative stress might be considered an important cause of HSC dysfunction during the aging
process [48]. We have reported the regulatory mechanisms of ROS in aged HSCs using specific gene
knockout mice. We found that thioredoxin-interacting protein (TXNIP) regulated ROS levels in HSCs
by regulating p53 activity via interference with p53-mouse double minute 2 (MDM2) interactions [5].
More recently, we revealed that TXNIP regulated p38 activity—a critical inducer of ROS in aged
HSCs [19]. Recent reports have also demonstrated that ROS acted as critical regulators of HSC aging
and go on to determine regulatory mechanisms. The Forkhead O (FOXO) subfamily of transcription
factors—including Foxo1, Foxo3a, and Foxo4—regulated pools of HSCs and progenitors as well as ROS
in HSCs [49,50]. Hypoxia-inducible factor-1α (HIF-1α) was highly expressed in HSCs. HIF-1α changed
cellular metabolism of HSCs from mitochondrial respiration to glycolysis and thereby reduced ROS
production. Deletion of HIF-1α in HSCs induced ROS levels and reduced long-term repopulation
capacity [31,51]. Altogether, the importance of ROS as an inducer of aging in HSCs was determined by
cellular regulatory mechanism studies.

3.3. Epigenetic Changes

Epigenetics refers to changes in gene expression that do not involve changes to the underlying
DNA sequence, that is a change in phenotype without a change in genotype [52]. Analysis of gene
transcriptional profiles indicated that myeloid differentiation-linked and inflammation- and stress
response-related genes were upregulated, but lymphopoiesis, DNA repair, and chromatin silencing
genes were downregulated in aged HSCs [13,53]. Aged HSCs exhibited broader H3K4me3 peaks
across HSC identity and self-renewal genes, exhibiting increased DNA methylation at transcription
factor binding sites associated with differentiation-promoting genes. There is a strong correlation
between altered H3K4me3 levels and transcriptional activity, involving genes that undergo increased
expression levels, most significantly with age [53]. These gene expression changes are in accordance
with age-induced myeloid skewing, at the level of gene transcription. It also implies that HSC aging is
related to epigenetic changes that impact transcriptional regulation. The function of DNA methylation
includes the induction of physiological processes such as stem cell differentiation [52]. Genetic
inactivation of DNA methyltransferase 1 (DNMT1), induced nearly immediate and complete loss of
HSCs in vivo [54]. Reduced DNMT1 activity in HSCs restricted myeloerythroid differentiation due to
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both impaired silencing of key lineage determinant genes and an inability to prime master lymphoid
regulators [55]. DNMT3a also regulates HSC fate decisions, as evidenced by the conditional inactivation
of DNMT3a, which skews HSC divisions toward self-renewal at the expense of differentiation [56].
The expression of genes encoding DNA methyltransferase enzymes decreases in aged HSCs compared
to young; moreover, aged HSCs are characterized by a gradual increase in global DNA methylation
levels [53]. Corresponding with the DNA hypermethylation of aged HSCs, there is a concomitant
reduction in 5-hmC in aged HSCs compared to young, with all three TET enzymes decreasing in
abundance, with age [52,53]. Florian and colleagues demonstrated that young HSCs expressed higher
levels of AcH4K16 and aged HSCs presented decreased levels of AcH4K16 [57]. However, these
mechanisms are inadequate to explain the exact correlation between epigenetic changes and HSC
aging; therefore, the functional consequences of epigenetic changes in HSCs remain to be determined.

3.4. Polarity Changes

The small RhoGTPase Cdc42 (Cdc42) cycles between an active (GTP-bound) and an inactive
(GDP-bound) state and is known to regulate actin and tubulin organization, cell-cell and
cell-extracellular matrix adhesion, and cell polarity in distinct cell types [57–59]. Florian and colleagues
reported Cdc42 as a new aging marker for HSCs. They found that elevated Cdc42 activity in aged HSCs
was causally linked to HSC aging and correlated with a loss of polarity in aged HSCs. Constitutively
activated Cdc42 resulted in premature aging of HSCs and induced depolarization of Cdc42 and tubulin
in aged HSCs. Pharmacological reduction of Cdc42 activity reversed the polarity of Cdc42 and tubulin
and restored cellular function of aged HSCs [57]. We also demonstrated that aged HSCs showed
depolarization of Cdc42 allowing us to use it as an aging marker for HSCs in our study [19].

4. Rejuvenation of Aged HSCs

4.1. Reduction of Nutrient Supply

Mutations in growth signaling pathways extend the life span while protecting against
age-dependent DNA damage in yeast [60]. Prolonged fasting (PF) reduces progrowth signaling and
activates pathways that enhance cellular resistance to toxins in mice and humans [60–62]. One group
has suggested that caloric restriction by PF can rejuvenate aged HSCs. They reported that PF
reduced circulating IGF-1 levels and PKA activity in various cell populations and rejuvenated the
aging-associated phenotypes of aged HSCs including myeloid bias. PF also protected mice from
chemotherapy-induced immunosuppression and mortality [63].

Reversible acetylation of metabolic enzymes regulates metabolic pathways in response to nutrient
availability [64]. The sirtuin family are key regulators of the nutrient-sensitive metabolic regulatory circuit.
Calorie restriction reduced ROS by inducing the activation of SIRT3-mediated superoxide dismutase
2 (SOD2) [65]. Brown and colleagues demonstrated that SIRT3 regulated the global acetylation of
mitochondrial proteins, which are enriched in HSCs. The expression of SIRT3 decreased with aging;
moreover, SIRT3 was dispensable for young HSCs but was essential under stress or for aged HSCs.
Finally, the authors suggested that the plasticity of mitochondrial homeostasis controls HSC aging and
showed that aged HSCs can be rejuvenated by SIRT3 expression [66]. Mohrin and colleagues have
reported on the interaction between SIRT7 and nuclear respiratory factor 1 (NRF1). SIRT7-deficient HSCs
showed a reduction in repopulating capacity and myeloid-biased differentiation in transplantation assays.
The upregulation of SIRT7 improved the regenerative capacity of aged HSCs [67].

4.2. ROS Scavenging

HSCs exhibit low metabolic rates and produce less ROS. The ataxia telangiectasia mutated
(ATM) gene is essential for HSC self-renewal and quiescence; ATM regulates ROS levels in HSCs.
ATM-deficient mice showed a defect in HSC function and elevated ROS levels in HSCs. Treatment
with the ROS scavenging agent, N-acetyl-L-cysteine (NAC), rescued the repopulating capacity of
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ATM-deficient HSCs [68]. p38 limits the lifespan of HSCs in vivo by inducing ROS; the inhibition of p38
by treatment with SB203580, a p38 inhibitor, rescued ROS-induced defects in HSC repopulating capacity
and HSC quiescence maintenance [69]. Recently, we developed a new p38 inhibitor—TN13—which is
a cell-penetrating peptide-(CPP-), a conjugated peptide derived from the TXNIP-p38 interaction motif
in TXNIP. TN13 inhibited p38 activity and rejuvenated aged HSCs by reducing ROS levels [19]. G
protein-coupled receptor kinases (GRKs) regulate cytokine receptors in mature leukocytes. GRK6−/−

mice exhibited HSC loss and impaired HSC self-renewal. GRK6 also regulates ROS response, and ROS
scavenger α-lipoic acid treatment rescued HSC loss in GRK6−/− mice [70].

4.3. Epigenetic Modulation

Elevated Cdc42 activity is associated with HSC aging and induces decreased levels of H4K16Ac
in aged HSCs. Treatment with a specific inhibitor of Cdc42 activity (CASIN) can restore aged HSC
phenotypes by regulating both Cdc42 activity and epigenetic reprograming by elevating H4K16Ac
levels to those of young cells [1,57]. Special AT-rich sequence binding 1 (Satb1), a nuclear architectural
protein, regulates chromatin structure by epigenetic regulation and plays an important role in lymphoid
lineage specification. The expression of Satb1 increased with early lymphoid differentiation and
Satb1-deficient HSCs showed a reduction in lymphopoiesis, while induced Satb1 expression enhanced
lymphocyte production. Exogenous Satb1 expression primed the lymphoid potential of aged HSCs [71].

4.4. Clearance of Senescent Cells

Aging and genotoxic stress induce cellular senescence of HSCs [72,73]. Senescent cells (SCs)
accumulate in various tissues and organs with aging, thereby disrupting tissue structure and
function by secreting cellular components. Clearance of SCs in a mouse model using a transgenic
approach revealed delays in several age-associated disorders [74]. Chang and colleagues developed
a potent senolytic drug ABT263—a specific inhibitor of BCL-2 and BCL-xL, that selectively kills SCs.
Oral administration of ABT263 effectively depleted SCs—including senescent HSCs in both sub-lethally
irradiated and normally aged mice. Depletion of SCs mitigated irradiation-induced premature aging
of the hematopoietic system and rejuvenated aged HSCs in normally aged mice [75]. Given these
results, Chang et al. determined that ABT263 may represent a new class of radiation mitigators and
anti-aging agents.

5. Emerging Technologies for HSC Study

5.1. Single-Cell RNA-Sequencing (scRNA-Seq)

HSCs are heterogeneous and HSC fate decisions are performed at the individual cell level. Thus,
single-cell profiling may be an essential tool for characterizing the heterogeneity of HSCs. Most
recently, single-cell RNA-sequencing (scRNA-Seq) was developed to profile single cells and was
applied in the studies of HSCs [76]. Kowalczyk and colleagues used scRNA-Seq to dissect variability
in HSCs and HPCs from young and old mice. They found that transcriptional changes in HSCs
during aging are inversely related to those upon HSC differentiation, and old ST-HSCs exist in a
less differentiated state than young ST-HSCs [77]. One group have revealed that the megakaryocyte
lineage is developed independently of other hematopoietic fates using scRNA-Seq. They have also
found a functional hierarchy of unilineage- and oligolineage-producing clones within the MPPs [78].
Grover and colleagues identified an unrecognized class of HSCs that exclusively produce platelets
with age. They suggested that increased platelet bias may contribute to the age-associated decrease in
lymphopoiesis [79]. More recently, Baron and colleagues reported the genes and transcription factor
networks activated during the endothelial-to-haematopoietic switch using scRNA-Seq. From this study,
they provide an unprecedented complete resource to study in depth HSC generation in vivo [80].
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5.2. Single-Cell Transplantation

HSC transplantation assays evaluate the capacity of HSCs to repopulate the hematopoietic system.
HSC heterogeneity was initially identified by tracking of myeloid and lymphoid lineage output from
transplanted single HSCs [81–83]. Single-cell transplantation has shown considerable heterogeneity of
HSCs and different propensities of myeloid-, lymphoid- and platelet-biased HSCs in fate decision [84].
Carrelha and colleagues applied single-cell transplantation assays to investigate lineage-restricted
fates of long-term self-renewing HSCs. They found that a distinct class of HSCs adopts a fate towards
megakaryocyte/platelet-lineage tree, but not of other blood cell lineages. Finally, they suggested
that a limited repertoire of distinct HSC subsets adopt a fate towards replenishment of a restricted
set of blood lineages, before loss of self-renewal and multipotency [84]. Yamamoto and colleagues
investigated the age-related functional changes in HSCs using single-cell transplantation assays.
They found that myeloid-restricted repopulating progenitor (MyRPs) frequency increased dramatically
with age. Interestingly, they identified new subsets, latent-HSCs, that were myeloid restricted in
primary recipients but displayed multipotent (five blood-lineage) output in secondary recipients.
From these results, they have raised a question about the traditional dogma of HSC aging and our
current approaches to assay [85].

6. Conclusions

Here, we introduced the hallmarks of HSC aging including defects in repopulation capacity,
homing, and an increase in mobilization and myeloid-biased skewing. HSC aging is driven by
multiple cell-intrinsic factors such as DNA damage, ROS, epigenetic changes and polarity changes,
and cell-extrinsic factors including cytokines and chemokines derived from the HSC niche. We also
mentioned recent emerging technologies for single-HSC profiling such as scRNA-Seq and single-cell
transplantation. These methods have proven highly valuable in the unravelling of HSC heterogeneity,
as described above. Surprisingly, aged HSCs could be rejuvenated by reduction of the nutrient supply,
ROS scavenging, epigenetic modulation or the clearance of senescent cells (Figure 2). Although we
have described the defined mechanisms and the physiological or biological changes involved in HSC
aging, this does not explain all the aspects of aging, many of which remain elusive. However, our
accumulated knowledge may be helpful for understanding HSC aging and designing HSC aging
studies. Fortunately, many HSC aging studies have suggested that the dysregulated functions of
aged HSCs can be reversed or rescued by rejuvenating agents or the overexpression of specific genes.
In the future, these approaches may shine a light on treating age-related immune diseases and can also
provide a promising tool to improve quality of life for the elderly.

Figure 2. Regulation of HSC aging and rejuvenation. Aged HSCs have the hallmarks of low
repopulation capacity, low homing ability, high mobility, myeloid skewing, and high ROS, among
others. HSC aging is driven by DNA damage, ROS, epigenetic change, and loss of polarity. Aged
HSCs can be rejuvenated by nutrient reduction, ROS scavenging, polarity shift, epigenetic modulation,
and senescent cells clearance.
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Abstract: Age is associated with altered immune functions that may affect the brain. Brain barriers,
including the blood–brain barrier (BBB) and blood–CSF barrier (BCSFB), are important interfaces
for neuroimmune communication, and are affected by aging. In this review, we explore novel
mechanisms by which the aging immune system alters central nervous system functions and
neuroimmune responses, with a focus on brain barriers. Specific emphasis will be on recent works
that have identified novel mechanisms by which BBB/BCSFB functions change with age, interactions
of the BBB with age-associated immune factors, and contributions of the BBB to age-associated
neurological disorders. Understanding how age alters BBB functions and responses to pathological
insults could provide important insight on the role of the BBB in the progression of cognitive decline
and neurodegenerative disease.
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1. Introduction

Advances in modern medicine, nutrition, hygiene, and safety standards have doubled the
life expectancy of humans worldwide over the last century and a half [1]. It has been estimated
that in the next 50 years, the elderly will comprise approximately 20% of the world population [2].
Therefore, it is imperative that the scientific and medical communities investigate approaches that
will minimize age-associated disease and maximize quality of life. Age-associated neurological
and neurodegenerative diseases are especially debilitating to the afflicted and their families, having
tremendous emotional and socioeconomic costs. Changes in the immune system have long been
recognized to occur with aging, and it is now appreciated that neuroinflammation likely contributes
to age-associated neurological diseases [3]. However, it is less well understood how specific changes
in the immune system with aging may affect central nervous system (CNS) functions and contribute
to neurological disease. We posit that brain barriers, especially the blood–brain barrier (BBB) and
blood–CSF barrier (BCSFB), are important interfaces between CNS and peripheral tissues that are
affected by age-associated changes in the immune system. The BBB/BCSFB may, in turn, affect
homeostatic functions of the CNS, and/or exhibit more detrimental responses to pathological stimuli.
In this review, we will provide a brief overview of changes known to occur in the peripheral immune
system with aging, and then discuss recent works that have explored the relationships of BBB/BCSFB
dysfunction, healthy aging, and the immune system. We will also briefly discuss how age might
contribute to BBB/BCSFB dysfunction in different disease states.
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2. Changes in the Immune System with Aging

Aging is associated with immune-related changes that come with clinical consequences.
For example, as one ages, vulnerability to certain infections increases, and effectiveness of many
vaccines decreases [4]. These clinical features of aging are attributed to an overall decline in
protective immune responses, termed “immunosenescence” [1]. Aging is also associated with
low-grade inflammation that occurs in the absence of overt infection, termed “inflammaging” [5].
Immunosenescence and inflammaging are interrelated processes [6], and may occur with age due to a
number of factors that include latent infections, metabolic changes, and cell/tissue injury. Changes
in the adaptive and innate immune systems, and related physiological processes that are detectable
outside of the CNS are summarized below. Later sections will further discuss known relations of these
changes to neuroimmune functions of the BBB and BCSFB.

2.1. Age-Associated Changes in the Adaptive Immune System

The main function of the adaptive immune system is to confer immunological memory to the
organism, which facilitates the rapid recognition and neutralization of specific pathogens upon
subsequent encounters. Changes in the cellular arm of the adaptive immune system with age have
been described comprehensively by many groups [7–9]. One prominent feature of immunosenescence
in the elderly is the change in T-cell composition. In particular, there is a decrease in the number of
naïve T lymphocytes and an increase in memory and effector T cells with age, as well as a reduced
diversity in T-cell receptors, and diminished functions of both naïve and memory T-cells [7,10].
The mechanistic underpinnings of these changes have been described elsewhere [7]. Changes in
the B-cell compartment include reduced B-cell numbers, a reduced repertoire of B-cell receptors,
reduced proliferative capacity, and decreases in immunoglobulin class-switch recombination [10,11].
The immunological consequences of reduced B-cell and T-cell functions include the reduced ability
to generate immune memory to novel antigens, and thus, the reduced vaccine efficacy and increased
vulnerability to certain infections in the elderly.

2.2. Age-Associated Changes in the Innate Immune System

The innate immune system is important for mounting initial protective responses against
infections, and in sterile tissue injury and wound repair. The innate immune system also initiates
cross-talk with the adaptive immune system through antigen presentation, co-stimulatory molecule
expression, and cytokine production and so can contribute to adaptive immune responses [12].
The major changes in the innate immune system with aging include a heightened level of baseline
inflammation, and an impaired ability to mount an efficient innate immune response against pathogenic
stimuli. Specific changes in the function of innate immune cells have been comprehensively described
elsewhere [13], and include impairments in phagocytosis, capacity to produce reactive oxygen and
nitrogen species, T-cell priming, and signaling through pattern recognition receptors.

2.3. Age-Associated Changes in the Microbiome

A significant portion of the body’s immune system resides in or near the gastrointestinal tract and
can regulate the resident gut microbial populations. In young humans, the most numerous and diverse
bacterial phylum is Firmicutes, with most in this phylum belonging to the Clostridia class. The second
most abundant phylum is Bacteriodetes, which shows a high level of subject-to-subject variability in
phylotypes detected [14]. In initial studies from the ELDERMET consortium that explored differences
in gut microbial populations in young versus elderly subjects, it was found that elderly subjects had
a lower proportion of Firmicutes, and atypical Bacteriodetes/Firmicutes ratios where Bacteriodetes
predominated [15]. However, this study and others also demonstrated that elderly subjects show high
variability in their microbiota profiles [15,16]. Notably, many of the Firmicutes are major producers of
the short chain fatty acid, butyrate [17], which has histone deacetylase inhibitor activities and has been
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shown to protect against age-associated conditions such as sarcopenia and cognitive impairment in
rodent models of neurodegenerative disease [18,19]. Increases in pathogenic bacteria that thrive in
pro-inflammatory environments such as streptococci, staphylococci, enterococci, and enterobacteria
have also been reported with aging [16], namely in centenarians [20].

Gut-associated lymphoid tissues (GALT) are the major immune interfaces of the gut that
regulate the microbiome throughout lifespan. Age-associated changes in GALT include a reduction in
antigen-specific IgA-immune responses which are, in part, mediated by aberrant cytokine responses of
CD4+ T-cells [21]. It has also been shown that aging is associated with a reduced induction of immune
tolerance to novel oral antigens [22]. Loss of the immunoregulatory environment within the gut with
aging may have consequences, such as immune responses to novel antigens that would normally be
tolerated, or a shift in gut microbial populations [16]. A pro-inflammatory environment within the gut
could also result in microbial translocation and release of pathogenic microbes and/or their products
(e.g., lipopolysaccharides) into the bloodstream, which could affect distal organs such as the CNS [23,24].

Dietary and environmental changes that are specifically associated with aging may also contribute
to alterations in the microbiome. For example, dietary changes may occur upon new residence in
assisted living institutions [16]. The elderly are also disproportionately affected by Clostridium difficile
infection, and risk factors that may facilitate changes in the microbiome include increased use of
antibiotics, and prior health care exposures where C. difficile may be contracted [25].

2.4. Age-Associated Changes in Peripheral Tissue Microenvironments and the Circulation

The transition of cells to a senescent phenotype is thought to be a protective mechanism
against malignancies, and accumulation of senescent cells in multiple tissues occurs with
aging [26]. Senescent cells are growth-arrested, but they remain metabolically active and undergo
dramatic changes in protein expression and secretion, primarily in response to DNA damage [27].
The senescence-associated secretory phenotype (SASP) involves secretion of soluble cytokines,
chemokines, and growth factors, proteases, extracellular matrix components, and reactive oxygen and
nitrogen species which together modify the tissue microenvironment to promote local inflammation
and tissue damage [26]. Therefore, cellular senescence may be one contributing factor to inflammaging.
It has been proposed that cells of the CNS that have proliferative capacities such as endothelial cells
and glia may also adopt a SASP, which could result in low-grade inflammation in the aging brain [28].

The BBB could also be affected by the accumulation of SASP cells in the periphery if exposed
to pro-inflammatory secreted factors in the bloodstream. Many studies to date have demonstrated
elevations in circulating inflammatory and acute phase proteins with aging [29–32]. We have also
recently reviewed many aspects of neuroimmune interactions of the BBB and BCSFB with immune
factors associated with SASP [33]. Recently, a novel aptamer-based proteomic approach was used
to assess proteomic profiles in blood with healthy aging [34]. This study significantly detected an
overall enrichment of SASP proteins in blood with aging, although some classical aging biomarkers
such as interleukin-6 (IL-6), tumor necrosis factor-α (TNF-α), and insulin-like growth factor-1 (IGF-1)
were not among the top-ranking age-associated proteins [34,35]. However, the proteins detected did
reflect enriched signaling pathways such as cytokine/cytokine-receptor interactions, complement
and coagulation cascades, and axon guidance. Notably, the protein that most strongly correlated
with aging in this study was macrophage inhibitory cytokine-1 (MIC-1)/growth differentiation
factor 15 (GDF15), which is a transforming growth factor-β (TGF-β) superfamily member that has
anti-inflammatory activities in vitro [34,36]. Recent studies have also implicated GDF15 in obesity
and the regulation of body weight, as well as frailty [37–39]. Overall, results from biomarker studies
suggest that there may be differences in blood biomarkers that could signify healthy aging and predict
SASP-associated disease.
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3. Age-Associated Changes in Neuroimmune Functions

3.1. Altered Neuroimmune Phenotypes with Aging

Evidence supports that aging causes a pro-inflammatory environment in the CNS. Factors that
have been proposed to contribute to increased baseline activation of inflammatory processes in the
brain include reactive oxygen species, release of damage-associated molecular patterns (DAMPs)
from injured or dying cells, increased abundance of cells with SASP phenotypes, and responses to
peripheral inflammatory signals [40–44]. In humans, non-human primates, and rodents, aging is
associated with increased numbers of reactive microglia and astrocytes [45]. The reactive phenotype of
both astrocytes and microglia is typically determined by the expression levels of specific cell surface
markers, as well as morphological changes of the cells. For example, there is an increased proportion
of microglia in aged mice that stain positive for cell surface markers such as major histocompatibility
complex II (MHCII), and cluster of differentiation (CD)11b, 86, and 68 [46]. Microglia in the healthy
brain adopt a ramified morphology, characterized by long, branched extensions from the cell body
that function in surveying the local environment [47]. With aging, microglia de-ramification is
apparent: processes retract and thicken, and cell bodies enlarge [46,48]. Astrocytes also demonstrate
morphological changes and increased expression of the inflammatory surface marker, glial fibrillary
acidic protein (GFAP), with aging [46]. Aging also involves a shift in cytokine expression profiles,
with increases in pro-inflammatory cytokines such as interleukin-1β (IL-1β) and IL-6, and decreases
in anti-inflammatory cytokines such as interleukins 10 and 4 (IL-10 and IL-4) [46]. Overall, these
pro-inflammatory phenotypes of glia at baseline are thought not only to reflect chronic, low-grade
neuroinflammation, but also a “primed” phenotype whereby glia have more robust responses to
immune stimuli [44].

3.2. Altered Neuroimmune Responses to Stimuli with Aging

It is appreciated that the aging brain may be more vulnerable to pathological changes in
response to acute illness and infections. For example, urinary tract infections, which are not
associated with cognitive symptoms in the young, can cause delirium and other neuropsychiatric
conditions in the elderly [49]. Rodent models also suggest that aged mice have more severe
neuroinflammatory responses and exacerbated behavioral outcomes following peripheral immune
stimuli [50]. A prototypical stimulator of the innate immune system is lipopolysaccharide (LPS), which
is a cell wall constituent of Gram-negative bacteria that activates inflammatory signaling cascades
through the pattern recognition receptor Toll-like receptor 4 (TLR4) [51]. Young, healthy mice treated
intraperitoneally with LPS exhibit a systemic cascade of cytokines and chemokines in the blood
and brain [52], reactive gliosis, changes in body temperature and weight, and sickness behaviors.
Intraperitoneal injection of LPS in aged mice causes increased pro-inflammatory cytokine responses and
reactive microgliosis versus young mice [50,53,54]. Behavioral complications of peripheral infections
and/or exposure to bacterial components is also more pronounced with age. For example, aged
rodents are more vulnerable to cognitive impairment, sickness behavior, and depressive-like behavior
following exposure to systemic inflammatory stimuli [50,54–56]. Neuroinflammatory stimuli, such
as injection of the cytokines TNF-α and interferon-γ (IFN-γ) in the lateral ventricle, also result in
increased reactive gliosis which occurs in the absence of apparent neurodegenerative changes [57].

4. The BBB as an Interface for Neuroimmune Communication

4.1. Anatomical, Cellular, and Subcellular Organization of Brain Barriers

4.1.1. The Vascular BBB

The primary anatomical unit of the vascular BBB is the brain endothelial cell (BEC). BECs have
unique phenotypic properties that restrict the unregulated diffusion of molecules from blood into
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brain (barrier functions), and also those that regulate the passage of circulating nutrients, hormones,
peptides, and proteins into and out of the brain (transport functions). In addition, the vascular
BBB is an important signaling and secretory interface and uniquely regulates immune surveillance
in the brain [33]. In Section 4.2, we will discuss how these functions of the BBB contribute to the
immune-privileged status of the CNS and to unique aspects of neuroimmune communication.

Barrier functions of the vascular BBB are conferred by at least four distinct phenotypes of brain
endothelial cells. These include expression of specialized tight junction proteins, reduced levels of
pinocytosis, expression of efflux transporters, and expression of metabolic enzymes Tight junction
protein complexes expressed by BECs localize to cell–cell junctions and prevent the diffusion of
substances between cells (paracellular diffusion). Tight junctions are comprised of integral membrane
proteins that include claudins (namely, claudin-5), occludin, and junctional adhesion molecules such
as zonula occludens [58,59]. In addition to limiting paracellular diffusion, tight junctions can limit the
lateral diffusion of membrane proteins and thus confer polarity to BECs. Tight junction proteins also
interact with the cytoskeleton, adherens junctions, and the extracellular matrix, and are dynamically
regulated by a range of stimuli at transcriptional and post-translational levels [58]. Relative reductions
in fluid-phase pinocytosis also contribute to the BBB, and recent works have begun to elucidate
molecular processes that are uniquely active in BECs and suppress formation of pinocytic vesicles.
For example, the lipid transporter major facilitator superfamily domain containing 2A (Mfsd2a) confers
a unique membrane lipid composition to brain endothelial cells that prevents assembly of caveolin-1
vesicles [60,61]. Finally, the BBB expresses specialized efflux transporters and metabolic enzymes that
prevent the diffusion of circulating xenobiotics and other molecular substrates that would otherwise
accumulate in the brain. Most efflux transporters at the BBB belong to the family of ATP-binding
cassette transporters, and include P-glycoprotein (P-gp), multidrug resistance proteins (MRPs) and
breast cancer resistance proteins (BCRPs) [62]. Examples of metabolic enzymes that contribute to
BEC barrier functions include those that metabolize neurotransmitters (e.g., monoamine oxidases,
cholinesterases, and aminopeptidases), and Phase I and II enzymes such as cytochrome P450s and
transferases that are important for drug metabolism [63].

Like peripheral organs, the brain derives nutritive and trophic support from the circulation.
However, energy and anabolic substrates such as glucose and amino acids that are derived from the
circulation do not freely diffuse across BEC membranes, and so require transporters at the BBB to
permit their passage from brain-to-blood in sufficient concentrations to support normal brain functions.
Similarly, peptides and proteins such as insulin, leptin, ghrelin and some cytokines and chemokines
can cross the intact BBB, and utilize specialized transport systems to do so. Transport systems at
the BBB include solute carriers, which facilitate energy-independent transport down a concentration
gradient, endocytic receptors, which bind ligands and transport them from one side of the membrane
to the other in an energy-dependent process, and adsorptive endocytosis which involves interactions
with the glycocalyx [33]. BBB transporters are important for conveying signals that relay aspects
of metabolic status such as satiety and adipose mass, as well as inflammatory status which will be
discussed in greater detail in Section 4.2. Also described in greater detail in Section 4.2 are the signaling
and secretory interface functions of the BBB and their relevance to neuroimmune communication.

The specialized phenotype of BECs is greatly influenced by their local environment and closely
associated supportive cells that are collectively termed the neurovascular unit (NVU). The most closely
apposed cells to BECs are pericytes, which are found mostly around capillaries and post-capillary
venules, and share a basement membrane with the brain endothelium. Pericytes are important for
BBB induction and maintenance, as has been shown in mouse models with pericyte deficiencies [64].
Astrocyte end feet are also in very close proximity to the BBB, and ensheath the vessels. Astrocytes
are also important for BBB induction and maintenance, as astrocyte conditioned medium is sufficient
to promote BBB properties of BECs cultured in vitro [65]. Other components of the NVU include
neurons, microglia, oligodendrocytes, and the extracellular matrix, which have been described for
their contributions to BBB function under physiological and inflammatory states [33].
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4.1.2. The Epithelial BCSFB

The BCSFB exists at the level of brain epithelial cells that comprise the choroid plexus (CP),
which is located in each of the brain ventricles. Arachnoid epithelial cells also contribute to the
BCSFB. Notably, endothelial cells comprising the vasculature in the CP do not have a BBB phenotype,
and so permit leakage of serum components into the CP stroma [66]. The CP vasculature is also
permissive to leukocyte trafficking, and so the stroma within the CP is a site where immune surveillance
actively occurs. The CP epithelial cells of the BSCFB, similar to the BBB, express specialized tight
junction proteins and efflux transporters that contribute to the barrier properties of the choroid plexus
epithelium (CPE). The tight junction protein repertoire of the CPE is somewhat distinct from BECs
in that they are comprised of distinct claudin proteins (1, 2, and 11) [59]. The CPE is the major
site of cerebrospinal fluid (CSF) production, and CPE transporters are important for regulating CSF
composition (reviewed in [67]). The arachnoid epithelium, while not a site for CSF production, does
express the tight junction protein claudin 11, and efflux transporters such as P-gp and BCRP which
may influence drug penetration in to the brain [33].

In contrast to the brain parenchyma, which has very low levels of blood-derived leukocytes
under physiological conditions, the CSF and meninges do have resident populations of blood-derived
leukocytes which must cross brain barriers to enter these compartments [68]. Indeed, the choroid
plexus and arachnoid epithelial cells of the BCSFB are proposed to be major routes by which leukocytes
gain entry to CSF under healthy conditions [68,69], and can also be a route of entry in injured states [70].
Aspects of leukocyte trafficking to the brain across brain barriers with aging will be discussed later in
Section 5.1.4.

4.2. Neuroimmune Axes of the BBB

The BBB prevents the unregulated exchange of neuroimmune substances and cells between
the CNS and blood. Hence, it is the BBB more than any other structure that secures the CNS as
an immune-privileged tissue. However, the immune-privileged status of the CNS is relative as a
number of mechanisms establish links between the peripheral components of the immune system and
those of the CNS. These mechanisms are operational physiologically and, as discussed below, can be
involved in aging and in aging-related diseases. Some of these mechanisms, such as vagal and other
cranial nerve afferents, do not directly involve the BBB, whereas many others do. For convenience,
mechanisms of BBB-neuroimmune interactions can be grouped into five categories or “axes” [33].

The first axis relates to the physiological regulation of the barrier properties that prevent
leakage and is currently the least understood of the axes. As discussed above, much is known
about how the barrier [71] is formed and even about how it can breakdown to once again become
leaky [72–76]. However, there is some evidence that a degree of leakage may occur normally, if
transiently. Hormones known to affect BBB tightness and that vary diurnally or with aging include
insulin and dehydroepiandrosterone [77,78]. Such “physiological” leakage is probably at a very low
level and its purpose is unknown.

A second axis is the alteration of other barrier functions, such as its transporter functions, by
neuroimmune substances. There are many examples of these, such as TNF-α affecting the brain
endothelial cell cytoskeleton [79], LPS increasing insulin transport [80], and granulocyte-macrophage
colony-stimulating factor and IL-6 modulating BBB permeability to human immunodeficiency
virus [81].

A third axis relates to the ability of the barriers to transport neuroimmune substances between
the CNS and the blood. The best studied in this category are blood-to-brain transporters for cytokines,
including IL-1α and β, IL-6, and TNF-α [82].

A fourth axis relates to immune cell trafficking as discussed above. This axis is clearly involved
in both disease, as exemplified by multiple sclerosis, and in normal brain functioning [83]. The latter
is illustrated by the belief that an impairment of immune cell surveillance in the brain can lead to
progressive multifocal leukoencephalopathy [84].
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The fifth axis relates to the ability of barrier cells themselves to secrete neuroimmune substances.
For example, LPS acting at the luminal surface of brain endothelial cells induces release of
prostaglandins into brain [85,86], resulting in fever. Barrier cells also secrete nitric oxide and
cytokines [87]. Such release can be constitutive or induced. Secretion can be either from the same cell
membrane surface (i.e., luminal–luminal or abluminal–abluminal) that receives the immune stimuli or,
as in the case of LPS-prostaglandin-fever, from the opposite cell membrane surface [88].

These axes can interact in dynamic ways. As discussed below, they are known in some cases to be
involved in aging and aging-related diseases.

5. Neuroimmune Mechanisms of Age-Associated Changes at the BBB

As was conveyed in Section 2, physiological aging is associated with changes in the immune
system that may occur in response to the altered molecular environment of the aged organism.
Although very few studies to date have explored direct relationships between BBB dysfunction and
age-associated changes in peripheral components of the innate or adaptive immune systems (discussed
in Section 5.1.5), emerging works have explored mechanistic changes at the BBB with aging that may
contribute to altered neuroimmune functions. In this section, we will discuss changes at the BBB that
are associated with aging in the absence of overt disease, and how physiological aging may affect BBB
responses to immune stimuli. We will also consider activities of age-associated signaling pathways at
the BBB and BCSFB, and how these might be affected using pharmacological approaches.

5.1. Changes in Brain Barrier Function with Aging

A challenge in the assessment of BBB dysfunction in healthy human aging is that many parameters
can only be assessed in post-mortem tissues, and so it is difficult to distinguish changes at the BBB
in humans that occur as a result of aging versus disease. Measurements of BBB dysfunction in living
human subjects using imaging techniques such as PET, SPECT, and MRI are also becoming more
robust with advances in instrumentation and analysis techniques, and have suggested that pathological
changes at the BBB do occur progressively with aging, and predict clinical symptoms such as cognitive
impairment. Findings in rodent models also corroborate general aging-associated phenotypes of
the BBB and have elucidated possible mechanisms by which BBB functions are altered with age.
These details are further described below.

5.1.1. Brain Barrier Disruption

One of the most-studied (and yet, poorly understood) aspects of BBB dysfunction is
disruption [89], which is typically defined by the apparent leakage of normally BBB impenetrant
molecules. Recent imaging results argue that BBB disruption does occur in healthy aging, and is worse
in individuals with mild cognitive impairment, which is considered a prodrome of Alzheimer’s disease
(AD) [90,91]. One common approach to proxy BBB disruption in living humans is to measure the ratio
of abundant, BBB-impermeant proteins such as albumin or immunoglobulin G (IgG) in CSF versus
serum. However, these measures may be confounded by other known CNS deficits with aging, such
as altered production and reabsorption of CSF, and inflammatory changes in the serum and CSF levels
of these proteins, which have been discussed previously [57,92]. Further, there may be leakage of the
BCSFB and altered protein synthesis at this site with age [93,94]. Recent studies have implemented
advanced imaging technologies that can visualize leakage of intravenously injected tracers such as
gadolinium via dynamic contrast MRI, and these have indicated that vascular BBB disruption does
occur in the aging human brain, albeit at low levels [91].

In healthy aged mice (24 mo.), leakage of IgG into the parenchymal space of the cerebral cortex
and hippocampus occurs when compared with young mice (3 mo.), suggesting that there is BBB
disruption in this model. Increased IgG leakage in aged mice was associated with astrogliosis,
endoplasmic reticulum (ER) stress, and increased endothelial cell levels of TNF-α; the latter measure
significantly correlated with circulating levels of IL-6. In the same study, a significant reduction in
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occludin expression per brain endothelial cell was also observed in aged mice [95]. Other studies have
corroborated findings of BBB disruption in aging mice [96]. Molecular mechanisms of BBB disruption
in aging have been identified, and include reduced expression of sirtuin-1 [96], a de-acetylase enzyme
which has been implicated in the regulation of lifespan, senescence, and inflammatory responses to
environmental stress [97].

BBB disruption in the context of aging or disease could result in disease exacerbation through
leakage of potentially harmful proteins into the brain [91]. However, it is not entirely clear that BBB
disruption under any circumstance will always lead to brain damage. For example, certain therapeutic
strategies for delivery of chemotherapeutics to the brain have relied on transiently disrupting the BBB,
and are generally well-tolerated when brain cancers are the target [98]. Recent work has also indicated
that repeated transient BBB disruption in humans with AD using focused ultrasound did not cause
any serious clinical or radiological adverse events [99]. In contrast, healthy rodents with no prior
brain abnormalities showed symptoms of reactive gliosis and neurodegeneration when transiently
perfused with mannitol to cause widespread disruption of the BBB [100], and also had increased
deposition of harmful serum proteins like fibrinogen in the CNS [101,102]. The apparent paradox
in efforts to disrupt the BBB as a therapeutic strategy versus BBB disruption having known adverse
consequences on the CNS and associations with many CNS diseases highlights the complexities of
BEC barrier functions that are likely nuanced and context-specific. Why BBB disruption in and of
itself is apparently innocuous under some conditions, but clearly detrimental in others remains to be
understood in greater molecular detail.

5.1.2. Transporter Dysfunctions and Altered Signaling at Brain Barriers with Aging

Glucose transport: Glucose is the main energy source for the brain. The BBB regulates glucose
uptake by the brain through expression of the glucose transporter GLUT1 on brain endothelial cells.
GLUT1 is a uniporter that facilitates glucose diffusion from blood-to-brain. The amount of glucose
uptake into brain is thus thought to depend on energy utilization by neurons which maintains a
concentration gradient that drives glucose diffusion into the brain [103]. Under this assumption,
neuronal dysfunction or neurodegeneration would result in reductions of glucose uptake by the brain
due to reduced energy utilization and thus loss of the glucose concentration gradient. However, more
recent works have suggested that reductions in brain glucose uptake could also reflect BBB dysfunction
in glucose transport [103,104]. Brain glucose uptake can be measured in humans by imaging the
uptake of 18F-fludeoxyglucose into the brain with PET. Using this technique, it was shown that there
is reduced glucose uptake into the brain in the frontal and temporal cortex with aging, even after
correction for volume loss [105]. Aged rodents also show reduced brain glucose uptake, which is
associated with cognitive impairment [106,107]. In mice, GLUT1 reductions at the BBB are apparent at
15 mo., and are even further reduced in an AD model of the same age [108].

Amyloid beta transport: Accumulation and deposition of the amyloid beta (Aβ) protein in the
brain is a pathological hallmark of AD and contributes to neurodegeneration [109]. The BBB expresses
transport systems for Aβ that mediate both transport into (influx) and transport out of (efflux) the CNS.
Efflux transporters are thought to be important regulators of Aβ clearance from the brain, and these
include the low-density lipoprotein receptor-related protein 1 (LRP-1) and P-gp [110–112]. The latter
is also an important multidrug efflux transporter that can affect drug delivery to the brain. LRP-1
expression was shown to be decreased in brain microvessels with age, and in AD [110,113]. P-gp
function is decreased in aged humans [114–116] as well as in aged mice [117]. Collectively, these
changes at the BBB with age could contribute to Aβ accumulation in the brain with AD. It is also
known that systemic inflammation in young mice can contribute to Aβ efflux deficits [118]; whether
there is an inflammatory component to the Aβ efflux deficit in aging remains to be determined.
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Insulin transport: Insulin is a trophic factor in the brain, and regulates critical functions such
as feeding and learning and memory [119]. Brain insulin is not thought to be derived from CNS
production, but rather from circulating insulin produced by the pancreas. Transport of insulin from
blood-to-brain occurs through saturable transport mechanisms at the BBB [120–122]. In humans,
it was recently shown that CSF/serum ratios of insulin decrease with aging [123], suggesting that
BBB transport may be impaired. Reductions of insulin concentrations in brain tissues have also
been reported with human aging [124]. In the senescence-accelerated mouse P8 (SAMP8) model
of accelerated aging and AD-like cognitive decline, significant differences in the transport rate of
insulin across the BBB were not observed in young versus aged mice. Increased insulin occupancy of
vascular space was observed in aged SAMP8 mice in the parietal cortex, cerebellum, and thalamus,
which indicates that there may be increased binding of insulin to brain endothelium with age in these
regions [125]. It has not yet been determined whether commonly used mouse strains exhibit alterations
in insulin transport across the BBB with age.

5.1.3. Interactions of Age-Associated Circulating Factors with Brain Barriers

Aging is associated with both increases in circulating factors that are harmful to the CNS, and
decreases in circulating factors that are protective [29,126]. For example, circulating levels of growth
differentiation factor 11 (GDF11, a member of the TGF-β superfamily), decline with age [127], and
GDF11 treatments can stimulate vascular proliferation in vitro and in the subventricular zone of
aged mice [128]. A circulating factor that increases in blood with aging is the chemokine CCL11,
which has been shown through parabiosis studies to mediate cognitive impairment and to inhibit
neurogenesis [29]. CCL11 in the circulation can access the CNS through a non-saturable or high capacity
transport system at the BBB [129], indicating that increasing levels of circulating CCL11 in blood with
age contribute to increased brain levels even when the BBB is intact. Another recent report has
demonstrated that the enzyme acid sphingomyelinase (ASM) can contribute to BBB dysfunction [130].
This study showed that ASM concentrations increase in the circulation and in brain endothelial cells
with aging. When compared with old mice that had reduced capillary density and evidence of BBB
disruption, it was shown that mice heterozygous for sphingomyelin phosphodiesterase 1 (Smpd1)
gene, which encodes ASM, were protected against these age-associated changes. It was further shown
that ASM contributes to BBB disruption through induction of caveolae-cytoskeleton interactions that
result in increased fluid-phase pinocytosis, but not through any apparent changes in paracellular/tight
junction-regulated routes. ASM has enzymatic activity that facilitates the hydrolysis of sphingomyelin
to ceramide and phosphorylcholine conversion [131], and thus altered membrane lipid composition
could be contributing to the apparent changes in pinocytosis as well. Smpd1 heterozygosity also
protected against age-associated deficits in learning and memory [130].

A summary of disruptive and non-disruptive changes at the vascular BBB with age and
consequences to CNS function is depicted in Figure 1.
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Figure 1. Changes in vascular blood–brain barrier (BBB) function that may lead to brain pathology with
age. The upper panel depicts physiological functions of the BBB such as glucose transport, expression
of intact tight junction complexes and suppression of vesicular processes that prevent the paracellular
or transcellular leakage of blood proteins into the brain, intact functions of the efflux transporter
P-gp, which contributes to barrier function by limiting diffusion of its substrates into the brain, and in
concert with lipoprotein receptor-related protein 1 (LRP-1), facilitates amyloid beta (Aβ) clearance from
the brain. Additionally, entry of insulin into the brain supports neuronal functions and contributes
to learning and memory, and brain entry of circulating compounds with high-capacity transporters
such as CCL11 is limited by low circulatory concentrations. The lower panel depicts aspects of BBB
dysfunction that are either supported or suggested to occur with aging. Transparent appearance of
transporters (GLUT1, LRP-1, and P-gp) indicates reduced protein expression levels at the BBB, and
the interdictory circles over transporters indicate known functional impairments which may occur in
the presence or absence of expression changes. The question mark on the insulin receptor suggests a
possible mechanism by which aging influences brain insulin through altered function of the insulin
transporter, which has not yet been definitively determined.

5.1.4. Age-Associated Changes in Inflammatory Signaling at the Choroid Plexus

The choroid plexus epithelium that comprises the BCSFB is an important immunological brain
interface. The CSF is immunologically active, and contains cells of the adaptive immune system such as
central memory T-cells which are thought to participate in CNS immune surveillance [132]. The BCSFB
is an important site for leukocyte trafficking into CSF [132,133] and may regulate both protective and
pathogenic types of immune cell recruitment to damaged tissues in the CNS and peripheral nervous
system (PNS) [133]. Therefore, changes in BSCFB function with age may alter aspects of protective
adaptive immunity in the CNS. We discuss this prospect in more detail in the following section.

Age-associated changes in gene expression profiles of the CPE have been found in both mice and
humans, and some of the most robust changes in CPE gene expression were related to interferon (IFN)-
associated pathways. With aging, there is an increased expression of type I IFN-response genes, and a
decrease in type II IFN-response genes at the CP [134]. In the same study, it was found that circulating
factors from aged mice reduced type II IFN gene expression, whereas factors in CSF increased type I
IFN gene expression, suggesting that the aging brain and systemic compartments have distinct effects
on CP gene expression. In aged mice that demonstrated deficits in spatial memory, it was shown that
blocking signaling of the interferon α/β receptor, which binds type I IFN cytokines, could improve
spatial memory. Aging also induces a shift in cytokine levels expressed at the CP, with increased
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expression of IL-4 and pro-inflammatory cytokines IL-1β and IL-6, and reduced expression of the type
II interferon IFN-γ. It was also found that CPEs could express CCL11, which is induced by IL-4, when
IFN-γ levels are low [134]. Therefore, the CP in addition to blood could be a source of CNS CCL11.

Another molecule thought to regulate the CPE with aging is the protein Klotho. Klotho is a
transmembrane protein that facilitates signaling of fibroblast growth factor 23 (FGF23), and can also be
secreted or cleaved from the membrane by a disintegrin and metalloproteinase domain-containing
protein (ADAM) 10 or 17 and released as a soluble form to activate transient receptor potential
cation channel subfamily V (TRPV5) signaling or inhibit IGF-1 and wnt signaling [134]. Mice lacking
functional Klotho exhibit an accelerated aging phenotype which includes early thymic involution,
osteopenia, skin atrophy, hearing loss, and neurodegeneration [135,136]. Klotho expression is not
ubiquitous among tissues but is expressed at high levels in the CPE [136]. Expression of Klotho mRNA
and protein is significantly reduced at the CPE with age [136]. Such reductions are also associated with
increased expression of MHCII in CP stroma, increased levels of peripheral blood-derived macrophages
in CP stroma and increased microglial activation, and NLRP3 inflammasome activation [137].
Therefore, Klotho may have important functions in suppressing activation of innate immunity in the
CPE, and its reduction may be one mechanism by which neuroimmune functions change with age.

5.1.5. Immune Cell Trafficking

Immune cell trafficking in the brain under healthy conditions is largely compartmentalized to
CSF and meningeal spaces, and is thought to be mediated in part through expression of P-selectins
and intracellular adhesion molecule-1 (ICAM-1) expressed by the choroid plexus and arachnoid
epithelium [68,138]. The post-capillary venules of the BBB are also interfaces for immune cell trafficking,
particularly in disease states such as brain injury and multiple sclerosis. Detailed aspects of immune
cell trafficking across brain barriers have been discussed by us in a recent review [33]. Relatively little
is known about how immune cell populations in the CNS change with healthy aging, or how brain
barriers may regulate such changes. However, it is plausible that relations do exist, since changes
in peripheral leukocyte populations occur with aging (discussed in Section 2), and brain barriers
are active sites of immune cell trafficking to the CNS in both healthy and injured/diseased states.
Further, it should be considered whether peripheral changes in innate and adaptive immune cell
composition with age could have important implications for CNS function. T-cells, which are the
major blood-derived leukocyte population in the CNS (mostly residing in the CSF and meninges)
have recently been shown to regulate aspects of learning and memory [138], but it is presently unclear
whether age-related changes in T-cell subsets are associated with cognitive deficits.

Increases in T-cell and dendritic cell numbers have been observed in aged mice, starting at about
12 months [139]. One recent study in mice has explored relations among changes in leukocyte subsets
in brain and blood [140]. The results of this study showed that numbers of T-cells, but not myeloid cells
or other CD45+ cell types significantly increased in the brain with age. Further exploration of T-cell
subsets demonstrated that in blood, the ratio of CD4+/CD8+ T-cells decreased with age, whereas age
had no effect on the CD4+/CD8+ ratios in brain. In brain, the majority of T-cells detected were CD8+,
and localized to perivascular spaces, brain parenchyma, and in the choroid plexus and meninges.
Interestingly, the majority of T-cells in human CSF are CD4+ central memory T-cells [69], and so may
reflect a different population than those found in brain parenchyma, although species differences
may also explain the different abundances of CD4+ versus CD8+ T-cell subsets. The majority of
the CD8+ T-cells in aged mouse brains had an effector memory phenotype, and the enrichment of
these cells in the brain with age was not attributed to clonal expansion following exposure to brain
antigens [140]. Age-associated increases in CD8+ T-cells positively correlated with microglia numbers,
and phagocytosis, but negatively correlated with TNF-α positive microglia, suggesting that the CD8+
T-cells may be facilitating microglia polarization towards a phagocytic phenotype. However, it is also
possible that the aged microglial phenotype could be driving T-cell recruitment. Finally, this study
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showed that CD8+ brain T-cells from aged mice produce greater levels of reactive oxygen species and
pro-inflammatory cytokines following ischemic injury [140].

Overall, these data indicate that T-cell subsets in brain are distinct from those that predominate
in blood, and that changes in T-cell subsets in aged blood are not necessarily reflected by the same
population changes in the brain. Although it is presently not known which T-cell subsets in the
circulation contribute to brain T-cell populations in parenchyma or CSF/meninges, findings from
Ritzel et al. did indicate that T-cells from aged mice had elevated expression of adhesion molecules
that are necessary for capture and diapedesis across brain barriers [140]. Future studies are needed
to determine the contributions of brain barriers to age-associated increases in T-cell trafficking to
the brain.

5.2. Effects of Aging on BBB Responses to Immune Stimuli

Dysfunction of the BBB can occur in concert with systemic and neuroinflammatory changes,
however existing data suggest that the young, healthy BBB is relatively resistant to dysfunction
caused by peripheral inflammatory insults, and relatively high doses of immune stimulators like
LPS are required to elicit BBB disruption and dysfunction of transporters [118,141,142]. This is also
supported in humans, where it was recently shown that in the absence of CSF abnormalities that
would suggest disease, there were no correlations of systemic inflammatory markers with CSF/serum
albumin ratios [143]. These findings further suggest that the healthy BBB of young adults is resistant
to disruption induced by moderate systemic inflammation.

It is also understood that BBB dysfunction in response to neuroinflammatory stimuli may be
regulated by the systemic inflammatory context. For example, intracerebroventricular (ICV) injection
of IL-1β causes a robust influx of leukocytes into CNS parenchyma, but an intraperitoneal dose of
LPS inhibits the ability of ICV IL-1β to recruit leukocytes to the brain [144]. The apparent resistance
of the BBB to leukocyte trafficking in the presence of systemic inflammation in this context could
be an adaptive advantage to protect the CNS from the systemic response to pathogen infections in
the periphery.

As previously discussed, aging is associated with decreased BBB integrity and functional
impairment of transporters. Aging may also exacerbate BBB responses to CNS injury and systemic
inflammatory stimuli. In an LPS model that causes cerebral microhemorrhages (CMH), it was shown
that mice aged 18 months had more numerous and severe CMH than young mice. This phenotype
was associated with increased microgliosis and astrogliosis [145]. Aging also can cause dramatic
changes in sleep, which is associated with increased production of pro-inflammatory cytokines such as
TNF-α [146]. Cytokines such as TNF-α can cross the intact BBB, and so peripherally derived TNF-α
may enter the brain to activate neuroinflammatory responses directly [147]. Sleep fragmentation in
aged mice significantly increased the transport of TNF-α into the brain, but had no significant effect in
young mice [146].

5.3. Interactions of the BBB with the Aging Microbiome

Interactions of the microbiome with the BBB have been reviewed recently [148]. Much of the
current knowledge of these interactions is based on findings in germ-free mouse models, which exhibit
increased BBB disruption that is apparently due to reduced tight junction protein expression and
tight junction dysfunction [149]. It is therefore plausible that changes in the microbiome with age
may affect BBB function. To date, no studies have directly tested this possibility, although emerging
works suggest potential mechanisms. For example, short-chain fatty acids such as butyrate have been
shown to protect against BBB disruption in germ-free mice [149]. Emerging evidence also supports
that there is a reduced capacity of the microbiome to produce butyrate in the elderly [150], and so it
may be that reduced butyrate levels contribute to age-associated BBB dysfunction. Recent studies have
also begun to identify how age-associated changes in the microbiome might affect aspects of CNS
function in which the BBB could be involved. For example, aged mice have altered cecal microbiota
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compositions, which is associated with increased gut permeability and higher levels of circulating
pro-inflammatory cytokines in the periphery versus young mice. The same aged mouse cohort also
demonstrated increased anxiety-like behaviors and impaired object–place recognition memory and
social recognition [151]. Although altered BBB functions were not examined in this study, future
works could further elucidate relationships of BBB dysfunction and aging with microbiome alterations.
However, we also acknowledge that other plausible neuroimmune mechanisms, such as altered
gut-to-brain signals as mediated by the vagus nerve or the BSCFB, could also be contributing to CNS
changes caused by gut microbiome dyshomeostasis [152,153].

5.4. Effects of Aging on Non-Endothelial Cells of the Neurovascular Unit

Endothelial cells of the BBB develop and maintain their specialized phenotype through
interactions with other associated cell types in the CNS that include pericytes, astrocytes, neurons, and
also other glial cell types such as microglia and oligodendrocytes [33]. Pericytes and astrocytes are
the most extensively studied for their roles in promoting and maintaining BBB functions and may
contribute to BBB dysfunction with aging. Detailed aspects of these changes are discussed below.

Pericyte loss/dysfunction: Numerous functions have been ascribed to brain pericytes, including
contractility, pluripotent stem cell-like properties, phagocytosis, and induction and maintenance of
the BBB [154,155]. Platelet-derived growth factor receptor beta (PDGFRβ) heterozygous mice, which
show an age-dependent loss of brain pericytes, also have increased evidence of BBB disruption with
aging which coincides with pericyte loss and precedes associated neuroinflammation and learning and
memory impairment in this model [156]. In studies of wild-type mice and humans, pericyte loss has
been reported with age, but not consistently [156–159]. However, it is more clear that pericyte damage
can occur with age, perhaps through phagocytosis of increasing amounts of cell debris [159], which
also occurs under inflammatory conditions [160]. Recent studies have reported an increase of soluble
PDGFRβ in CSF, a proposed marker of pericyte damage, with aging, BBB disruption, and cognitive
impairment in humans [91,161,162].

Astrocyte changes: Astrocyte endfeet ensheath brain capillaries, and contribute to BBB maturation
and maintenance [65]. Phenotypic changes have been observed in astrocytes with aging, such as
reduced vascular coverage, increased GFAP expression, enlarged size, and reduced aquaporin-4
(AQP4) expression [157,158,163]. Such changes indicate increased reactive astrogliosis, which is also
a process that occurs in response to pro-inflammatory stimuli. Given the important role of AQP4 in
facilitating paravascular clearance of brain solutes [164], AQP4 reductions on astrocytes with aging
could contribute to the neurotoxic accumulation of solutes in the brain.

6. The BBB in Age-Associated Neurological Diseases

Aging increases the risk of developing disease, and many neurological conditions in which
the BBB has been implicated are also associated with aging. This section discusses some of these
diseases in context of age-associated BBB dysfunction that may predispose or exacerbate the molecular
mechanisms of disease.

6.1. Alzheimer’s Disease

AD is the most common neurodegenerative disorder, and the greatest risk factor for AD is aging.
There have been many recent reviews on the relations of BBB, inflammation, and AD that are beyond
the scope of this review [57,165]. This section will focus on some recent conceptual advancements in
the AD field that may relate inflammatory changes with aging and the BBB.

Evolving concepts in AD: Under a new research framework proposed by the National Institute
on Aging and Alzheimer’s Association, it was proposed that AD should be redefined by biological
markers of disease, which include neurodegeneration and markers of deposition of two pathological
proteins in the brain: amyloid beta and tau [166]. Whereas previous definitions of AD required a
clinical diagnosis of dementia, it is now appreciated that pathological changes in AD precede onset of
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clinical symptoms by years, or even decades [167]. Although Aβ and tau are used to define AD as a
unique neurodegenerative disease, it is now being considered that disease modifiers other than Aβ

and tau may act in concert to regulate disease progression and manifestation of clinical symptoms. In
previous sections, we have discussed aspects of BBB dysfunction that may be causal in AD, and here
refer the reader to a recent detailed commentary on the importance of considering the neurovasculature
as a possible driver of and therapeutic target for AD [104]. We also consider some additional timely
findings that implicate interactions of the BBB, inflammation, and aging in AD.

ApoE isoform-dependent immunomodulatory activities: In humans, there are three major alleles
of the apolipoprotein E (APOE) gene, which are APOE2, APOE3, and APOE4. APOE4 is the strongest
genetic risk factor for late-onset forms of Alzheimer’s disease, which may be due to a number of distinct
functions of ApoE4 protein versus the more prevalent ApoE3 protein. ApoE4 may be contributing to
AD in part via limiting Aβ clearance from the brain [168], and also through tau-dependent effects [169].
ApoE4 also has diverse functions in regulating the immune system that may be independent or
synergistic with Aβ and tau-driven brain pathology [170]. For example, transgenic ApoE4 mice have
BBB disruption through the loss of interaction of ApoE4 with LRP-1 in pericytes, which is preserved in
mice expressing ApoE3 or ApoE2. As a result, matrix metalloproteinase 9 (MMP9) activation occurring
in brain endothelial cells contributes to BBB disruption in the model [74]. This molecular route of BBB
disruption in APOE4 carriers has also been reported in human AD [171].

Low-grade CNS infections and AD: Since the discovery of AD by Alois Alzheimer, there have
been speculations and a few studies supporting that CNS infections could be causal in AD [172,173].
Although this concept has been largely overshadowed by the amyloid cascade hypotheses and is still
controversial, emerging studies have supported that CNS bacterial and viral infections may contribute
to or exacerbate AD. Early works have shown that herpes simplex virus-1 (HSV-1) DNA is present in
brains of humans with and without AD [174,175], but it was also questioned whether HSV-1 infection
was directly involved in AD [176]. Subsequently, it was shown that HSV-1 infection of cultured
neurons and glia and mouse brain can increase the production of Aβ [177], and induce cytoskeletal
abnormalities in neurons that include tau hyperphosphorylation [178]. Recent works have indicated
that Aβ has antimicrobial properties against bacteria and viruses [179,180], and have substantiated the
associations of herpes virus infections and AD or dementia [181–185]. These findings suggest that Aβ

and/or tau may be protective responses to CNS infections that would be more likely to occur with
age-associated immunosenescence and a dysfunctional BBB. It remains to be determined whether
antimicrobial strategies such as antibiotics, antivirals, or vaccines could protect the infected against
AD progression.

Preclinical animal models of AD: Mouse models of AD have been used extensively to define
mechanisms of disease pathology and therapeutic efficacy. Most of these models are based on
genetic mutations which cause Aβ plaque deposition, and so are really models of Aβ-driven brain
injury [186]. However, other factors such as extraphysiological expression of transgenes and individual
or combinations of mutations that are not observed in sporadic AD could further confound these
models. Additionally, the AD-like sequalae (plaques, neuroinflammation, cognitive deficits, and
neuronal/synaptic loss) in most transgenic mouse models of AD occur when the mice are considered
to be young (3–6 mo.) or middle-aged (10–14 mo.), and so exclude the aging component of AD.
Accelerated aging models, such as SAMP8 mice which have modest increases in brain Aβ, deficits in Aβ

clearance, and impaired learning and memory by 12 months of age [187,188] are less widely used, but
have utility in studying the synergy of aging and AD. Along these lines, BBB disruption variably occurs
in mouse models of Aβ-driven brain pathology and is not apparent in SAMP8 mice [125,189–192], and
recent works have also indicated that tauopathies may also drive BBB disruption in rodents [193,194].
BBB efflux systems have also been identified for truncated forms of tau [195]. Inclusion of an aging
component in preclinical AD models may reveal important therapeutic considerations of treatment, or
novel aspects of disease progression that may improve the chances of success in drug development.
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6.2. Depression

Depression affects individuals of all ages, but poses unique considerations in the aging population.
Although depression is less prevalent in older versus younger adults, it is notable that over half of
depression diagnoses in the aged are in those who have not previously been afflicted [196]. Depression
in the aged is also associated with cognitive dysfunction, dementia risk, and vascular dysfunction [196].
Notably, cardiovascular disease (CVD) and depression are inter-related in that major depressive
disorder (MDD) prevalence is more prevalent in individuals with CVD, and MDD increases CVD
morbidity and mortality [197]. Systemic inflammation may also be a factor that drives MDD, with
studies showing associations of MDD and cytokines and acute phase proteins in blood [198,199].
The BBB has recently been implicated as a possible mediator of depressive behaviors in mice. Mice
that were vulnerable to depressive-like behaviors following chronic social defeat stress were shown to
have reductions in the tight junction protein claudin-5 and BBB leakiness in the nucleus accumbens
(NAc), as well as increased leukocyte trafficking and IL-6 accumulation in this region. Knock-down of
claudin-5 in the NAc recapitulated depressive-like behaviors [200]. Notably, aged mice have increased
inflammatory responses to social defeat stress [201], suggesting that synergy of BBB dysfunction, glial
cell priming, and increased peripheral cytokine responses could all contribute to depressive responses
to stress in the aged.

Another possible link between aging, the BBB, and depression is the microbiome. In humans
with major depressive disorder, and in rodents subjected to a variety of stressors that can cause
depressive-like behavior, composition of the gut microbiome is altered [202–204]. Humans with active
MDD were shown to have an increase in Bacteroidetes and a reduction in Firmicutes, similar to
age-associated microbiome changes that were discussed in Section 2.3. Recent work has also shown
that the transplantation of microbiota from MDD patients into germ-free mice caused depressive-like
behaviors, and altered metabolites of carbohydrates and amino acids [205]. Interestingly, the current
data suggest that there is bidirectional regulation of the brain and gut microbiome in MDD. Future
work is needed to determine how brain barriers may be contributing to gut-brain communication in
MDD and other diseases.

6.3. Metabolic Syndrome

Metabolic syndrome is defined by a cluster of risk factors that increases risk of developing CVD,
type II diabetes, stroke, and other co-morbid diseases [206,207]. These risk factors include insulin
resistance, abdominal obesity, high serum triglycerides, high blood pressure, and hyperglycemia [208].
In the United States, metabolic syndrome is most prevalent in individuals aged 60 and older [209].
Age-associated factors such as low testosterone in males, and low levels of vitamin D may contribute
to components of metabolic syndrome in the elderly, such as insulin resistance [209]. Testosterone
depletion was recently linked to BBB dysfunction. Orchiectomized mice were shown to have increased
BBB disruption, which was in part attributed to reduced expression of the tight junction proteins
claudin-5 and zonula occludens-1. Castrated mice from this study also had evidence of reactive
astrogliosis [210]. BBB deficits in castrated mice could be rescued by testosterone supplementation,
but it was unclear whether the BBB effects occurred through direct actions of testosterone on the BBB,
or indirect consequences of testosterone depletion. Notably, in mice, metabolic effects of orchidectomy
are very minor or absent on a standard chow diet, but androgen deprivation can exacerbate adipose
hypertrophy, glucose intolerance, insulin insensitivity, and systemic inflammation when fed a high-fat
diet [211], suggesting that interactions between hormone changes with aging could synergize with
diet and obesity to affect BBB disruption.

Obesity is associated with increased systemic inflammation with aging and can exacerbate
autoimmune diseases such as rheumatoid arthritis [212]. Obesity can also contribute to BBB
dysfunction. Mice that are made to become obese through high-fat diet feeding have evidence
of BBB disruption in the hippocampus, which is also associated with learning and memory deficits.
BBB disruption in mice fed a high-fat also have reduced levels of tight junction proteins at the BBB
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and BCSFB [213]. Obesity is also associated with reduced transport of proteins across the BBB that
act on the CNS to regulate feeding, such as leptin, insulin, and ghrelin. Whereas insulin and leptin
signal satiety to the brain and stimulate anorexia, ghrelin is an orexigenic signal. However, levels of
circulating leptin increase with obesity, whereas ghrelin levels decrease with obesity and aging [214].
In the case of ghrelin, age and obesity were also shown to have synergistic suppressive effects on
transport across the BBB [215]. Transport of lipids such as palmitate and free fatty acids across the
BBB is increased with obesity [213]. Triglycerides, which are elevated in obesity, are known inhibitors
of leptin transport, and so may contribute to a feed-forward cycle of leptin deficiency in the brain
that leads to hyperphagia and further increases in triglycerides [216]. Obesity induced by a genetic
mutation in the leptin receptor has also been associated with increased neuroinflammation, which
included monocyte trafficking across the BBB [217].

Type II diabetes mellitus (T2DM), a consequence of metabolic syndrome, is also associated with
aging and BBB dysfunction. Studies in rodents and monkeys have shown that increased BBB disruption
occurs in T2DM, and is associated with reduced levels of tight junction proteins [218–220]. T2DM is
associated with an increased risk of AD [221], and recent work has demonstrated a mechanistic link that
implicates BBB dysfunction in this process. In a mouse model of type II diabetes with hyperinsulinemia,
it was shown that BBB transport of Aβ into the brain was increased, and transport of Aβ out of the
brain was decreased when compared with non-diabetic controls. Antidiabetic drugs reduced Aβ influx
and increased Aβ efflux in diabetic mice, and these changes appeared to be mediated through decreases
of the Aβ influx transporter, receptor for advanced glycation endproducts (RAGE), and increases in
the Aβ efflux transporter, LRP-1 [222]. The BBB dysfunction that occurs as a result of obesity alone, or
in combination with T2DM may be further exacerbated by aging, or vice-versa [213,223,224].

7. Conclusions

Inflammatory changes with aging are important drivers of CNS dysfunction, and we have
described mechanisms by which BBB dysfunction in healthy aging could predispose to neurological
disease. Clearly, more work is necessary to further explore how aging and associated inflammatory
changes could affect brain barrier functions in health, infection, and injury. Developing a better
understanding of the interactions of aging with known pathogenic mechanisms of disease is important
in the development of novel therapies for neurological disorders.
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Abstract: The incidence of aging-related disorders may be decreased through strategies influencing
the expression of longevity genes. Although numerous approaches have been suggested, no effective,
safe, and easily applicable approach is yet available. Efficacy of low-dose fluvastatin and valsartan,
separately or in combination, on the expression of the longevity genes in middle-aged males,
was assessed. Stored blood samples from 130 apparently healthy middle-aged males treated with
fluvastatin (10 mg daily), valsartan (20 mg daily), fluvastatin-valsartan combination (10 and 20 mg,
respectively), and placebo (control) were analyzed. They were taken before and after 30 days of
treatment and, additionally, five months after treatment discontinuation. The expression of the
following longevity genes was assessed: SIRT1, PRKAA, KLOTHO, NFE2L2, mTOR, and NF-κB.
Treatment with fluvastatin and valsartan in combination significantly increased the expression of
SIRT1 (1.8-fold; p < 0.0001), PRKAA (1.5-fold; p = 0.262) and KLOTHO (1.7-fold; p < 0.0001), but not
NFE2L2, mTOR and NF-κB. Both fluvastatin and valsartan alone significantly, but to a lesser extent,
increased the expression of SIRT1, and did not influence the expression of other genes. Five months
after treatment discontinuation, genes expression decreased to the basal levels. In addition, analysis
with previously obtained results revealed significant correlation between SIRT1 and both increased
telomerase activity and improved arterial wall characteristics. We showed that low-dose fluvastatin
and valsartan, separately and in combination, substantially increase expression of SIRT1, PRKAA,
and KLOTHO genes, which may be attributed to their so far unreported pleiotropic beneficial effects.
This approach could be used for prevention of ageing (and longevity genes)–related disorders.

Keywords: aging-related disorders; longevity genes; arterial aging; low-dose fluvastatin and
valsartan combination

1. Introduction

An aging population, along with increased life expectancy and the prevalence of associated
chronic diseases, has become an important medical and economic issue. Consequently, the burden of
so-called “aging-related disorders,” such as associated cardiovascular diseases, degenerative diseases
of the central nervous system, and malignant diseases, is also increasing [1,2]. These diseases represent
one of the leading problems of the healthcare systems in developed countries around the globe.
Effective strategies for their prevention are therefore needed. Aging-related disorders have been found
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to be causally associated with the altered expression of aging-related or so-called longevity genes [3].
In addition, telomere length per se [4], as well as telomerase expression [5], are also associated with
aging-related disorders. In a narrower context, it seems logical that these genes represent mechanistic
intracellular targets that could be altered to change the intracellular pro-aging milieu. It is expected
that with the induction of expression of protective and suppression of expression of harmful genes,
a new rejuvenated cellular phenotype could be reached that could influence the occurrence and course
of aging-related disorders. In summary, so-called rejuvenating strategies, focused on modifying such
genes’ expression, could possibly importantly impact the prevalence of aging-related disorders [3].

In our prior studies, we explored the functional and structural characteristics of the arterial
wall, some of which are also characteristic for arterial aging, and were particularly interested in
the improvement of altered characteristics of the arterial wall by low doses of fluvastatin and
valsartan [6]. We found significant improvement of arterial wall characteristics after 30 days of
treatment in middle-aged males, with the beneficial effect slowly declining within nine months of
treatment discontinuation [7–9]. Importantly, for age-related changes, the improvement of arterial wall
characteristics was associated with increased telomerase expression and reduced inflammation as well
as oxidative stress parameters [10,11]. Both decreased telomerase expression along with decreased
telomeres’ length and increased activation of inflammation and oxidative stress are characteristic of
aging, arterial aging, and aging-related disorders. Therefore, we hypothesized that “anti-aging” or
“rejuvenation” effects could be achieved through treatment impacting the longevity genes. This impact
should have the capacity to influence “aging-related” disorders. Considering our previous results, this
approach could be particularly effective for decreasing aging-related changes of the arterial system.

In the present study, we explored the efficacy of an approach consisting of (short-term) treatment
with low-dose fluvastatin and valsartan alone or in combination on the expression of longevity genes
in middle-aged males who had already (sub-clinically) impaired functional and structural arterial wall
characteristics which could at least partially be attributed to the initial processes of aging.

2. Results

2.1. Expression of Longevity Genes

We analyzed the expression of longevity genes in the treatment and control groups. At the
beginning of the study, there was no difference in longevity genes expression in the four different
groups (low-dose fluvastatin, low-dose valsartan, low-dose fluvastatin and valsartan combination,
and the control group). Differences between the groups were only observed after 30 days of treatment.
Five months after treatment discontinuation, the expression of longevity genes in all treatment groups
decreased almost to initial values. In the control group, the expression of longevity genes did not
change during the study (Figure 1A–F).
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Figure 1. The expression of longevity genes: (A) SIRT1, (B) PRKAA, (C) KLOTHO, (D) NFE2L2,
(E) mTOR, and (F) NF-κB in placebo (CTRL), low-dose fluvastatin (FLU), low-dose valsartan (VAL),
or low-dose fluvastatin and valsartan combination (COMB). “0” represents the time before treatment,
“30” represents the end of treatment, i.e., after 30 days (30) and “FU” represents five months after
treatment discontinuation. Values are presented as means ± SEM. Presented p values are after
Benjamini-Hochberg false discovery rate (FDR) correction, significance threshold set at p < 0.05.
* signifies p< 0.05 and *** p< 0.001, vs. control group. SIRT1—sirtuin 1 gene; PRKAA—5′-AMP-activated
protein kinase catalytic subunit α-2 gene; NFE2L2—nuclear factor (erythroid-derived 2)-like 2 gene;
mTOR—mechanistic target of rapamycin (mTOR) gene; NF-κB1—nuclear factor κB gene.

232



Int. J. Mol. Sci. 2019, 20, 1844

2.1.1. Sirtuin 1 (SIRT1) Gene Expression

Both low-dose fluvastatin and valsartan separately increased the expression of the SIRT1 gene
after 30 days of treatment up to 1.4-fold (p = 0.0165 and p = 0.0229, respectively), while their low-dose
combination increased its expression up to 1.8-fold (p < 0.0001) compared to the control group.
Five months after treatment discontinuation, no significant effects of the treatment on the SIRT1 gene
expression were observed (Figure 1A).

2.1.2. 5’-AMP-Activated Protein Kinase Catalytic Subunit α-2 (PRKAA) Gene Expression

After 30 days of treatment, only the low-dose fluvastatin and valsartan combination significantly
increased the expression of the PRKAA gene, up to 1.5-fold (p = 0.0262) compared to the control group.
Separate drugs had no influence on the PRKAA gene expression (Figure 1B).

2.1.3. KLOTHO Gene Expression

After 30 days of treatment, only the low-dose fluvastatin and valsartan combination significantly
increased the expression of the KLOTHO gene, up to 1.7-fold (p < 0.0001) compared to the control
group. Separate drugs had no influence on the KLOTHO gene expression (Figure 1C).

2.1.4. Nuclear Factor (Erythroid-Derived 2)-Like 2 Gene Expression (NFE2L2)

No significant changes of the NFE2L2 gene expression were observed in any of the study groups
(Figure 1D).

2.1.5. Mechanistic Target of Rapamycin (mTOR) Gene Expression

No significant changes were observed in the mTOR gene expression in any of the study groups
(Figure 1E).

2.1.6. Nuclear Factor κB (NF-κB) Gene Expression

No statistically significant changes in the expression of the NF-κB gene were observed either
(Figure 1F).

2.2. Correlations between the Expression of Longevity Genes, Telomerase Activity and Arterial Wall Properties

The correlations between longevity genes expression and previously described telomerase
activity and arterial wall properties [7–10], all measured after 30 days of treatment, were calculated.
In the separate, low-dose fluvastatin and valsartan groups, the expression of the SIRT1 gene
positively correlated with telomerase activity (r = 0.42; p = 0.04 and r = 0.39; p = 0.03, respectively).
Importantly, in the low-dose combination group, the expression of the SIRT1 gene positively correlated
with telomerase activity (r = 0.62; p = 0.01) and with brachial artery flow-mediated dilation (FMD)
(r = 0.52; p = 0.05) while negatively correlated with carotid artery beta stiffness (r = −0.45; p = 0.02) and
pulse wave velocity (PWV) (r = −0.56; p = 0.05).

3. Discussion

In the present study, we showed that low-dose fluvastatin and valsartan in combination
significantly increased the expression of several important longevity genes (SIRT1, PRKAA, KLOTHO).
Moreover, these changes correlated with an improvement of functional and structural arterial wall
characteristics as well as with telomerase activity, both assessed previously [7–10]. Overall, the results
revealed increased expression of several longevity genes that seems to be causally associated with
increased telomerase activity and improvement of arterial wall (initial aging-related) characteristics.
The results are very promising and indicate that our relatively simple but innovative approach could
have potential efficacy as a “rejuvenating agent,” particularly in the efforts to decrease the occurrence
of aging-related disorders.
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The present study was designed as a two-part study: The first part comprised the measurement
of longevity genes in relation to treatment with low-dose fluvastatin and valsartan, and the second
part comprised of a correlation analysis with previously measured relevant parameters (telomerase
activity and functional/structural arterial wall characteristics). The studied population was a group
of middle-aged males with already present aging-related changes. Since we found that a low-dose
combination of fluvastatin and valsartan improved arterial wall characteristics, we aimed to further
explore the mechanism behind these beneficial effects. Thus, from the previously obtained samples,
we assessed the expression of longevity genes to explore the potential rejuvenating effect of our
approach. We found that the low-dose fluvastatin and valsartan combination increased the expression
of the SIRT1 (1.8-fold; p < 0.0001), PRKAA (1.5-fold; p = 0.0262) and KLOTHO (1.7-fold; p < 0.0001)
genes after 30 days, whereas no differences in the expression of the NFE2L2, mTOR, and NF-κB genes
were observed. Fluvastatin or valsartan alone were less effective, increasing only the expression of the
SIRT1 gene to a lesser extent. Moreover, the expression of the SIRT1 gene in the combination group
positively correlated with telomerase activity and improvement of the arterial wall characteristics.

Importantly, the FDA recently approved the first interventional “anti-aging” study
(MILES—Metformin in Longevity Study). Metformin, which, for this purpose, was repositioned
from a solely antidiabetic drug to an “anti-aging” drug, is the interventional drug. This is based on
a wealth of data indicating that metformin could influence the aging process, or more importantly,
aging-related disorders. Interestingly, one of the most prominent of the several hypotheses underlying
the “anti-aging” effects of metformin is the activation of longevity genes with consequent effects
on energy metabolism, inflammation and oxidative stress. Several other currently ongoing studies
with metformin are focusing on its “anti-aging” effects, such as VA-IMPACT, TAME and ePREDICE.
In any event, a new period in which specific treatments of “aging-related disorders” are being studied,
has already begun.

Sirtuins are a family of nicotinamide adenine dinucleotide (NAD)-dependent deacetylases,
and according to some studies, are one of the key molecules involved in the regulation of aging and
aging-related disorders [12]. SIRT1 regulates DNA transcription and repair as well as cell survival,
thus also inducing longevity. It was shown to have an important role in aging-related disorders of
the cardiovascular [5] and nervous systems [13]. Some statins in therapeutic doses were shown to
induce SIRT1 expression, for example, simvastatin in endothelial progenitor cells [14]. On the other
hand, atorvastatin and rosuvastatin reduced its expression in patients with coronary artery disease [15].
Until now, the effect of fluvastatin in therapeutic or low doses on SIRT1 expression has not been
assessed. To the best of our knowledge and according to the literature, no studies have assessed
the effect of valsartan on the SIRT1 gene in humans, either. A few studies were performed on rats
or mice, in which valsartan and other sartans increased the expression of the SIRT1 gene [16–18].
The PRKAA gene encodes the catalytic subunit of the AMPK. AMPK is the primary regulator of
cellular responses and acts as a sensor to maintain energy balance within the cell [19]. In animal and
cell culture studies, several statins were shown to induce the AMPK and eNOS pathway, acting in a
vasoprotective manner [20–22]. Valsartan was also shown to act protectively through activation of the
AMPK pathway in diabetic rats [23]; similar effects have been shown for telmisartan in human coronary
artery cells [24]. The consequences of AMPK activations were divergent: In acute activation, it caused
cell protection, whereas in chronic activation, it might have activated the pro-aging pathways and
progressive degeneration during cellular senescence. There are various interactions between sirtuin
and AMPK pathways [19]. The expression of KLOTHO decreased in aging-related disorders [25].
Valsartan in therapeutic doses increased the amount of plasma-soluble KLOTHO and consequently
induced cardiorenal beneficial effects in patients with diabetes mellitus and diabetic kidney disease [26].
The effects of valsartan in low doses have not yet been studied in such a setting. The potential beneficial
effects of statins on KLOTHO expression was only shown in animal studies [27]. The NFE2L2 gene
encodes a transcription factor, which regulates the proteins involved in responding to injury and
inflammation. According to some studies, enhancing NFE2L2 activity may be beneficial in diabetic
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cardiomyopathy, mitochondrial dysfunction, and as an anti-aging agent, but further studies are
needed [28]. Fluvastatin was shown to induce NFE2L2 in the vascular smooth muscle cells [29,30].
Mammalian target of Rapamycin (mTOR) was shown to have an important role in cardiovascular
diseases, oxidative stress and longevity [31]. In animal or cell studies, statins influenced the mTOR,
which was proven for fluvastatin in rats [32] and for lovastatin in vascular smooth muscle cells [33].
In one study on rats, valsartan induced cardio protection against ischemic-reperfusion injury through
the mTOR [34]. NF-κB gene expression mediated vascular and myocardial inflammation and was
additionally associated with impaired endothelial function [35]. There is evidence that both statins
and sartans could reduce the NF-κB gene activation in various animal and cell line models [36,37].

To the best of our knowledge, no study like the present one, has been published. In our review of
the literature, we found several different studies that assessed the effects of statins or sartans on longevity
genes, but most of those studies were performed either on cell lines or animals. Therefore, the present
study is the first to show that our new preventive cardiovascular approach, which was proven to induce
the improvement of arterial wall functional and structural characteristics, and consequently decrease
arterial age, additionally acted through the expression of several longevity genes. This could be one
of the mechanisms lying behind the beneficial effects observed in our previous clinical studies [7–9].
Nevertheless, one of the limitations of the present study is that we used only qPCR, but validation by
Western blotting would be of added value.

The results of the present study indicate that our innovative approach using short-term low-dose
fluvastatin and valsartan has a potential in inducing the expression of certain longevity genes.
These effects could be anti-aging or rejuvenating as well as act as a potential specific prevention/treatment
for “aging-related” disorders. It can be speculated that using cycling, intermittent treatment with
low-dose combination (every 6–12 years) starting at middle-age could postpone the occurrence of
aging-related disorders. On the other hand, this approach could be used in the same population and
with the same aim as metformin in the MILES trial. One of the major advantages of this approach
is its cyclic, intermittent character, which, as previously described, could potentially activate the
beneficial longevity genes for a time short enough not activate their contra regulatory mechanisms as
well. With intermittently repeating cycles, this could lead to repetitive beneficial activations of the
protective longevity genes. Thus, it could be speculated that the cumulative effect of these repeating
cycles of treatment might eventually lead to successful specific prevention/treatment of “aging-related”
disorders, most likely cardiovascular “aging-related” disorders.

4. Materials and Methods

4.1. Participants and Study Design

The stored blood samples from our three prior studies were used together for the present longevity
gene expression study. Overall, 130 middle-aged, apparently healthy male participants were recruited
and treated for one month (30 days): 25 persons with fluvastatin 10 mg daily, 20 persons with valsartan
20 mg daily, and 20 persons with a low-dose combination of fluvastatin (10 mg daily) and valsartan
(20 mg daily). Accordingly, 65 participants received placebo. All the participants were blindly
randomized into the relevant group, as in our previous studies, which are described in more detail
elsewhere [7–9]. Blood samples were collected and ultrasound measurements of the arterial wall
properties (endothelial function, arterial stiffness) were performed at the beginning and at the end
of the treatment period (day 0 and day 30). The measurements were also repeated five months after
treatment discontinuation.

The National Medical Ethics Committee of Slovenia approved the studies (Approval date
3 July 2009, Approval No.: 21k/05/09) and informed consent was obtained from all participants.
Inclusion criteria were: age between 30 and 50 years, non-smoking status, normal blood pressure
values, body mass index values below 30 kg/m2, no clinical cardiovascular disease, no history of any

235



Int. J. Mol. Sci. 2019, 20, 1844

other chronic disease, and no regular medication therapy. The characteristics of the subjects were
already extensively described in our previous publications [7–9].

4.2. Blood Sampling

Three samples of whole peripheral blood were collected from each participant: before treatment
(day 0), after treatment conclusion (day 30), and five months after treatment discontinuation (follow-up).
The whole blood samples were collected in 10 mL EDTA tubes and stored at −80 ◦C. Prior to RNA
extraction, samples were centrifuged at 4000 rpm for 25 min to obtain the pellet of cells and cell debris.
The pellets were then used for RNA extraction.

4.3. RNA Isolation

Total RNA was isolated using a miRNeasy Mini kit (Qiagen, Hilden, Germany) according to the
manufacturer’s instructions. RNA was quantified using the NanoDrop, and cDNA was synthesized
from 300 ng of the total RNA using the High-Capacity cDNA Reverse Transcription Kit with RNase
Inhibitor (Applied Biosystems, Foster City, CA, USA) according to the manufacturer’s protocol.

4.4. Quantitative Real-Time PCR (qPCR) for Human Telomerase Reverse Transcriptase (hTERT) Expression

The expression of target genes in the tested samples was performed using TaqMan Gene Expression
Assays (Applied Biosystems) according to the manufacturer’s instructions: Assay Hs00183100_m1 for
the KLOTHO gene; assay Hs01009006_m1 for the Sirtuin 1 (SIRT1) gene; assay Hs01562315_m1 for
the 5′AMP-activated protein kinase (AMPK) gene; assay Hs00765730_m1 for the Nuclear factor κB
(NF-κB1) gene; assay Hs00234522_m1 for the Mechanistic target of rapamycin (mTOR) gene and assay
Hs00975961_g1 for the Nuclear factor (erythroid-derived 2)-like 2 (NFE2L2) gene. The housekeeping
gene glyceraldehyde 3-phoshate dehydrogenase (GAPDH) was used as an endogenous control.
Described briefly, qPCR was performed using the ABI 7900 instrument (Applied Biosystems).
Individual qPCR reactions were carried out in 10 μL reaction mix with 2xTaqMan Universal PCR
Master Mix (Applied Biosystems), 1× TaqMan Gene Expression Assay (Applied Biosystems) and 200 ng
cDNA. Each sample was analyzed in triplicate. RNA isolated from healthy volunteers (n = 5) was
used as a positive control for target genes expression. In each run, the dilutions of control RNA (pool
of RNA from healthy volunteers) was included. The data were analyzed by the SDS2.4 software and
Ct values were extracted. Fold-differences in hTERT expression were calculated using the comparative
Ct method as described previously [38], where data were normalized to day 0 for each participant.

4.5. Data Analysis

All values were expressed as means ± SEM. Differences between values were assessed by one-way
analysis of variance (ANOVA). When significant interaction was present, the Bonferroni post-test was
performed. Benjamini-Hochberg’s correction method was used to control false discovery rate (FDR),
with significance threshold set at p < 0.05. Correlations between arterial wall properties and telomerase
activity that were described previously [7–9,11] and longevity genes expression assessed in the present
study were calculated after 30 days treatment period using Pearson correlation coefficients. A p <
0.05 was considered significant. All statistical analyses were performed using the Graph Pad Prism
5.0 software.

5. Conclusions

In conclusion, the present study has shown that low-dose fluvastatin and valsartan treatment
increased the expression of beneficial longevity genes (SIRT1, PRKAA, and KLOTHO) and
could therefore represent a promising new treatment approach for “aging-related” disorders.
Additional, population-based research is needed to additionally prove the proposed concept.
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Abbreviations

AMPK AMP-activated protein kinase
ANOVA Analysis of variance
COMB Combination group
CTRL Placebo group
FDA Food and Drug Administration
FLU Fluvastatin group
FMD Flow mediated dilation
hTERT human telomerase reverse transcriptase
MILES Metformin in Longevity Study
mTOR Mechanistic target of rapamycin
NAD Nicotinamide adenine dinucleotide
NF-κB1 Nuclear factor κB
NFE2L2 Nuclear factor (erythroid-derived 2)-like 2 gene
PRKAA 5′-AMP-activated protein kinase catalytic subunit α-2 gene
PWV Pulse wave velocity
qPCR Quantitative real-time polymerase chain reaction
SIRT1 Sirtuin 1 gene
VAL Valsartan group
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Abstract: Cells of unicellular and multicellular eukaryotes can respond to certain environmental
cues by arresting the cell cycle and entering a reversible state of quiescence. Quiescent cells do not
divide, but can re-enter the cell cycle and resume proliferation if exposed to some signals from the
environment. Quiescent cells in mammals and humans include adult stem cells. These cells exhibit
improved stress resistance and enhanced survival ability. In response to certain extrinsic signals, adult
stem cells can self-renew by dividing asymmetrically. Such asymmetric divisions not only allow the
maintenance of a population of quiescent cells, but also yield daughter progenitor cells. A multistep
process of the controlled proliferation of these progenitor cells leads to the formation of one or more
types of fully differentiated cells. An age-related decline in the ability of adult stem cells to balance
quiescence maintenance and regulated proliferation has been implicated in many aging-associated
diseases. In this review, we describe many traits shared by different types of quiescent adult stem
cells. We discuss how these traits contribute to the quiescence, self-renewal, and proliferation of
adult stem cells. We examine the cell-intrinsic mechanisms that allow establishing and sustaining the
characteristic traits of adult stem cells, thereby regulating quiescence entry, maintenance, and exit.

Keywords: cell cycle; cellular quiescence; mechanisms of quiescence maintenance; mechanisms of
quiescence entry and exit; adult stem cells; metabolism; mitochondria; reactive oxygen species; cell
signaling; proteostasis

1. Introduction

Cellular quiescence is a reversible state of a temporary cell cycle arrest that can be induced in both
metazoans and unicellular eukaryotes as a response to some anti-mitogenic factors [1–4]. These factors
include cell-nonautonomous, extrinsic environmental cues and cell-autonomous, intrinsic regulatory
mechanisms [1–4]. In mammals, the temporary cell cycle arrest and quiescence entry occur before
cells reach the growth factor-dependent “restriction” (R) point of the G1 phase [5,6]. In the budding
yeast Saccharomyces cerevisiae, the nutrient-dependent “START A” point at the G1 phase of the cell
cycle is believed to be evolutionarily related to the R point in mammals [6–8]. Notably, under certain
conditions some unicellular and multicellular cells, eukaryotic organisms can undergo a temporary
cell cycle arrest and enter the quiescent state not only from the G1 phase of the cell cycle, but also
from the S, G2, or M phase [9–19]. Studies in budding yeast suggest that this is because the entry into
quiescence is controlled not by (or not only by) the cell cycle regulation machinery, but by (or also
by) the metabolic status of the cell at a certain cell cycle phase [17,18]. Once the cell cycle is arrested
at the R or START A point, cells enter a reversible G0 phase of the cell cycle and become quiescent.
In budding yeast and mammals, this reversible G0 state of quiescence is also called the “quiescence
cycle” of cell oscillation between at least two functional states [1–4,20].
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The entry of cells into the reversible G0 state of quiescence prevents their entry into the irreversible
G0 state of senescence or the irreversible G0 state of terminal differentiation [2–4]. Of note, some
“irreversibly arrested” senescent or terminally differentiated cells retain an intact (although silenced)
mechanism for cell cycle re-entry, as they can resume proliferation in response to certain cell-extrinsic
and cell-intrinsic factors [21–25]. Quiescent cells in the reversible G0 state do not divide, but rather retain
the ability to re-enter the cell cycle and resume proliferation in response to certain pro-mitogenic factors,
which include cell-extrinsic environmental signals and cell-intrinsic regulatory mechanisms [2,4].
Cellular quiescence is actively maintained by complex multiprotein networks and represents a
collection of heterogeneous states in both multicellular and unicellular eukaryotes [2–4,26–32].

Populations of unicellular eukaryotic organisms (such as various yeast species) in the wild are
always able to undergo a reversible switch between the states of cellular quiescence and proliferation;
such a switch is controlled by nutrient availability and some other environmental factors [3,8,19,33–36].
Adult organisms in “lower” metazoan organisms (such as nematodes and fruit flies) and in “higher”
metazoans (such as plants, mammals, and humans) contain several distinct types of quiescent cells;
adult stem cells are among these quiescent cells in mammals and humans [2,37–44].

Quiescent adult stem cells in different mammalian tissues are long-lived [2,29,45,46]. This is
because they can actively support their resistance to various stresses and toxicities [2,29,45,46]. This is
also because, when stimulated, quiescent adult stem cells can often self-renew by dividing infrequently
and asymmetrically to form a new quiescent stem cell and an actively dividing daughter progenitor
cell; then, the daughter progenitor cell can advance through a hierarchically organized and tightly
controlled series of events that yield one or more types of terminally differentiated cells [2,47–51]. Of
note, quiescent adult stem cells can also sometime undergo two types of symmetric divisions, either a
proliferation division (which yields two identical quiescent stem cells) or a differentiation division
(which yields two differentiated cells) [49,52–60].

A body of evidence indicates that the abilities of quiescent adult stem cells to resist stresses,
self-renew, and produce fully differentiated cells are crucial for tissue repair and regeneration, and
are vital for the growth, development, and health of the adult body [2,19,48,61–64]. The number of
quiescent adult stem cells and the efficiencies with which they resist stresses, self-renew, and produce
fully differentiated cells declines with age [29,31,32,45,46,61,62,64–81]. Such an age-related numerical
and functional decline of quiescent adult stem cells impairs their ability to balance quiescence
with proliferation activity, and has been implicated in the pathophysiology of cancer and other
aging-associated diseases in mammals and humans [19,29,31,32,45,46,48,61,62,64,66,67,69,70,72–77,79–
84]. Some genetic, dietary, and pharmacological interventions can delay cellular and organismal aging
and postpone the onset of aging-associated diseases by decelerating an age-related decline in the number
and/or functionality of quiescent adult stem cells [2,19,29,31,32,45,46,48,61,62,64–84]. Aging-associated
changes in the specialized cellular neighborhoods of adult stem cells, which are known as the stem
cell niches, provide an essential contribution to an age-related decline in the abilities of adult stem
cells to sustain quiescence, proliferation capacity, and differentiation potential [85–91]. This is because
the stem cell niches in diverse tissues produce and release certain short-range molecular signals that
are indispensable for maintaining the quiescence, self-renewal, proliferation capacity, differentiation
potential, and functionality of neighboring adult stem cells [2,91–93]. Since the efficiencies with which
the stem cell niches produce and release such transmissible molecular signals are either enhanced
or weakened with age, the cell-nonautonomous mechanisms orchestrated by these niches critically
contribute to the age-related weakening of various aspects of stem cell functionality [85–91].

Here, we examine the characteristic metabolic, signal transduction, gene expression, epigenetic,
stress survival, and cell cycle regulation features of quiescent adult stem cells in mammals and humans.
We explore cell-intrinsic mechanisms regulating quiescence entry, maintenance, and exit in these cells.
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2. Common Traits of Quiescent Adult Stem Cells and Cell-Intrinsic Mechanisms That in These
Cells Control Quiescence Entry, Maintenance, and Exit

Quiescent adult stem cells residing in different tissues share a discrete set of metabolic, signal
transduction, gene expression, epigenetic, stress survival, and cell cycle regulation traits, all of which
are distinct from those of the fully differentiated progeny of such cells [94–97]. Many of these
common traits are actively maintained by quiescent adult stem cells and define their stress resistance,
self-renewal potential, and regulated proliferation and differentiation routes; thus, adult stem cells
have developed cell-autonomous, intrinsic regulatory mechanisms for quiescence entry, maintenance,
and exit [28,94–99]. These traits and mechanisms are outlined below and schematically depicted in
Figures 1–6.

2.1. Common Metabolic Traits of Quiescent Adult Stem Cells Define Their Fate

Quiescent adult stem cells metabolize glucose and other carbohydrates mainly through aerobic
glycolysis that yields pyruvate; instead of being transported to mitochondria, converted to acetyl-CoA,
and incorporated into the mitochondrial tricarboxylic acid (TCA) cycle, this pyruvate is then transformed
to lactate in the cytosol of these cells [28,43,97,98,100–103]. This metabolic signature of quiescent
adult stem cells is actively sustained by the following processes and features that are characteristic of
these cells: (1) the transcription factor hypoxia-inducible factor 1α (HIF-1α)-dependent upregulation
of levels of many glycolytic enzymes (such as hexokinase, phosphofructokinase, glyceraldehyde
3-phosphate dehydrogenase, phosphoglycerate kinase, and enolase) and lactate dehydrogenase A (an
enzyme involved in the formation of lactate from pyruvate) in the cytosol; (2) a downregulation of the
MPC1 subunit of the pyruvate carrier complex in mitochondria; (3) a HIF-1α-dependent upregulation
of the mitochondrial pyruvate dehydrogenase kinases PDK2 and PDK4, both of which inhibit the
pyruvate dehydrogenase complex-driven conversion of pyruvate to acetyl CoA in mitochondria; (4)
a dynamin-related protein 1 (DRP1)-dependent fragmentation of the mitochondrial network into
globular and immature mitochondria with underdeveloped cristae; (5) an increased abundance
of the mitochondrial membrane uncoupling protein UCP2 that uncouples and lowers oxidative
phosphorylation (OXPHOS) in mitochondria; (6) an elevated concentration of the ATPase inhibitory
factor 1 (IF1) that suppresses mitochondrial adenosine triphosphate (ATP) synthase activity; (7) an
upregulation of the mitochondrial carrier homolog 2 (MTCH2), a negative regulator of mitochondrial
OXPHOS that induces mitochondrial depolarization; (8) an HIF-2α-dependent upregulation of the
primary antioxidant enzymes involved in the detoxification of reactive oxygen species (ROS); among
these enzymes are catalase (CAT) in peroxisomes and mitochondria, glutathione peroxidase type 1
(GPX1) in peroxisomes and mitochondria, copper/zinc superoxide dismutase (SOD1) in the cytosol,
mitochondria, and peroxisomes, and manganese superoxide dismutase (SOD2) in mitochondria; and
(9) a decline in the extent of ROS-inflicted apoptotic cell death (Figure 1) [27,43,94,96,97,100,103–112].

A body of evidence supports the notion that the common features of adult stem cells
are to metabolize carbohydrates mainly through aerobic glycolysis in the cytosol, to suppress
carbohydrate oxidation in mitochondria, to fragment mitochondrial network into globular and
immature mitochondria with underdeveloped cristae, and to stimulate ROS detoxification in several
cellular locations are essential for the maintenance of quiescence, identity, high number, regulated
proliferation, and controlled differentiation of these cells [43,71,94–97,100,101,110,113]. Specifically, the
HIF-1α, HIF-2α, and transcription factor Meis1 (myeloid ecotropic viral insertion site 1)-dependent
program of an intensified glycolytic flow, a weakened mitochondrial OXPHOS, and an enhanced
ROS detoxification within hematopoietic stem cells residing in a hypoxic niche is essential for the
maintenance of their quiescent state and number (Figure 1) [28,109,110,114–121]. An increased
glycolytic flow and a decreased mitochondrial OXPHOS are also required for the quiescent state
maintenance and number preservation in mesenchymal stromal cells that are known to reside within
the hypoxic environment of the bone marrow niche [28,122].
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Figure 1. Some common metabolic features of adult stem cells are essential for the maintenance of
their quiescence, number, proliferation potential, and differentiation ability. Among these metabolic
features are carbohydrate metabolism mainly through aerobic glycolysis in the cytosol, suppressed
carbohydrate oxidation in mitochondria, mitochondrial network fragmentation into globular and
immature mitochondria with underdeveloped cristae, and stimulated ROS detoxification in several
cellular locations. Enzymes, metabolites and processes whose activities, concentrations and rates
are increased or decreased in quiescent adult stem cells (as compared to their fully differentiated
progeny) are displayed in red or green color, respectively. The red one-way arrows and the red two-way
arrows define irreversible and reversible (respectively) chemical reactions whose rates are increased
in quiescent adult stem cells. The red inhibitory bars define inhibitory effects whose intensities are
increased in quiescent adult stem cells. The green arrows define chemical reactions or processes
whose rates or intensities are decreased in quiescent adult stem cells. The black arrow defines the
irreversible chemical reaction whose rate is not changed in quiescent adult stem cells. See text for more
details. Abbreviations: ATP syn, ATP synthase; CAT, catalase; DRP1, dynamin-related protein 1; ENO,
enolase; GAPDH, glyceraldehyde 3-phosphate dehydrogenase; GLR, glutathione reductase; GPX1,
glutathione peroxidase type 1; HIF-1α and HIF-2α, transcription factor hypoxia-inducible factors 1α
and 2α, respectively; HK, hexokinase; IF1, inhibitory factor 1; LDH, lactate dehydrogenase; Meis1,
myeloid ecotropic viral insertion site 1; MPC1 and MPC2, mitochondrial pyruvate carrier subunits 1
and 2; MTCH2, mitochondrial carrier homolog 2; OXPHOS, oxidative phosphorylation; PDH, pyruvate
dehydrogenase; PDK2 and PDK4, pyruvate dehydrogenase kinases 2 and 4 (respectively); PFK,
phosphofructokinase; PGK, phosphoglycerate kinase; PPP, pentose phosphate pathway; ROS, reactive
oxygen species; SOD1 and SOD2, superoxide dismutases 1 and 2 (respectively); UCP2, uncoupling
protein 2.
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Figure 2. Mitochondrial β-oxidation of fatty acids and their synthesis in the cytosol of adult stem
cells control the efficiency with which these cells can sustain quiescence or self-renew by asymmetric
divisions. An inhibition of fatty acid synthesis in the cytosol is needed to sustain the quiescent state
of adult neural stem cells. An activation of the transcription of nuclear genes that are involved in
mitochondrial fatty acid transport andβ-oxidation within adult stem cells is essential for the self-renewal
of these cells by asymmetric divisions; such divisions lead to the formation of a new quiescent stem
cell and an actively dividing daughter progenitor cell. Enzymes, metabolites, and processes whose
activities, concentrations, and rates must be increased to maintain the quiescence of adult stem cells
are displayed in red. Enzymes, metabolites, and processes whose activities, concentrations, and
rates need be decreased to promote the self-renewal of adult stem cells by asymmetric divisions
are displayed in green. The back arrows define chemical reactions whose rates are not essential for
the maintenance of quiescence by adult stem cells. The green arrows define chemical reactions or
processes whose rates or intensities must be decreased to maintain the quiescence of adult stem cells.
The red inhibitory bars define inhibitory effects whose intensities must be increased to maintain the
quiescence of adult stem cells. See text for more details. Abbreviations: Ac, acetyl group; ACC1,
acetyl-CoA carboxylase 1; ACLY, ATP citrate lyase; CAD, acyl-CoA dehydrogenase; CAT, carnitine
acylcarnitine translocase; CEH, enoyl-CoA hydratase; CHAD, hydroxyacyl-CoA dehydrogenase; CKAT,
ketothiolase; CPT1 and CPT2, carnitine palmitoyltransferases 1 and 2 (respectively); FACS, fatty
acyl-CoA synthase; FASN, fatty acid synthase; MIG12, midline-1-interacting G12-like protein; PGC-1α,
peroxisome proliferator-activated receptor-gamma coactivator 1α; PML, promyelocytic leukaemia
protein; PPARδ, peroxisome proliferator-activating receptor type δ; SPOT14, the 14th spot of proteins;
THRSP, thyroid hormone-inducible hepatic protein.
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Figure 3. NAD+ concentration within adult stem cells defines how efficiently these cells can maintain
quiescence or self-renew by undergoing asymmetric divisions. The NAD+-activated sirtuin SIRT1
in the nucleus is required for the maintenance of quiescence in adult stem cells, because this SIRT1
deacetylates histone H4 and the transcriptional factors FOXO and PGC-1α. The NAD+-activated
sirtuin SIRT3 in mitochondria is essential for quiescence maintenance by adult stem cells, because this
SIRT3 deacetylates and activates superoxide dismutase SOD2 and isocitrate dehydrogenase IDH2,
both of which weaken cellular oxidative stress. The NAD+-activated sirtuin SIRT1 in the cytosol
is required for the transition from quiescence to self-renewal by asymmetric divisions, because this
SIRT1 deacetylates and activates the autophagy-related protein ATG7 to promote autophagy, which
provides the energy and macromolecules required for such transitions. Proteins, metabolites, and
processes whose activities, concentrations, and rates must be increased to maintain the quiescence
of adult stem cells are displayed in red. Proteins, metabolites, and processes whose activities,
concentrations, and rates must be increased to promote the self-renewal of adult stem cells by
asymmetric divisions are displayed in green. The red arrows define processes whose intensities must
be increased to maintain the quiescence of adult stem cells. The green arrows define processes whose
intensities must be decreased to maintain the quiescence of adult stem cells. See text for more details.
Abbreviations: Ac, acetyl group; ATG7, the autophagy-related protein 7; FOXO, transcriptional factors
of the Forkhead family; H4, histone H4; IDH2, mitochondrial isocitrate dehydrogenase 2; OXPHOS,
oxidative phosphorylation; PGC-1α, peroxisome proliferator-activated receptor-gamma coactivator 1α;
SIRT1 and SIRT3, NAD+-dependent protein deacetylases sirtuin 1 and sirtuin 3 (respectively); SOD2,
mitochondrial manganese superoxide dismutase.
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Figure 4. The intensity of information flow through the mTORC1-signaling pathway defines the fate
of quiescent adult stem cells. A low intensity of mTORC1 signaling in adult stem cells decreases the
extent of mitochondrial ROS production and release, thereby preventing the exit of these cells from the
quiescent state and their excessive proliferation. An activation of mTORC1 signaling in response to
hepatocyte growth factor, a cell-extrinsic pro-mitogenic signal, commits quiescent adult stem cells to
cell cycle entry, proliferation, and differentiation. Proteins, metabolites, and processes whose activities,
concentrations, and rates must be increased to maintain the quiescence of adult stem cells are displayed
in red. Proteins, metabolites, and processes whose activities, concentrations, and rates need to be
increased to promote the exit of adult stem cells from the state of quiescence are displayed in green.
The red arrow defines the chemical reaction whose rate must be increased to maintain the quiescence of
adult stem cells. The red inhibitory bar defines the inhibitory effect whose intensity must be increased
to maintain the quiescence of adult stem cells. The green arrows define chemical reactions or processes
whose rates or intensities must be increased to promote the exit of adult stem cells from the state of
quiescence. See the text for more details. Abbreviations: Akt1, RAC-alpha serine/threonine protein
kinase 1 or v-akt murine thymoma viral oncogene homolog 1; cMet, mesenchymal–epithelial transition
factor; GAlert, the “alert” phase of quiescence; HGF, hepatocyte growth factor; HGFA, hepatocyte
growth factor activator; mTORC1, the mammalian (or mechanistic) target of rapamycin complex 1;
PGC-1α, peroxisome proliferator-activated receptor-gamma coactivator 1α; PIP2, phosphatidylinositol
4,5-bisphosphate; PIP3, phosphatidylinositol (3,4,5)-trisphosphate; PI3K, phosphoinositide 3-kinase;
Pten, phosphatase and tensin homologue; Rheb, Ras homolog enriched in brain; ROS, reactive oxygen
species; Tsc1, tuberous sclerosis 1; YY1, yin-yang 1 transcription factor.
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Figure 5. Several heat shock proteins (HSPs) play essential roles in preserving the quiescence, affecting
the proliferation, and influencing the differentiation of adult stem cells. These HSPs control the nuclear
import and degradation of some transcription factors, as well as the translation and stability of certain
proteins that promote cell differentiation, glycolysis, and concentrations of mitochondrially-generated
reactive oxygen species (ROS). Proteins, metabolites, and processes whose activities, concentrations,
and rates must be increased to maintain the quiescence of adult stem cells are displayed in red. Proteins,
metabolites, and processes whose activities, concentrations, and rates must be increased to promote the
exit of adult stem cells from the state of quiescence are displayed in green. Proteins and processes whose
activities and rates must be increased to promote the differentiation of adult stem cells are displayed in
black. Proteins whose activities must be increased to suppress the differentiation of adult stem cells
are displayed in pink. See text for more details. Abbreviations: BIM, Bcl-2-like protein 11; GATA-1,
GATA-binding factor 1; GRP78, immunoglobulin heavy chain-binding protein homolog; HSC70, heat
shock cognate 71 kDa protein; HspB5, alpha-crystallin B chain; MyoD, myoblast determination protein
D; TDGF-1, teratocarcinoma-derived growth factor 1.
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Figure 6. The unfolded protein response (UPRER) and (UPRmit) systems of proteostasis restoration
in adult stem cells are required for the maintenance of their quiescence, self-renewal proficiency,
proliferation potential, differentiation competence, functionality, and viability. A stimulation of the
ATF6 (activating transcription factor 6), IRE1 (inositol requiring enzyme 1), and PERK (PKR-like
endoplasmic reticulum kinase) branches of the UPRER system is essential for the maintenance,
self-renewal, functionality, and survival of adult stem cells. A SIRT7-dependent inhibition of the UPRmit

system is indispensable for sustaining the quiescence and differentiation capability of hematopoietic
stem cells. A NAD+/SIRT1-dependent stimulation of the UPRmit system is required for the maintenance
of the quiescence, self-renewal potential, differentiation ability, and viability of muscle stem cells,
neural stem cells, and melanocyte stem cells. Proteins, metabolites, and processes whose activities,
concentrations, and rates must be increased to maintain the quiescence of adult stem cells are displayed
in red. Proteins, metabolites, and processes whose activities, concentrations, and rates need to be
increased to promote the exit of adult stem cells from the state of quiescence are displayed in green.
See text for more details. Abbreviations: ATF4, activating transcription factor 4; ATF6(N), N-terminal
cytosolic fragment; CHOP, C/EBP homologous protein; Dppa5, developmental pluripotency-associated
5 protein; eIF2α, eukaryotic translation initiation factor 2α; ER, the endoplasmic reticulum; ETC,
electron transport chain; FXN, frataxin; HIF-2α, hypoxia-inducible factor 2α; NRF1, nuclear respiratory
factor 1; OXPHOS, oxidative phosphorylation; ROS, reactive oxygen species; SIRT1 and SIRT7, sirtuin
1 and sirtuin 7 (respectively); SOD2, mitochondrial manganese superoxide dismutase; TUDCA,
tauroursodeoxycholic acid; uORFs, upstream open reading frames; XBP1, X-box binding protein 1;
XBP1s, X-box binding protein 1 translated as a protein product the spliced mRNA for XBP1.

Mechanisms through which the augmented glycolytic flow in adult stem cells can contribute to
the maintenance of the quiescent state and number of these cells by regulating some downstream
cellular processes require further investigation. One possibility is that such flow allows the glycolytic
intermediate glucose-6-phosphate to enter the pentose phosphate pathway (PPP), which generates
nicotinamide adenine dinucleotide phosphate (NADPH) (Figure 1) [123]. NADPH is not only the
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source of cellular reducing equivalents required for the synthesis of nucleic acids and lipids; it is
also the electron donor that is essential for sustaining cellular redox homeostasis via the glutathione
reductase system [123]. Since this system protects cellular macromolecules from oxidative damage
inflicted by ROS, the intensified glycolytic flow in adult stem cells can defend macromolecules in these
cells against ROS-dependent oxidative damage (Figure 1) [96,124–126]. The decline in mitochondrial
OXPHOS, which is also characteristic of adult stem cells and generates the bulk of ROS, can contribute
to the maintenance of the quiescent state and number of these cells through the two mechanisms
described in Section 2.3.

2.2. Fatty Acid Oxidation and Synthesis Define the Fate of Quiescent Adult Stem Cells

Since mitochondrial transport and the oxidation of pyruvate are actively suppressed in adult
stem cells (see above), the transport of fatty acid to mitochondria and the β-oxidation of fatty acids in
mitochondria define the rate of mitochondrial respiration in these quiescent cells [43,97].

The efficiencies of mitochondrial fatty acid transport and β-oxidation regulate the self-renewal
potential and proliferation capacity of adult stem cells [28,95,97]. A promyelocytic leukaemia
protein (PML)/peroxisome proliferator-activated receptor-gamma coactivator 1α (PGC-1α)/peroxisome
proliferator-activating receptor type δ (PPARδ)-dependent activation of transcription of nuclear genes
involved in mitochondrial fatty acid transport and β-oxidation within hematopoietic stem cells is
essential for the self-renewal of these cells by asymmetric divisions, in favor of symmetric differentiating
divisions [127–129]; this is likely because such activation promotes the mitophagic degradation of
damaged and dysfunctional mitochondria (Figure 2) [130].

The self-renewal of neural stem cells by asymmetric divisions also requires the efficiency of
mitochondrial fatty acid β-oxidation to reach a certain threshold; it remains unknown why and how
such optimal efficiency of mitochondrial fatty acid β-oxidation can fuel asymmetric divisions of neural
stem cells but not their symmetric differentiating divisions [95,131,132].

Moreover, an optimal efficiency of mitochondrial fatty acid β-oxidation is needed for the
self-renewal of quiescent skeletal muscle stem cells; however, the functionality and viability of these
cells are impaired if such efficiency exceeds a certain, oxidative damage-inducing level [95,133,134].

Taken together, these findings indicate that there is a certain optimal efficiency of mitochondrial
fatty acid β-oxidation at which this metabolic pathway actively supports the self-renewal potential and
proliferation capacity of adult stem cells [95]. Mechanisms underlying this effect of mitochondrial fatty
acid β-oxidation are presently unknown. One possible mechanism may involve the demonstrated
ability of mitochondrial fatty acid β-oxidation to generate the bulk of NADPH [28,135], which is
essential for sustaining cellular redox homeostasis via the glutathione reductase system in adult stem
cells (see Section 2.1).

The self-renewal potential and proliferation capacity of adult stem cells can be controlled not only
by the efficiencies of mitochondrial fatty acid transport and β-oxidation, but also by the efficiency with
which fatty acids are synthesized in the cytosol. Specifically, the acetyl-CoA carboxylase (ACC) and
fatty acid synthase (FASN)-dependent synthesis of fatty acids in the cytosol must be inhibited by thyroid
hormone-inducible hepatic protein (THRSP; also known as the 14th spot of proteins [SPOT14] protein)
to sustain the quiescent state of adult neural stem cells (Figure 2) [136]. This is most likely because
certain concentrations of endogenous fatty acids can stimulate the exit of these cells from the quiescent
state and their subsequent proliferation and differentiation [28,136]. However, some exogenously
added acids and a high-fat diet rich in fatty acids exhibit the opposite effect on the quiescence and
proliferation of a different kind of adult stem cell, specifically of intestinal stem cells [137]. In fact,
endogenous fatty acids promote the quiescent state of these stem cells, and suppress their proliferation
and differentiation [137].

In sum, these findings support the notion that a balance between the mitochondrial β-oxidation
of fatty acids and their synthesis in the cytosol defines the fate of adult stem cells, because this balance
controls the concentration of fatty acids within these cells. A regulated change of this balance can
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increase or decrease the intracellular concentration of fatty acids, thereby altering the efficiency with
which these cells can sustain quiescence, self-renew by asymmetric divisions, or differentiate. It is
also conceivable that different kinds of adult stem cells may differ in the threshold level of fatty acid
concentrations that are capable of regulating the fate of these cells.

2.3. A Dual Role of ROS in Defining the Homeostasis and Functionality of Quiescent Adult Stem Cells

Since mitochondrial respiration is the major source of ROS within mammalian cells [138], the
suppression of mitochondrial respiration and OXPHOS observed in adult stem cells elicits a significant
decline in ROS within these cells [96,139,140].

The low concentration of ROS is a hallmark of adult stem cells, and it plays a dual
essential role in sustaining the homeostasis, functionality, and long-term survival of these
cells [2,71,95–97,124–126,141–145].

One role of such regulated decline in ROS is to protect the molecules of proteins, lipids, and nucleic
acids within adult stem cells (including hematopoietic stems cells, neural stem cells, spermatogonial
stem cells, and tracheal stem cells) against oxidative damage inflicted by ROS concentrations exceeding
a toxic threshold [71,96,105,146–150]. If ROS concentrations within adult stem cells exceed such a toxic
threshold, the DNA and other macromolecules in these cells are oxidatively damaged; this causes cell
death, a decline in the number of adult stem cells, and ultimately leads to the exhaustion of the pool of
these cells [71,151,152]. The protection of cellular macromolecules against ROS-dependent oxidative
damage within adult stem cells is further enhanced by the high efficiencies of the antioxidant defense and
DNA repair systems that are characteristic of these cells [96,124–126,153–155]. The antioxidant defense
and DNA repair systems within adult stem cells include the following: (1) the NADPH-dependent
glutathione reductase system for sustaining cellular redox homeostasis, which is fueled by the
intensified glycolytic flow within these cells, as described in Section 2.1 (Figure 1); (2) the antioxidant
system driven by the transcriptional activator FoxO3 of the forkhead family, which is activated
by the NAD+-dependent protein deacetylase sirtuin 1 (SIRT1); this system includes peroxisomal
and mitochondrial CAT, mitochondrial SOD2, and mitochondrial thioredoxin-dependent peroxide
reductase (PRDX3) [156–162]; (3) the antioxidant system orchestrated by the nuclear respiratory
factor 2 (NRF2); this system includes enzymes involved in the synthesis of reduced glutathione and
thioredoxin, NADPH-generating enzymes of the TCA cycle and pentose phosphate pathway, several
forms of PRDX, and cytosolic thioredoxin reductase 1 (TXNRD1) [163,164]; and 4) the non-homologous
end-joining (NHEJ) pathway for repairing DNA double-strand breaks [2,165]. In sum, the intensity of
oxidative stress in adult stem cells is low. Such intensity is known to be defined by a balance between
the efficiencies of cellular ROS production, ROS-inflicted oxidative damage, ROS detoxification, and
oxidative damage repair [166–169]. Thus, the low concentration of ROS within adult stem cells, their
high antioxidant capacity, and their enhanced ability to repair oxidatively damaged DNA protect these
cells from excessive oxidative stress and damage.

It needs to be emphasized that the FoxO3-dependent and NRF2-dependent antioxidant defense
systems, as well as the NHEJ pathway of DNA repair, are indispensable for the quiescence and/or
long-term survival of adult stem cells. In fact, the FoxO3-dependent antioxidant defense system is
essential for the self-renewal of neural stem cells by asymmetric divisions that allow maintaining
a pool of these cells in a quiescent state [157,159,170,171]. Furthermore, the NRF2-dependent
antioxidant defense system is required to preserve a pool of intestinal stem cells in the state of
quiescence [163,164,172,173]. Moreover, the NHEJ pathway of DNA repair is needed for assuring the
long-term survival of adult stem cells [2,174].

Another role of the regulated decline in ROS within quiescent adult stem cells is to
suppress their symmetric differentiating divisions. These divisions: 1) are stimulated by ROS
concentrations that exceed a certain threshold but remain non-toxic; and 2) cause proliferation
and then the terminal differentiation of the cells, thereby exhausting the pool of quiescent
adult stem cells [71,96,99,139,140,147,148,150,175–178]. Such stem cell proliferation-based and
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differentiation-based exhaustion of the pool of quiescent adult stem cells in response to a rise in
ROS concentrations to a level below the toxic threshold has been reported for hematopoietic stems
cells, intestinal stem cells, and skeletal muscle stem cells [71,157,159,163,164,170,171,175,179–182].

The downstream targets of ROS concentrations that elicit the cell proliferation-based and
differentiation-based exhaustion of the pool of quiescent adult stem cells remain to be characterized.
One of these targets of ROS in hematopoietic stems cells can be the p38α mitogen-activated protein
kinase signaling pathway [183,184]. In response to increased ROS concentrations, this pathway
stimulates the transcription factor Mitf (microphthalmia-associated transcription factor) that then
activates the transcription of a gene for a rate-limiting enzyme of purine metabolism [184–186].
The resulting remodeling of purine metabolism alters the levels of amino acids and purine
nucleotides, thus promoting cell cycle progression and cell proliferation in response to increased ROS
concentrations [184–186].

2.4. Some Mitochondrial TCA Cycle Intermediates Contribute to Quiescence Maintenance by Adult Stem Cells

Recent findings suggest that the suppression of mitochondrial respiration and OXPHOS is not the
only mitochondria-related factor involved in sustaining the homeostasis and functionality of adult
stem cells. Specifically, it has been shown that some intermediates of the mitochondrial TCA cycle
play essential roles in determining the fate of these cells; these intermediates include acetyl CoA,
oxaloacetate, citrate, and α-ketoglutarate [31,77,94,187–191].

The essential roles of these TCA cycle intermediates in the fate of adult stem cells is due to their
abilities to be cofactors or substrates for chromatin-modifying enzymes that catalyze some epigenetic
modifications in the nucleus, such as histone acetylation/deacetylation and histone methylation, as
well as DNA methylation and hypermethylation [2,31,71,77,94,187–196]. Some of these mitochondrial
metabolism-driven modifications of histones and DNA have been observed only in neural stem cells,
skeletal muscle stem cells, adipose-derived mesenchymal stem cells, muscle-derived mesenchymal stem
cells, and bone marrow-derived mesenchymal stem cells, but not in their fully differentiated progeny;
such stem cell-specific epigenetic modifications in the nucleus play essential roles in maintaining
quiescence, regulating self-renewal and proliferation, and/or suppressing the differentiation of these
adult stem cells [2,31,77,133,197–212].

Many of these stem cell-specific epigenetic modifications in the nucleus are known to activate
or repress the transcription of genes implicated in different aspects of fate programming in adult
stem cells, including the maintenance of their quiescence and self-renewal ability as well as their
regulated proliferation and differentiation [2,31,77,188,189,197–203,206,207,210]. Nuclear genes whose
transcription is activated in quiescent neural stem cells, muscle stem cells, hair follicle stem cells,
umbilical cord-derived mesenchymal stem cells, and bone marrow-derived mesenchymal stem cells
include genes that encode proteins that are involved in the G1/S cell cycle transition, epigenetic
modifications in the nucleus, transcription of genes implicated in stem cell fate decisions, stemness,
and microRNA formation [2,189,213–216]. Nuclear genes whose transcription is repressed in quiescent
neural stem cells, muscle stem cells, hair follicle stem cells, adipose-derived mesenchymal stem
cells, muscle-derived mesenchymal stem cells, and bone marrow-derived mesenchymal stem cells
include genes that encode proteins implicated in DNA replication, chromosome segregation, cell
cycle delay at several checkpoints, cell cycle progression, lineage specificity, and mitochondrial
functionality [2,188,213–216].

Taken together, these findings suggest that certain mitochondrial metabolism-driven modifications
of the epigenetic landscape within the nucleus of adult stem cells can alter the efficiencies with which
some transcription factors activate or repress the expression of nuclear genes that are involved in
the quiescent state maintenance by adult stem cells and/or in their response to environmental cues,
proliferation, and differentiation [2,31,77,78,94,96].

Further investigation is required on the mechanisms through which the TCA cycle intermediates
acetyl CoA, oxaloacetate, citrate, and α-ketoglutarate can maintain the homeostasis and functionality
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of adult stem cells by promoting epigenetic modifications of nuclear genes and altering the epigenetic
landscape of these cells. In hematopoietic stems cells, skeletal muscle stem cells, and hair follicle stem
cells, the histone 3 methyltransferases EZH1 and EZH2 (enhancer of zeste proteins 1 and 2, respectively)
are essential components of such mechanisms; in fact, the downregulation of both proteins leads to a
depletion of the pool of these quiescent adult stem cells, whereas the upregulation of EZH2 decelerates
the exhaustion of hematopoietic stems cells [217–220].

2.5. NAD+ Concentration within Adult Stem Cells Defines Their Fate

Relative rates of aerobic glycolysis, lactate formation, mitochondrial respiration, OXPHOS,
mitochondrial TCA cycle, and mitochondrial fatty acid β-oxidation control the cellular concentrations
of the oxidized and reduced forms of nicotinamide dinucleotide (NAD+ and NADH, respectively)
and, thus, the NAD+/NADH ratio in adult stem cells [94,96,221]. The NAD+/NADH ratio plays an
essential role in defining the fate of adult stem cells not only because NAD+ is a cofactor of all these
metabolic processes, but also because NAD+ is an activator of SIRT1 in the cytosol and SIRT3 in
mitochondria [222–224].

A body of evidence supports the essential role of NAD+-activated SIRT1 in defining the fate of
adult neural stem cells. However, there are two conflicting views on how exactly NAD+-activated SIRT1
can influence the fate of these cells. On the one hand, some studies suggest that NAD+-activated SIRT1
promotes the quiescence of adult neural stem cells and suppresses their proliferation and differentiation.
These studies have shown that (1) the genetic inactivation or pharmacological inhibition of SIRT1 in
adult neural stem cells promotes their exit from quiescence and stimulates their proliferation and
differentiation [225–229], and (2) SIRT1 overexpression or its resveratrol-driven activation preserves the
quiescence of adult neural stem cells and suppresses their proliferation and differentiation [226,229].
On the other hand, other studies have suggested that NAD+-activated SIRT1 suppresses the quiescence
of adult neural stem cells and promotes their proliferation and differentiation. These other studies
have demonstrated that (1) SIRT1 genetic downregulation or pharmacological inhibition promotes
the quiescence of these cells and suppresses their proliferation and differentiation; and (2) SIRT1
overexpression stimulates the quiescence exit of these cells and accelerates their proliferation and
differentiation in a mechanism that involves a transient translocation of SIRT1 from the cytosol into the
nucleus [230–232]. In sum, the exact role of NAD+-activated SIRT1 in defining the fate of adult neural
stem cells remains controversial and requires further investigation.

The essential role of NAD+ concentration and SIRT1 activity in defining the fate of adult stem
cells is underscored by the finding that a decline in NAD+ concentration within skeletal muscle
stem cells lowers SIRT1 activity; this causes an increase in the extent of histone H4 acetylation and
ultimately activates the transcription of nuclear genes involved in the transition from quiescence to the
proliferation and differentiation of these stem cells [133,233]. Thus, one role of the NAD+-dependent
protein deacetylase SIRT1 in maintaining the quiescence of adult skeletal muscle stem cells is linked
to its known ability to suppress the transcription of certain genes by specifically remodeling their
epigenetic landscape through histone H4 deacetylation (Figure 3) [234–236].

Another mechanism through which NAD+-activated SIRT1 contributes to quiescence maintenance
in adult neural stem cells and adult skeletal muscle stem cells consists of the SIRT1-dependent
deacetylation and activation of PGC-1α (a transcriptional activator of mitochondrial biogenesis) to
promote mitochondrial functionality (Figure 3) [75,237–239].

It needs to be emphasized that the exact role of NAD+-activated SIRT1 in the quiescence of adult
skeletal muscle stem cells requires further investigation. Specifically, it has been demonstrated that when
SIRT1 is activated by NAD+ in these stem cells, it promotes autophagy by deacetylating and stimulating
the autophagy-related protein 7 (ATG7) to provide the energy and macromolecules required for the
transition from quiescence to proliferation followed by differentiation (Figure 3) [240,241]. This finding
suggests that under certain conditions, NAD+-activated SIRT1 can act via an autophagy-based
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mechanism that stimulates the exit from quiescence and promotes the proliferation and differentiation
of adult skeletal muscle stem cells.

Of note, it has been proposed that NAD+-activated SIRT1 in hematopoietic stem cells and neural
stem cells may help to sustain their quiescent state by deacetylating another quiescence-related
target of SIRT1, namely the DNA-binding forkhead box O (FOXO) transcription factors [48].
The SIRT1-dependent deacetylation of the FOXO transcriptional factors is known to enhance their
ability to activate the transcription of many genes that are essential for preserving the quiescence
of hematopoietic stem cells and neural stem cells, preventing their premature differentiation and
maintaining their viability (Figure 3) [48,157,159,170,171,242,243].

SIRT3, a mitochondrial form of the NAD+-dependent sirtuins, is essential for the maintenance of
quiescence in adult hematopoietic stem cells [46,244,245]. Since NAD+-stimulated SIRT3 deacetylates
and activates some mitochondrial proteins involved in oxidative stress protection, it contributes to
the quiescence maintenance of these cells by diminishing oxidative stress inside and outside of their
mitochondria [46,244,245]. Specifically, when activated by NAD+, SIRT3 deacetylates and activates
SOD2, which is a major mitochondrial antioxidant enzyme; this reduces mitochondrial superoxide and
weakens cellular oxidative stress (Figure 3) [245–247]. NAD+-stimulated SIRT3 also deacetylates and
activates isocitrate dehydrogenase 2 (IDH2) [244,248]. Mitochondrial IDH2 catalyzes a reaction that
yields NADPH, the electron donor that is essential for sustaining cellular redox homeostasis via the
glutathione reductase and thioredoxin reductase systems [123]. Thus, the SIRT3-driven deacetylation
and activation of IDH2 also lessens cellular oxidative stress (Figure 3) [244,248].

2.6. A Low-Energy Status of Adult Stem Cells Helps Sustain Their Quiescence

As noted above, low efficiencies of OXPHOS and ATP synthesis in mitochondria are characteristic
features of the metabolic signature of quiescent adult stem cells [94,96,97]. This causes a rise in the
intracellular concentrations of adenosine monophosphate (AMP) and adenosine diphosphate (ADP),
thereby creating a low-energy stress and activating the liver kinase B1 (LKB1; a master energy-sensing
protein kinase) and the AMP-activated protein kinase (AMPK; a downstream phosphorylation target
of LKB1) [249–252].

LKB1 is essential for the quiescence maintenance, functionality, and survival of hematopoietic
stem cells in mice. In fact, a depletion of LKB has the following two temporally separated effects
on hematopoietic stem cells and on the multipotent progenitors formed from these adult stem cells:
(1) an initial loss of stem cell quiescence and the resulting rise in the number of cells comprising
each of these two cell populations; and (2) a subsequent decline in the number, and the ultimate
depletion, of both cell populations [253–255]. The hematopoietic stem cells of mice depleted of
LKB1 lost the ability to regenerate the hematopoietic system of control mice, and this decline in the
functionality of LKB1-depleted hematopoietic stem cells is followed by their apoptotic death [253–255].
A downstream target of LKB1 in hematopoietic stem cells is mitochondrial functionality, as LKB1
depletion in these cells decreases the expression of the transcriptional activators of mitochondrial
biogenesis PGC-1α and PGC-1β, lowers mitochondrial ATP synthesis, and impairs mitochondrial
integrity by decreasing mitochondrial membrane potential [253–255]. The decline in the integrity of
mitochondria observed within LKB1-depleted hematopoietic stem cells is likely to be responsible for
their accelerated apoptotic death [254]. These cells also undergo an induction of autophagy, which
plays an essential protective role in the survival of LKB1-depleted hematopoietic stem cells [254]. It is
conceivable that the ability of LKB1 to sustain the functionality and integrity of mitochondria, thereby
decelerating apoptotic cell death, is linked to the essential role of this master energy-sensing protein
kinase in preserving the quiescence, functionality, and survival of hematopoietic stem cells [253–256].
The involvement of LKB1 in preserving the quiescence of hematopoietic stem cells is complemented
by the essential role of autophagy—a degradative elimination of dysfunctional macromolecules and
organelles—in sustaining the quiescent state of these adult stem cells [257]. Although AMPK—the
downstream phosphorylation and activation target of LKB1—is known to promote autophagy because
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it phosphorylates the autophagy-initiating protein kinase ULK1 [252]—a mechanism through which
autophagic degradation is actively stimulated and sustained in hematopoietic stem cells to preserve
their quiescence—it also requires further investigation.

The essential role of LKB1 in sustaining the quiescence, functionality, and survival of hematopoietic
stem cells is not due to its activating effect on AMPK in these cells [253–255]. AMPK is a sensor
of energetic stress and mitochondrial dysfunction that does not influence the fate of hematopoietic
stem cells, neither before nor after being phosphorylated and activated by LKB1 [253–255,258].
Phosphorylated and activated AMPK is known to suppress the mammalian (or mechanistic) target
of rapamycin complex 1 (mTORC1) signaling pathway [48,252], whose genetic enhancement elicits
a depletion of hematopoietic stem cells [259–264] (see Section 2.7 for more details). Despite such an
essential role of a low-intensity mTORC1 signaling in maintaining hematopoietic stem cell quiescence,
the indispensable role of LKB1 in sustaining the quiescence, functionality, and survival of hematopoietic
stem cells is not caused by the LKB1-driven and AMPK-dependent activation of the mTORC1 signaling
pathway [253–255,258].

Although LKB1 controls the fates of hematopoietic stem cells and the multipotent progenitors
formed from these cells, it does not affect the abundance or functionality of the fully differentiated
progeny of such cells [253–255]. In contrast, LKB1 is not required for sustaining the quiescence,
functionality, and survival of a different type of adult stem cells, namely intestinal stem cells [265].
However, LKB1 is essential for the normal differentiation and maturation of intestinal stem cells;
mechanisms underlying such effects of LKB1 are presently unknown [265–267]. Thus, LKB1 can
differently influence the self-renewal, proliferation, and differentiation of different types of adult
stem cells.

2.7. The Maintenance of mTORC1 Signaling at Low Intensity in Adult Stem Cells Is Essential for Sustaining
Their Quiescence, Self-Renewal, and Functionality

The mTORC1 signaling pathway is a key signaling hub that—in response to changes in extracellular
and intracellular nutrients, pro-mitogenic stimuli, and stresses—alters the efficiencies of many anabolic
and catabolic cellular processes to ensure a proper adaptation of the cell to such changes [268,269].
The anabolic processes controlled by mTORC1 include glycolysis and the pentose phosphate
pathway, lipid and nucleotide synthesis, and protein synthesis [268,269]. Among the catabolic
processes controlled by mTORC1 are autophagy and lysosome biogenesis, and the ubiquitin-dependent
proteasomal degradation of proteins [268,269]. mTORC1 also controls cellular energy homeostasis
by activating the YY1 (yin-yang 1)/PGC-1α-dependent transcription of nuclear genes involved in
mitochondrial biogenesis and functionality [270–272].

Since some of the cellular processes regulated by mTORC1 can be involved in creating the metabolic
signature of adult stem cells that is essential for their quiescence (see Sections 2.1–2.6), and because
some of the processes creating such signatures are known to control mTORC1 via feedback regulation
mechanisms [28,270–272], it is conceivable that mTORC1 may play an essential role in defining the
fate of quiescent adult stem cells. In fact, an overactivation of the mTORC1 pathway by a mutation
that depletes the protein inhibitor Pten (phosphatase and tensin homologue) of this pathway causes
an exit of hematopoietic stem cells from quiescence, leads to a decline in functionality of these cells,
decreases their self-renewal potential, alters their differentiation pattern, and eventually results in an
exhaustion of the hematopoietic stem cell population pool in a cell-autonomous, mTORC1-dependent
fashion (Figure 4) [259,260]. Furthermore, an enhancement of the mTORC1 pathway by a constitutive
expression of the upstream protein activator Akt1 (RAC-alpha serine/threonine protein kinase 1 or
v-akt murine thymoma viral oncogene homolog 1) of mTORC1 transiently increases the abundance of
hematopoietic stem cells; then, it causes their excessive proliferation, and ultimately elicits the apoptotic
death of hematopoietic stem cells and the resulting depletion of their pool in an mTORC1-dependent
manner (Figure 4) [263,264]. Moreover, an overstimulation of the information flow through the mTORC1
pathway by a mutation that conditionally deletes the upstream protein inhibitor Tsc1 (tuberous sclerosis
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1) of mTORC1 promotes an exit of hematopoietic stem cells from the quiescent state, impairs their
functionality and self-renewal ability, promotes their apoptotic death, and eventually depletes the
pool of hematopoietic stem cells in an mTORC1-dependent fashion (Figure 4) [261,262]. These effects
of Tsc1 deletion on the fate of hematopoietic stem cells (1) coincide with a rise in the abundance of
mitochondria and a rise in cellular ROS; and (2) can be reversed with the help of the antioxidant
N-acetylcysteine, a ROS antagonist [261]. Thus, the maintenance of mTORC1 signaling at low intensity
in hematopoietic stem cells is essential for sustaining their quiescence, because it allows the suppression
of the YY1/PGC-1α-dependent transcription of nuclear genes involved in mitochondrial biogenesis
and functionality [270]. Such suppression prevents a rise of mitochondrially-produced cellular ROS
above a threshold level that is capable of inducing the quiescence exit and proliferation of these adult
stem cells (Figure 4) [261].

The intensity of information flow through the mTORC1 signaling pathway also defines the fate of
a different type of quiescent adult stem cells, namely neural stem cells, as well as the neural progenitor
cells that are formed from them. In fact, a mutation that conditionally deletes Tsc1 to enhance this
pathway impairs the migration patterns of both neural stem cells and neural progenitor cells in the
subventricular zone of the brain [273]. Moreover, a downregulation of the mTORC1 signaling pathway
by caloric restriction in Paneth cells of the intestinal stem cell niche triggers a cell non-autonomous
mechanism that promotes the self-renewal of intestinal stem cells and improves their functionality [274].
Thus, the fate of intestinal stem cells also depends on the intensity of information flow through the
mTORC1 signaling pathway. Downstream cellular processes whose regulation by mTORC1 controls
quiescence maintenance, self-renewal, and functionality of neural stem cells and intestinal stem cells
are presently unknown.

The nature of the intracellular pro-mitogenic and/or anti-mitogenic signals whose ability to control
mTORC1 in a cell-autonomous manner defines the fate of quiescent adult stem cells requires further
investigation. Recent studies uncovered a cell-nonautonomous mechanism of such mTORC1 control in
muscle stem cells. Specifically, it was demonstrated that the abilities of muscle stem cells to respond to
injury-induced systemic signals from distant tissues by retaining a pool of quiescent stem cells and
by creating a population of differentiated cells for distant tissue repair are under tight control of the
mTORC1 signaling within these adult stem cells [20,275,276]. Tissue injury stimulates the circulating
protease hepatocyte growth factor activator (HGFA); then, HGFA relays a signal to muscle stem cells in
tissues distant to the zone of injury by proteolytically activating HGF to stimulate the HGF receptor
cMet (mesenchymal–epithelial transition factor) and promote mTORC1 signaling in these stem cells
via a presently unknown mechanism (Figure 4) [20,275,276]. Once promoted, mTORC1 orchestrates a
transition of adult stem cells from the G0 phase to the “alert” (GAlert) phase of quiescence; this increases
the cell size, mitochondrial activity, and ATP concentration and, ultimately commits these stem cells to
cell cycle entry, proliferation, and differentiation (Figure 4) [20,275,276].

2.8. Several Mechanisms of Proteostasis Maintenance in Quiescent Adult Stem Cells Define Their Fate

As discussed in Section 2.3, an essential role of ROS in defining the homeostasis and functionality
of quiescent adult stem cells consists in the ability of ROS concentrations that exceed a toxic threshold to
inflict oxidative damage to cellular proteins. Several mechanisms for maintaining protein homeostasis
(proteostasis) within these cells are known to play essential roles in preserving the quiescence,
self-renewal, proliferation capacity, differentiation potential, and long-term survival of adult stem cells.
Some of these mechanisms prevent a collapse of cellular proteostasis by regulating protein synthesis
and folding, whereas other mechanisms are involved in the proteasomal or autophagic degradation of
damaged and dysfunctional proteins and organelles [29,277–280]. These mechanisms are integrated
into a proteostatic network orchestrated by several signaling pathways and transcriptional factors
that define the fate of adult stem cells [29,278,279]. The common traits of the proteostatic network
operating in adult stem cells include the following: (1) a suppression of protein synthesis on free
ribosomes in the cytosol; (2) a rise in the concentrations of heat shock proteins (HSPs) that act as

255



Int. J. Mol. Sci. 2019, 20, 2158

chaperones or co-chaperones to assist the proper folding and stability of newly synthesized proteins;
(3) an activation of the unfolded protein response (UPR) systems in the endoplasmic reticulum (ER)
and mitochondria (UPRER and UPRmit, respectively); (4) an enhancement of the ubiquitin system for
the ubiquitin/proteasome-dependent proteolytic clearance of improperly folded proteins, cell-cycle
regulators, and transcriptional factors, as well as for the proteasome-independent regulation of surface
protein receptors, histones, ribosome assembly factors, and vesicle transport proteins; and (5) a
stimulation of autophagy, a quality control mechanism for the regulated lysosomal degradation of
dysfunctional or excessive proteins and organelles, in some types of adult stem cells or its maintenance
at a basal level in other types of such cells (Figures 5 and 6) [29,79,277–284]. The involvement of each
of these proteostatic mechanisms in the homeostasis and functionality of adult stem cells is outlined
below in this section.

2.8.1. Protein Synthesis on Free Ribosomes in the Cytosol

The rate of protein synthesis in hematopoietic stem cells is significantly lower than that in
differentiating progenitor cells formed from them, which is likely because the repressor 4EBP1
(eukaryotic translation initiation factor 4E-binding protein 1) of cap-dependent translation is less
phosphorylated and more active in these adult stem cells [285]. The protein synthesis rate that is
maintained in hematopoietic stem cells is optimal for sustaining their quiescence and self-renewal
potential. In support of this notion, it was shown that (1) a mutation that increases such a rate within
hematopoietic stem cells in an mTORC1-dependent manner depletes their pool; (2) a mutation that
decreases the protein synthesis rate within hematopoietic stem cells weakens their self-renewal ability;
and (3) a combination of these two mutations restores the “optimal” protein synthesis rate within
hematopoietic stem cells and salvages the above effects of both mutations on stem cell quiescence and
self-renewal [259,285]. Therefore, the 4EBP1-dependent decline in protein synthesis rate observed
in hematopoietic stem cells is required for the maintenance of their homeostasis and functionality.
The efficiency of ribosome assembly in hematopoietic stem cells is an essential contributing factor to
such an indispensable role of the “optimal” protein synthesis rate in defining the fate of these adult
stem cells. In fact, a mutation in the ribosome protein Rpl22l impairs the emergence of hematopoietic
stem cells [286]. Furthermore, a depletion of the transcription factor Runx1 in hematopoietic stem
cells weakens ribosome biogenesis, decelerates protein synthesis, decreases cell susceptibility to
apoptotic death, and makes these adult stem cells more resistant to genotoxic and ER stresses [287].
Moreover, a mutation that impairs the maturation and nuclear export of the pre-60S ribosomal subunit
in hematopoietic stem cells causes an exhaustion of the pools of quiescent cells and the multipotent
progenitors formed from them, but not of the pool of mature hematopoietic cells [288]. In addition,
a decline in ribosome abundance within hematopoietic stem cells suppresses the translation of a
specific set of mRNAs that are essential for erythroid lineage commitment after these stem cells exit the
quiescent state [289].

Akin to hematopoietic stem cell quiescence, self-renewal, and differentiation, the fate of neural
stem cells also depends on the rate of mTORC1-regulated protein synthesis. Specifically, the constitutive
activation of 4EBP1 (which represses cap-dependent translation) in neural stem cells with hyperactive
mTORC1 and protein synthesis exceeding the optimal rate has been shown to restore the optimal rate
of protein synthesis, increase self-renewal potential, and slow down the accelerated differentiation of
these adult stem cells [290].

Protein synthesis on free ribosomes in the cytosol also defines the homeostasis and functionality
of epidermal stem cells, as a mutation that impairs the recycling and rescue of ribosomes stalled before
protein synthesis completion has been demonstrated to increase the synthesis rates of all the cellular
proteins in an mTORC1-dependent manner, cause the excessive proliferation of these adult stem cells,
and alter their normal differentiation pattern [291]. Since a suppression of mTORC1 signaling by
rapamycin in epidermal stem cells carrying this mutation decreases the global protein synthesis rate
and salvages the above effects of the mutation of the fate of epidermal stem cells, the maintenance
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of a protein synthesis rate below a certain threshold is essential for sustaining the homeostasis and
functionality of these adult stem cells [291].

The fate of skeletal muscle stem cells depends on the synthesis rates of myogenic factor 5 (Myf5)
and myoblast determination protein (MyoD) that are translated from a distinct set of mRNA templates.
In quiescent skeletal muscle stem cells, the translation of these mRNAs is selectively suppressed either
by a protein kinase R (PKR)-like endoplasmic reticulum kinase (PERK)-dependent phosphorylation
of translation initiation factor eIF2α [292] or by their association with certain microRNAs [293,294].
This causes an accumulation of such mRNAs in cytoplasmic mRNP (messenger ribonucleoprotein)
granules, thus silencing their translation [292–294]. Such silencing is essential for the maintenance of a
reversible quiescent state by skeletal muscle stem cells [292–294]. Furthermore, the dissociation of the
cytoplasmic mRNP granules caused either by an eIF2α dephosphorylation or by a downregulation of
the microRNAs allows the translation of these mRNAs in skeletal muscle stem cells, and is required
for both their exit from quiescence and their entry into a differentiation program [292–294].

2.8.2. HSP Concentrations

Many HSPs are chaperones or co-chaperones that assist the proper folding and stability of newly
synthesized proteins [295,296]. The concentrations of some HSPs in various types of quiescent adult stem
cells exceed those in the fully differentiated progeny of such cells [279,297]. Specifically, the abundance
of HSP70 protein 5 (HSPA5), HSP70 protein 8 (HSPA8), and HOP (an HSP70-HSP90 organizing protein)
in neural stem cells and mesenchymal stem cells is higher than in their differentiated progeny [298].
Adipose-derived stem cells exhibit higher concentrations of HSP27 (HSPB1), αB-crystallin (HSPB5),
HSP20 (HSPB6), and HSP60 than the fully differentiated progeny of such cells [299].

Some of these HSPs play essential roles in preserving the quiescence, abundance, survival,
proliferation capacity, and differentiation potential of adult stem cells, as outlined below.

Mechanisms underlying such effects of some HSPs have begun to emerge. HSC70 (HSPA8)
is essential for the cytokine-mediated survival of hematopoietic stem cells and prevents their
differentiation; this is because this HSP decreases the stability of mRNA encoding BIM, which
is a BH3-only pro-apoptotic factor that compromises stem cell viability but is required for apoptosis
during hematopoiesis and leukemogenesis (Figure 5) [300]. HSC70 (HSPA8) also interacts with cyclin
D1 and cyclin-dependent kinase inhibitors p27 and p57 in the cytosol of hematopoietic stem cells [301].
Both p27 and p57 prevent the nuclear import of the HSC70/cyclin D1 complex, thereby allowing the
maintenance of quiescence of hematopoietic stem cells (Figure 5) [301]. The GRP78 member of the
HSP70 protein family binds to teratocarcinoma-derived growth factor 1 (TDGF-1) on the surface of
hematopoietic stem cells, and this binding allows maintaining the quiescent state of these adult cells via
the TDGF-1-dependent induction of glycolysis (Figure 5) [302]. HSP70 (HSPA5) indirectly stimulates
the erythroid differentiation of hematopoietic stem cells because it prevents the caspase-3-mediated
proteolysis of GATA sequence protein 1 (GATA-1), which is a transcriptional factor that is essential for
the terminal differentiation of erythroid progenitors formed from these adult stem cells (Figure 5) [303].
The HSP mortalin in the mitochondria of hematopoietic stem cells interacts with the antioxidant
deglycase protein 1(DJ-1), which is implicated in Parkinson’s disease, and the mortalin/DJ-1 complex
allows sustaining hematopoietic stem cell quiescence, abundance, and self-renewal capacity, because it
protects the mitochondria of these cells from ROS accumulation and oxidative macromolecular damage
(Figure 5) [304].

An overexpression of αB-crystallin (HspB5), a small HSP that is essential for muscle development
and homeostasis [305,306], slows down the differentiation of skeletal muscle stem cells; this effect of
αB-crystallin (HspB5) is due to its ability to decelerate synthesis and accelerate the degradation of
MyoD, which is a master protein regulator of such differentiation (Figure 5) [307]. Moreover, HSP70
(HSPA5) is indispensable for the osteogenic and chondrogenic differentiation of human mesenchymal
stem cells, perhaps because it enhances the expression of the bone morphogenetic protein 2 member of
the transforming growth factor β(TGF-β) superfamily of secreted polypeptide factors [308,309].
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2.8.3. The UPRER and UPRmit Systems

If the HSPs-assisted folding of newly synthesized proteins is not enough to sustain their proper
conformations, the build-up of misfolded and unfolded proteins in the ER and mitochondria activates
the UPRER and UPRmit systems (respectively) to refold or degrade these proteins and restore cellular
proteostasis [310–313].

When activated, the UPRER system allows restoring proteostasis in the ER, because it decelerates
protein synthesis to decrease protein flow to the ER, promotes a refolding of some improperly folded
proteins accumulated in this organelle, and directs other improperly folded proteins amassed in the ER
for degradation by ER-associated degradation (ERAD) or autophagy [310,311,314]. If these protective
processes that are integrated into the UPRER system are unable to reinstate proteostasis in the ER, a
coordinated action of the ER and mitochondria triggers the mitochondria-controlled apoptotic death of
the entire cell [315].

When the UPRmit system is activated, it enables proteostasis reinstatement in mitochondria
because it stimulates the refolding of some improperly folded proteins that accumulated in these
organelles with the help of mitochondrial chaperone systems and because it also promotes the
proteolytic degradation of other improperly folded proteins with the help of proteolytic systems in
mitochondria [312,313,316,317].

As outlined below, both the UPRER and UPRmit systems of proteostasis restoration are
indispensable for maintaining the quiescence, self-renewal, proliferation capacity, differentiation
potential, and functionality of adult stem cells.

The RNA binding protein Dppa5 (developmental pluripotency-associated 5 protein), the
tauroursodeoxycholic bile acid, and hypoxia-inducible factor 2α (HIF-2α) stimulate the UPRER system
to elicit a decline in ER stress within hematopoietic stem cells and protect these cells from apoptotic
death caused by excessive ER stress [318–320]. Such stimulation of the UPRER system is required for the
maintenance, self-renewal, functionality, and survival of hematopoietic stem cells (Figure 6) [318–320].
If ER stress in the quiescent hematopoietic stem cells of humans exceeds a certain threshold and cannot
be resolved by the UPRER system, these cells commit suicide by undergoing apoptotic death [321]. This
prevents the propagation of dysfunctional quiescent hematopoietic stem cells that amass improperly
folded and aggregated proteins in the ER [321]. Progenitor cell populations that are formed from these
human quiescent hematopoietic stem cells following their activation can avoid an ER stress-induced
apoptotic death, because they undergo an adaptive enhancement of the UPRER system and can resolve
ER stress [321]. The UPRER system is also indispensable for the lymphopoietic and erythropoietic
differentiation programs of primed mouse hematopoietic stem cells; however, mechanisms underlying
such effects of the UPRER system require further investigation [322–324].

Of note, the UPRER system does not always define the fate of hematopoietic stem cells, because
under certain conditions, ER stress can be resolved with the help of chemical compounds assisting in
maintaining proteostasis within the ER. Specifically, bile acids secreted from maternal and fetal liver act
as chemical chaperones that prevent the accumulation of improperly folded and aggregated proteins
in the ER, thereby decreasing ER stress and allowing the expansion of a population of hematopoietic
stem cells during hematopoiesis in the fetal liver of mice [325].

The protein kinase PERK of the UPRER phosphorylates the eukaryotic translation initiation factor
2α (eIF2α) in mouse skeletal muscle stem cells, thus suppressing the translation of many mRNAs that
lack upstream open reading frames (uORFs) in their 5′ untranslated regions [292]. mRNAs whose
translation is suppressed by eIF2α phosphorylation in these adult stem cells encode the proteins
that are needed for quiescence exit followed by proliferation and myogenic differentiation, whereas
mRNAs with uORFs whose translation is not suppressed by such phosphorylation encode proteins
involved in quiescence maintenance (Figure 6) [292]. Mutations that prevent the PERK-dependent
eIF2α phosphorylation impair the abilities of skeletal muscle stem cells to maintain quiescence and
self-renew, while an inhibitor of eIF2a dephosphorylation increases the self-renewal potential of these
cells and improves their functionality [292]. Thus, the PERK arm of the UPRER system controls
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the quiescence, self-renewal, differentiation, and functionality of skeletal muscle stem cells in mice.
The activation of this arm of the UPRER system following muscle injury in mice is also essential for the
survival of progenitor cells formed from primed skeletal muscle stem cells and for the differentiation
of these progenitor cells during regenerative myogenesis and muscle formation [326].

In the nucleus of mouse quiescent hematopoietic stem cells, the histone deacetylase SIRT7 is very
abundant and interacts with the transcription factor nuclear respiratory factor 1 (NRF1), which in its free
form activates the transcription of genes encoding mitochondrial ribosomal proteins and translation
factors [327]. The interaction between NRF1 and SIRT7 impairs the ability of NRF1 to activate
the transcription of these genes, thus inhibiting mitochondrial translation and biogenesis, lowering
mitochondrial protein stress, and suppressing the UPRmit system (Figure 6) [327]. Such SIRT7-driven
suppression of the UPRmit system is essential for maintaining the quiescence and differentiation
potential of hematopoietic stem cells [327].

Pharmacological interventions that rise the intracellular concentration of NAD+ in mice have been
shown to stimulate the protein deacetylase SIRT1, which then increases mitochondrial functionality
and activates the UPRmit system by increasing the abundance of two members of the prohibitin protein
family of mitochondrial stress sensors and effectors (Figure 6) [75,239]. Such NAD+/SIRT1-dependent
activation of the UPRmit system (including prohibitins) is indispensable for the quiescence, self-renewal,
differentiation, and viability of muscle stem cells, neural stem cells, and melanocyte stem cells in mice
(Figure 6) [75,239].

2.8.4. The Ubiquitin System

The enhancement of the ubiquitin system characteristic of quiescent adult stem cells is
sometimes considered only as a mechanism for the ubiquitin/proteasome-dependent proteolytic
clearance of improperly folded proteins whose proper conformations in these stem cells cannot be
restored by their HSPs-assisted folding and/or by their UPRER and UPRmit-dependent refolding or
degradation [29,278,279]. However, the ubiquitin system is known to play essential proteolysis-related
and proteolysis-unrelated roles in preserving the quiescence, self-renewal, proliferation capacity, and
differentiation potential of adult stem cells, not because it helps to clear improperly folded proteins, but
mainly because it regulates the stability, conformation, activity, localization, protein-binding specificity,
or vesicular trafficking of properly folded cell-cycle regulators, surface protein receptors, transcription
factors, histones, ribosome assembly factors, and vesicle transport proteins that define the fate of these
stem cells [281,283,284].

The specificity with which ubiquitin is covalently attached to certain lysine residues of the proteins
that define the fate of adult stem cells depends on many E3 ubiquitin ligases, each ubiquitinating
a distinct set of protein targets [284,328]. The ubiquitin E3 ligases c-Cbl, Itch, Fbw7, Skp2, and
Huwe1 are indispensable for sustaining quiescence and preventing the excessive self-renewal and
overproliferation of hematopoietic stem cells, thus precluding a depletion of this adult stem cell
population and impeding an exhaustion of hematopoiesis [29,281,283,284,329–346]. This is because
these ubiquitin E3 ligases ubiquitinate and prime for proteasome degradation a distinct group
of proteins that are essential for maintaining hematopoietic stem cell homeostasis by regulating
signal transduction, the transcription of many nuclear genes, cell growth and proliferation, cell
cycle progression, and mitochondria-controlled apoptosis; among these proteins are Notch1, c-Kit,
STAT5, c-Myc, n-Myc, cyclin E, p27, and Mcl-1 [29,281,283,284,329–346]. A depletion of the ubiquitin
E3 ligases c-Cbl, Itch, Fbw7, Skp2 and Huwe1 in hematopoietic stem cells elicits their loss of
quiescence, enhances their self-renewal, increases their abundance, prompts their overproliferation,
decelerates their differentiation, and eventually causes a depletion of the hematopoietic stem cell
population [29,281,283,284,340,343,347–351].

When hematopoietic stem cells move out from their hypoxic niche in the low-oxygen environment
of the bone marrow to enter the differentiation program, the ubiquitin E3 ligase VHL (von
Hippel–Lindau) ubiquitinates the hypoxia-inducible transcription factor HIF-1α, thus promoting its

259



Int. J. Mol. Sci. 2019, 20, 2158

proteasomal degradation [116,352]. HIF-1α is a master controller of the transcription program for
sustaining the quiescence, functionality, and survival of the hematopoietic stem cells sustained within
the low-tension oxygen niche [117,120,353]. The VHL-driven proteasomal degradation of HIF-1α in
the hematopoietic stem cell niche is required for the migration of these cells from the niche and for the
ensuing exit of these cells from quiescence and entry into differentiation [116]. In fact, VHL depletion
increases the stability of HIF-1α, promotes the quiescence of hematopoietic stem cells and their early
progenitors, and impairs the proliferation and differentiation of these cells during hematopoiesis [116].

In adult neural stem cells, the ubiquitin E3 ligase APC/C (anaphase-promoting complex) controls
a balance between the cell quiescence maintenance program and the programs for cell quiescence exit,
proliferation, and differentiation, because it primes for proteasome degradation or non-proteolytically
activates certain cell-cycle regulation proteins, transcription factors, translation factors, and cell surface
receptor proteins [284,354–359]. HUWE1 (HECT, UBA and WWE domain containing protein 1), another
ubiquitin E3 ligase in adult neural stem cells, stimulates a re-entry of early neural progenitor cells into
the quiescent state, because it ubiquitinates and primes some transcription factors for proteasome
degradation, cell-cycle regulation proteins, and apoptotic death regulators [284,360–364].

In sum, the above findings indicate that the ability of ubiquitin E3 ligases to prime for proteasome
degradation (or, in some cases, to activate in a non-proteolytic manner) a distinct set of proteins
in different types of adult stem cells is essential for controlling a balance between the processes of
cell quiescence maintenance, exit, and re-entry. As it has been reviewed elsewhere, the ubiquitin E3
ligases-dependent proteasome degradation is also indispensable for regulated self-renewal, which is a
response to signals emerging from the niche, proliferation, differentiation, functionality and survival
of various adult stem cells [281,283,284].

2.8.5. Autophagy

Autophagy, a quality control mechanism for regulated lysosomal degradation of damaged or
dysfunctional proteins and organelles, is required for sustaining the quiescent state, self-renewal ability,
proliferation capacity, differentiation potential, fitness, functionality, and/or long-term survival of
quiescent adult stem cells [29,78,79,278,279,282,365,366].

In different types of adult stem cells, the activity of autophagy is either higher or lower than that
in the differentiating progenitor cells formed from them [29,78,79,278,279,282,365,367].

Autophagy activity in hematopoietic, dermal, epidermal, and mesenchymal stem cells
exceeds that in progenitor cells derived from these adult stem cells [368,369]. Such a rise in
autophagic activity within adult hematopoietic stem cells is due to the induced expression of
many pro-autophagy genes, which is driven by the forkhead transcription factor FoxO3 [369–371].
The increase of autophagic activity within hematopoietic stem cells is essential for sustaining
their quiescent state, self-renewal ability, differentiation potential, high resistance to stresses,
fitness, functionality, and viability [257,368,369,371–375]. In fact, mutations eliminating several
key protein components of autophagic machinery impair these essential features of hematopoietic
stem cells [257,368,369,371–375]. These mutations increase the abundance of mitochondria, stimulate
mitochondrial ROS production, enhance ROS-inflicted oxidative damage to cellular components,
and accelerate mitochondria-controlled apoptotic cell death [257,371–375]. Therefore, it is believed
that the FoxO3-induced autophagy is essential for the quiescence, self-renewal, differentiation, stress
resistance, fitness, functionality, and viability of hematopoietic stem cells, because it selectively
eliminates functional and dysfunctional mitochondria to suppress the excessive formation of ROS
in these organelles, lower oxidative cellular damage, and prevent mitochondria-controlled cell
death [257,371–375].

Autophagy activity in neural stem cells and cardiac stem cells is lower than that in the progenitor
cells formed from these adult stem cells; such activity further rises during the differentiation of both
types of progenitor cells [376–378]. Mutations eliminating the Atg5 and Ambra1 protein components
of autophagic machinery in neural stem cells and the pharmacological interventions that suppress
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autophagy in both these types of adult stem cells impair early steps of stem and progenitor cell
differentiation [376–378]. In contrast, pharmacological interventions that stimulate autophagy in
cardiac stem cells promote the differentiation of these stem cells and their early progenitors [377,378].
It is conceivable that autophagy activation in progenitor cells formed from neural stem cells and cardiac
stem cells is required to fulfill the high-energy demands of the differentiation process [376–378]. Of note,
akin to Atg5 and Ambra1 depletions, a depletion of the autophagy-inducing protein FIP200 impairs
the differentiation of early progenitors of neural stem cells [379]. Since such an FIP200-dependent
impairment of neural stem cell progenitors can be salvaged with the help of an anti-oxidant chemical
compound, autophagy activation in these progenitor cells may not only provide energy to fuel the
differentiation process, but may also suppress excessive oxidative damage to cellular components
during differentiation [379]. FIP200 depletion also causes a progressive depletion of the pool of neural
stem cells because it triggers their apoptotic death [379]. Thus, the basal level of autophagy activity
observed in these adult stem cells plays an essential role in protecting them from the apoptotic death
caused by excessive cellular stress.

Similar to the autophagy activity in neural stem cells and cardiac stem cells, such activity in
the muscle stem cells of young mice is lower than the autophagy activity in the progenitor cells that
are derived from them [365,367]. The basal level of autophagy activity in these muscle stem cells
is essential for the establishment and maintenance of their quiescence state, as a depletion of the
Atg7 protein component of autophagic machinery in these cells impairs the reversible G0 state of
quiescence, decreases stem cell number and functionality, and promotes entry into the irreversible G0

state of senescence [365,367]. The entry of autophagy-deficient muscle stem cells into the irreversible
senescent state is caused by a build-up of dysfunctional mitochondria, an accumulation of ROS in
excessive concentrations, a rise in oxidative damage to cellular components, and a resulting decline of
proteostasis in these cells [365,367]. The accumulation of excessive ROS in autophagy-deficient muscle
stem cells is responsible for their entry into the irreversible senescent state; in fact, an anti-oxidant
chemical compound that decreases cellular ROS has been shown to prevent such senescence entry and
restore the self-renewal of autophagy-deficient muscle stem cells [365,367].

In addition to the essential role of autophagy in establishing and maintaining the quiescence of
muscle stem cells, autophagy is also indispensable for the exit of muscle stem cells from the quiescent
state, the activation of their myogenic differentiation, and the progression through several stages of
such differentiation and muscle regeneration. Specifically, during the transition of muscle stem cells
from the quiescent state to the activation state, autophagy activity rises in a SIRT1-dependent manner
to provide the nutrients and ATP needed for the energy-demanding process of entry into myogenic
differentiation [240]. Furthermore, in response to muscle injury, autophagy is stimulated in early
progenitors of muscle stem cells, and the extent of such autophagy stimulation defines the efficiency of
muscle regeneration via a presently unknown mechanism [380]. Moreover, autophagy is also involved
in myotube formation during muscle regeneration, but the mechanism of such involvement remains to
be investigated [381].

2.9. Cell Cycle Regulatory Proteins Are Essential for Sustaining the Quiescence, Self-Renewal, Functionality,
and Differentiation Potential of Adult Stem Cells

Several cell cycle regulatory proteins are integrated into a network of cell-intrinsic mechanisms
that define the fate of quiescent adult stem cells [2,4,382–387].

One of these proteins is the tumor suppressor protein p53, which is a transcription factor that
can arrest the cell cycle at the G1/S checkpoint because in response to DNA damage, it activates
the expression of the cyclin-dependent kinase Cdk2 inhibitor p21 [388–390]. A depletion of p53 in
hematopoietic stem cells, which promotes quiescence exit and cell cycle entry, enhances self-renewal
and raises the number of fully functional hematopoietic stem cells [391–394]. Thus, p53 is essential
for sustaining the quiescent state of hematopoietic stem cells and inhibiting their proliferation and
self-renewal. The essential role of p53 in sustaining the pool of hematopoietic stem cells at a certain
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level is independent of p21 [394] but requires Necdin, which is a growth-suppressing protein whose
expression is activated by p53 at the transcriptional level [395]. The ability of p53 to fully sustain
the functional hematopoietic stem cells by promoting the apoptotic death of those of them that
build-up excessive DNA damage is under the control of Aspp1, which is a member of the family of
apoptosis-stimulating proteins of p53 [396].

p53 also suppresses the proliferation and self-renewal of neural stem cells and promotes the
apoptotic death of those of them that are dysfunctional (likely because they amass DNA damage).
In fact, p53 depletion in neural stem cells stimulates their proliferation and mitigates their apoptotic
death [397]. The mechanisms underlying these effects of p53 in neural stem cells are presently unknown.

Three members of the retinoblastoma protein family (pRBs) are tumor suppressor proteins that,
in their hypophosphorylated forms, can arrest the cell cycle at the G1/S checkpoint, because they
are transcriptional repressors of genes that are essential for G1/S transition [398,399]. If pRBs are
hyperphosphorylated by different cyclin/cyclin-dependent kinase complexes in response to certain
pro-mitogenic stimuli, they unable to suppress cell cycle entry at the G1/S checkpoint [399,400].
As outlined below, similar to p53, pRBs also define the fate of different types of quiescent adult
stem cells.

A simultaneous depletion of all the pRBs in adult hematopoietic stem cells elicits the exit of these
stem cells from quiescence, impairs the reconstitution ability of these stem cells in a transplantation
assay, causes an excessive proliferation of both stem cells and their early hematopoietic progenitors, and
promotes apoptosis in lymphoid (but not in myeloid) progenitor populations [401]. Hence, a collective
action of pRBs is essential for sustaining the quiescence of hematopoietic stem cells, preventing their
unbalanced proliferation, maintaining their transplantation functionality, and retaining an unbiased
differentiation of the lymphoid and myeloid cell lineages in the hematopoietic system.

A depletion of a single member of the pRBs family in muscle stem cells causes their permanent exit
from the quiescent state, accelerates cell cycle re-entry in both stem cells and their progenitor myoblast
cells (thus substantially expanding these two cell populations), and significantly decelerates terminal
differentiation into myotubes; these effects of the depletion of a single pRB member deteriorate muscle
fiber formation, slow muscle growth, and delay muscle repair [402]. Thus, even a partial decline in the
abundance of pRBs alters the fate of muscle stem cells.

Among the cell cycle regulatory proteins that define the fate of quiescent adult stem cells are
several cyclin-dependent kinase inhibitors. Their essential roles in maintaining the functionality of
adult stem cells are discussed below.

As mentioned in Section 2.8.2, the interaction of cyclin-dependent kinase inhibitors p27 and p57
with the HSC70/cyclin D1 complex in the cytosol of hematopoietic stem cells prevents the nuclear
import of this protein complex [301]. A depletion of both p27 and p57 in mice permits the nuclear
import of the HSC70/cyclin D1 complex, thereby stimulating pRB hyperphosphorylation by the
complex formed between cyclin D1 and cyclin-dependent kinases Cdk4/6 in the nucleus and impairing
the ability of pRB to arrest the cell cycle of hematopoietic stem cells at the G1/S checkpoint [301]. Due to
these effects, mouse hematopoietic stem cells depleted of both p27 and p57 fail to maintain quiescence,
are decreased in number, have low self-renewal activity, and exhibit a loss of the reconstitution ability
in a transplantation assay [301]. Thus, a collective action of p27 and p57 is essential for sustaining the
quiescence, self-renewal, and functionality of hematopoietic stem cells.

A depletion of the cyclin-dependent kinase 2 (Cdk2) inhibitor p21 in mice impairs the abilities
of hematopoietic stem cells and neural stem cells to sustain quiescence, lowers their self-renewal
potentials, reduces their reconstitution abilities in a transplantation assay, decreases their numbers,
and ultimately causes an exhaustion of their pools [403,404]. Hence, p21 is indispensable for the
maintenance of the quiescence, self-renewal ability, and fitness in both hematopoietic stem cells and
neural stem cells.
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3. Conclusions

In this review, we compared many metabolic, signal transduction, gene expression, epigenetic,
stress survival, cell cycle regulation, and other traits of different types of mammalian and human
adult stem cells. Our comparison indicates that adult stem cells have evolved an intricate
network of cell-intrinsic mechanisms that control the establishment and preservation of these
traits. These mechanisms regulate quiescence entry, maintenance, and exit in response to certain
extrinsic pro-mitogenic and anti-mitogenic cues from the microenvironment of adult stem cells.
One important challenge is to understand how the numerous cell-intrinsic mechanisms of quiescence
entry, maintenance, and exit are integrated in space and time within mammalian and human adult stem
cells. The other challenge is to decipher the hierarchical order and relative contributions of the different
traits of adult stem cells in the ability of these cells to enter, sustain, and exit quiescence in response to
specific cell-extrinsic factors within different tissue-specific microenvironments. Future work will also
aim at understanding how the history of spatial and temporal changes in cell growth and division
conditions is translated into the pattern of quiescence entry, maintenance, and exit in different types
of adult stem cells. Since the impairment of a balance between the quiescence, proliferation, and
differentiation of adult stem cells has been implicated in the pathophysiology of many diseases of old
age, addressing these challenges in the future will increase our understanding of how this balance can be
controlled to delay cellular and organismal aging and postpone the onset of aging-associated diseases.
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340. Naujokat, C.; Sarić, T. Concise review: Role and function of the ubiquitin-proteasome system in mammalian
stem and progenitor cells. Stem Cells 2007, 25, 2408–2418. [CrossRef]

341. Reavie, L.; Della Gatta, G.; Crusio, K.; Aranda-Orgilles, B.; Buckley, S.M.; Thompson, B.; Lee, E.; Gao, J.;
Bredemeyer, A.L.; Helmink, B.A.; et al. Regulation of hematopoietic stem cell differentiation by a single
ubiquitin ligase-substrate complex. Nat. Immunol. 2010, 11, 207–215. [CrossRef] [PubMed]

342. Inuzuka, H.; Shaik, S.; Onoyama, I.; Gao, D.; Tseng, A.; Maser, R.S.; Zhai, B.; Wan, L.; Gutierrez, A.; Lau, A.W.;
et al. SCF(FBW7) regulates cellular apoptosis by targeting MCL1 for ubiquitylation and destruction. Nature
2011, 471, 104–109. [CrossRef] [PubMed]

343. Rathinam, C.; Matesic, L.E.; Flavell, R.A. The E3 ligase Itch is a negative regulator of the homeostasis and
function of hematopoietic stem cells. Nat. Immunol. 2011, 12, 399–407. [CrossRef] [PubMed]

344. Wertz, I.E.; Kusam, S.; Lam, C.; Okamoto, T.; Sandoval, W.; Anderson, D.J.; Helgason, E.; Ernst, J.A.; Eby, M.;
Liu, J.; et al. Sensitivity to antitubulin chemotherapeutics is regulated by MCL1 and FBW7. Nature 2011, 471,
110–114. [CrossRef]

345. Takeishi, S.; Matsumoto, A.; Onoyama, I.; Naka, K.; Hirao, A.; Nakayama, K.I. Ablation of Fbxw7 eliminates
leukemia-initiating cells by preventing quiescence. Cancer Cell 2013, 23, 347–361. [CrossRef] [PubMed]

346. King, B.; Boccalatte, F.; Moran-Crusio, K.; Wolf, E.; Wang, J.; Kayembe, C.; Lazaris, C.; Yu, X.;
Aranda-Orgilles, B.; Lasorella, A.; et al. The ubiquitin ligase Huwe1 regulates the maintenance and
lymphoid commitment of hematopoietic stem cells. Nat. Immunol. 2016, 17, 1312–1321. [CrossRef] [PubMed]

347. Matsuoka, S.; Oike, Y.; Onoyama, I.; Iwama, A.; Arai, F.; Takubo, K.; Mashimo, Y.; Oguro, H.; Nitta, E.; Ito, K.;
et al. Fbxw7 acts as a critical fail-safe against premature loss of hematopoietic stem cells and development of
T-ALL. Genes Dev. 2008, 22, 986–991. [CrossRef]

348. Rathinam, C.; Thien, C.B.; Langdon, W.Y.; Gu, H.; Flavell, R.A. The E3 ubiquitin ligase c-Cbl restricts
development and functions of hematopoietic stem cells. Genes Dev. 2008, 22, 992–997. [CrossRef]

349. Thompson, B.J.; Jankovic, V.; Gao, J.; Buonamici, S.; Vest, A.; Lee, J.M.; Zavadil, J.; Nimer, S.D.; Aifantis, I.
Control of hematopoietic stem cell quiescence by the E3 ubiquitin ligase Fbw7. J. Exp. Med. 2008, 205,
1395–1408. [CrossRef]

350. Rodriguez, S.; Wang, L.; Mumaw, C.; Srour, E.F.; Lo Celso, C.; Nakayama, K.; Carlesso, N. The SKP2 E3 ligase
regulates basal homeostasis and stress-induced regeneration of HSCs. Blood 2011, 117, 6509–6519. [CrossRef]

351. Wang, J.; Han, F.; Wu, J.; Lee, S.W.; Chan, C.H.; Wu, C.Y.; Yang, W.L.; Gao, Y.; Zhang, X.; Jeong, Y.S.; et al. The
role of Skp2 in hematopoietic stem cell quiescence, pool size, and self-renewal. Blood 2011, 118, 5429–5438.
[CrossRef]

352. Simon, M.C.; Keith, B. The role of oxygen availability in embryonic development and stem cell function. Nat.
Rev. Mol. Cell Biol. 2008, 9, 285–296. [CrossRef]

353. Kaelin, W.G., Jr. The von Hippel-Lindau tumour suppressor protein: O2 sensing and cancer. Nat. Rev. Cancer
2008, 8, 865–873. [CrossRef] [PubMed]

354. Konishi, Y.; Stegmüller, J.; Matsuda, T.; Bonni, S.; Bonni, A. Cdh1-APC controls axonal growth and patterning
in the mammalian brain. Science 2004, 303, 1026–1030. [CrossRef]

355. Lasorella, A.; Stegmüller, J.; Guardavaccaro, D.; Liu, G.; Carro, M.S.; Rothschild, G.; de la Torre-Ubieta, L.;
Pagano, M.; Bonni, A.; Iavarone, A. Degradation of Id2 by the anaphase-promoting complex couples cell
cycle exit and axonal growth. Nature 2006, 442, 471–474. [CrossRef]

279



Int. J. Mol. Sci. 2019, 20, 2158

356. Stegmüller, J.; Konishi, Y.; Huynh, M.A.; Yuan, Z.; Dibacco, S.; Bonni, A. Cell-intrinsic regulation of axonal
morphogenesis by the Cdh1-APC target SnoN. Neuron 2006, 50, 389–400. [CrossRef]

357. Yang, Y.; Kim, A.H.; Yamada, T.; Wu, B.; Bilimoria, P.M.; Ikeuchi, Y.; de la Iglesia, N.; Shen, J.; Bonni, A. A
Cdc20-APC ubiquitin signaling pathway regulates presynaptic differentiation. Science 2009, 326, 575–578.
[CrossRef]

358. Huang, J.; Ikeuchi, Y.; Malumbres, M.; Bonni, A. A Cdh1-APC/FMRP Ubiquitin Signaling Link Drives
mGluR-Dependent Synaptic Plasticity in the Mammalian Brain. Neuron 2015, 86, 726–739. [CrossRef]
[PubMed]

359. Shao, R.; Liu, J.; Yan, G.; Zhang, J.; Han, Y.; Guo, J.; Xu, Z.; Yuan, Z.; Liu, J.; Malumbres, M.; et al. Cdh1
regulates craniofacial development via APC-dependent ubiquitination and activation of Goosecoid. Cell Res.
2016, 26, 699–712. [CrossRef]

360. Adhikary, S.; Marinoni, F.; Hock, A.; Hulleman, E.; Popov, N.; Beier, R.; Bernard, S.; Quarto, M.; Capra, M.;
Goettig, S.; et al. The ubiquitin ligase HectH9 regulates transcriptional activation by Myc and is essential for
tumor cell proliferation. Cell 2005, 123, 409–421. [CrossRef]

361. Zhong, Q.; Gao, W.; Du, F.; Wang, X. Mule/ARF-BP1, a BH3-only E3 ubiquitin ligase, catalyzes the
polyubiquitination of Mcl-1 and regulates apoptosis. Cell 2005, 121, 1085–1095. [CrossRef]

362. Zhao, X.; Heng, J.I.; Guardavaccaro, D.; Jiang, R.; Pagano, M.; Guillemot, F.; Iavarone, A.; Lasorella, A. The
HECT-domain ubiquitin ligase Huwe1 controls neural differentiation and proliferation by destabilizing the
N-Myc oncoprotein. Nat. Cell Biol. 2008, 10, 643–653. [CrossRef]

363. Forget, A.; Bihannic, L.; Cigna, S.M.; Lefevre, C.; Remke, M.; Barnat, M.; Dodier, S.; Shirvani, H.; Mercier, A.;
Mensah, A.; et al. Shh signaling protects Atoh1 from degradation mediated by the E3 ubiquitin ligase Huwe1
in neural precursors. Dev. Cell 2014, 29, 649–661. [CrossRef]

364. Urbán, N.; van den Berg, D.L.; Forget, A.; Andersen, J.; Demmers, J.A.; Hunt, C.; Ayrault, O.; Guillemot, F.
Return to quiescence of mouse neural stem cells by degradation of a proactivation protein. Science 2016, 353,
292–295. [CrossRef]

365. Garcia-Prat, L.; Martinez-Vicente, M.; Muñoz-Cánoves, P. Autophagy: A decisive process for stemness.
Oncotarget 2016, 7, 12286–12288. [CrossRef]

366. Leeman, D.S.; Hebestreit, K.; Ruetz, T.; Webb, A.E.; McKay, A.; Pollina, E.A.; Dulken, B.W.; Zhao, X.; Yeo, R.W.;
Ho, T.T.; et al. Lysosome activation clears aggregates and enhances quiescent neural stem cell activation
during aging. Science 2018, 359, 1277–1283. [CrossRef]

367. García-Prat, L.; Martínez-Vicente, M.; Perdiguero, E.; Ortet, L.; Rodríguez-Ubreva, J.; Rebollo, E.;
Ruiz-Bonilla, V.; Gutarra, S.; Ballestar, E.; Serrano, A.L.; et al. Autophagy maintains stemness by preventing
senescence. Nature 2016, 529, 37–42. [CrossRef]

368. Oliver, L.; Hue, E.; Priault, M.; Vallette, F.M. Basal autophagy decreased during the differentiation of human
adult mesenchymal stem cells. Stem Cells Dev. 2012, 21, 2779–2788. [CrossRef]

369. Salemi, S.; Yousefi, S.; Constantinescu, M.A.; Fey, M.F.; Simon, H.U. Autophagy is required for self-renewal
and differentiation of adult human stem cells. Cell Res. 2012, 22, 432–435. [CrossRef]

370. Eijkelenboom, A.; Burgering, B.M. FOXOs: Signalling integrators for homeostasis maintenance. Nat. Rev.
Mol. Cell Biol. 2013, 14, 83–97. [CrossRef]

371. Warr, M.R.; Binnewies, M.; Flach, J.; Reynaud, D.; Garg, T.; Malhotra, R.; Debnath, J.; Passegué, E. FOXO3A
directs a protective autophagy program in haematopoietic stem cells. Nature 2013, 494, 323–327. [CrossRef]

372. Liu, F.; Lee, J.Y.; Wei, H.; Tanabe, O.; Engel, J.D.; Morrison, S.J.; Guan, J.L. FIP200 is required for the
cell-autonomous maintenance of fetal hematopoietic stem cells. Blood 2010, 116, 4806–4814. [CrossRef]

373. Mortensen, M.; Ferguson, D.J.; Edelmann, M.; Kessler, B.; Morten, K.J.; Komatsu, M.; Simon, A.K. Loss of
autophagy in erythroid cells leads to defective removal of mitochondria and severe anemia in vivo. Proc.
Natl. Acad. Sci. USA 2010, 107, 832–837. [CrossRef]

374. Mortensen, M.; Watson, A.S.; Simon, A.K. Lack of autophagy in the hematopoietic system leads to loss of
hematopoietic stem cell function and dysregulated myeloid proliferation. Autophagy 2011, 7, 1069–1070.
[CrossRef]

375. Ho, T.T.; Warr, M.R.; Adelman, E.R.; Lansinger, O.M.; Flach, J.; Verovskaya, E.V.; Figueroa, M.E.; Passegué, E.
Autophagy maintains the metabolism and function of young and old stem cells. Nature 2017, 543, 205–210.
[CrossRef] [PubMed]

280



Int. J. Mol. Sci. 2019, 20, 2158

376. Vázquez, P.; Arroba, A.I.; Cecconi, F.; de la Rosa, E.J.; Boya, P.; de Pablo, F. Atg5 and Ambra1 differentially
modulate neurogenesis in neural stem cells. Autophagy 2012, 8, 187–199. [CrossRef] [PubMed]

377. Zhang, J.; Liu, J.; Huang, Y.; Chang, J.Y.; Liu, L.; McKeehan, W.L.; Martin, J.F.; Wang, F. FRS2α-mediated FGF
signals suppress premature differentiation of cardiac stem cells through regulating autophagy activity. Circ.
Res. 2012, 110, e29–e39. [CrossRef]

378. Zhang, J.; Liu, J.; Liu, L.; McKeehan, W.L.; Wang, F. The fibroblast growth factor signaling axis controls
cardiac stem cell differentiation through regulating autophagy. Autophagy 2012, 8, 690–691. [CrossRef]
[PubMed]

379. Wang, C.; Liang, C.C.; Bian, Z.C.; Zhu, Y.; Guan, J.L. FIP200 is required for maintenance and differentiation
of postnatal neural stem cells. Nat. Neurosci. 2013, 16, 532–542. [CrossRef]

380. Fiacco, E.; Castagnetti, F.; Bianconi, V.; Madaro, L.; De Bardi, M.; Nazio, F.; D’Amico, A.; Bertini, E.; Cecconi, F.;
Puri, P.L.; et al. Autophagy regulates satellite cell ability to regenerate normal and dystrophic muscles. Cell
Death Differ. 2016, 23, 1839–1849. [CrossRef] [PubMed]

381. Fortini, P.; Ferretti, C.; Iorio, E.; Cagnin, M.; Garribba, L.; Pietraforte, D.; Falchi, M.; Pascucci, B.; Baccarini, S.;
Morani, F.; et al. The fine tuning of metabolism, autophagy and differentiation during in vitro myogenesis.
Cell Death Dis. 2016, 7, e2168. [CrossRef]

382. Pietras, E.M.; Warr, M.R.; Passegué, E. Cell cycle regulation in hematopoietic stem cells. J. Cell Biol. 2011, 195,
709–720. [CrossRef]

383. Sage, J. The retinoblastoma tumor suppressor and stem cell biology. Genes Dev. 2012, 26, 1409–1420.
[CrossRef]

384. Matsumoto, A.; Nakayama, K.I. Role of key regulators of the cell cycle in maintenance of hematopoietic stem
cells. Biochim. Biophys. Acta 2013, 1830, 2335–2344. [CrossRef] [PubMed]

385. Nakamura-Ishizu, A.; Takizawa, H.; Suda, T. The analysis, roles and regulation of quiescence in hematopoietic
stem cells. Development 2014, 141, 4656–4666. [CrossRef] [PubMed]

386. Popov, B.; Petrov, N. pRb-E2F signaling in life of mesenchymal stem cells: Cell cycle, cell fate, and cell
differentiation. Genes Dis. 2014, 1, 174–187. [CrossRef] [PubMed]

387. Dumont, N.A.; Wang, Y.X.; Rudnicki, M.A. Intrinsic and extrinsic mechanisms regulating satellite cell
function. Development 2015, 142, 1572–1581. [CrossRef]

388. Kuerbitz, S.J.; Plunkett, B.S.; Walsh, W.V.; Kastan, M.B. Wild-type p53 is a cell cycle checkpoint determinant
following irradiation. Proc. Natl. Acad. Sci. USA 1992, 89, 7491–7495. [CrossRef] [PubMed]

389. Harper, J.W.; Elledge, S.J.; Keyomarsi, K.; Dynlacht, B.; Tsai, L.H.; Zhang, P.; Dobrowolski, S.; Bai, C.;
Connell-Crowley, L.; Swindell, E.; et al. Inhibition of cyclin-dependent kinases by p21. Mol. Biol. Cell 1995, 6,
387–400. [CrossRef]

390. Vousden, K.H.; Lane, D.P. p53 in health and disease. Nat. Rev. Mol. Cell Biol. 2007, 8, 275–283. [CrossRef]
[PubMed]

391. TeKippe, M.; Harrison, D.E.; Chen, J. Expansion of hematopoietic stem cell phenotype and activity in
Trp53-null mice. Exp. Hematol. 2003, 31, 521–527. [CrossRef]

392. Chen, J.; Ellison, F.M.; Keyvanfar, K.; Omokaro, S.O.; Desierto, M.J.; Eckhaus, M.A.; Young, N.S. Enrichment
of hematopoietic stem cells with SLAM and LSK markers for the detection of hematopoietic stem cell function
in normal and Trp53 null mice. Exp. Hematol. 2008, 36, 1236–1243. [CrossRef]

393. Akala, O.O.; Park, I.K.; Qian, D.; Pihalja, M.; Becker, M.W.; Clarke, M.F. Long-term haematopoietic
reconstitution by Trp53-/-p16Ink4a-/-p19Arf-/- multipotent progenitors. Nature 2008, 453, 228–232. [CrossRef]

394. Liu, Y.; Elf, S.E.; Miyata, Y.; Sashida, G.; Liu, Y.; Huang, G.; Di Giandomenico, S.; Lee, J.M.; Deblasio, A.;
Menendez, S.; et al. p53 regulates hematopoietic stem cell quiescence. Cell Stem Cell 2009, 4, 37–48. [CrossRef]

395. Asai, T.; Liu, Y.; Di Giandomenico, S.; Bae, N.; Ndiaye-Lobry, D.; Deblasio, A.; Menendez, S.; Antipin, Y.;
Reva, B.; Wevrick, R.; et al. Necdin, a p53 target gene, regulates the quiescence and response to genotoxic
stress of hematopoietic stem/progenitor cells. Blood 2012, 120, 1601–1612. [CrossRef]

396. Yamashita, M.; Nitta, E.; Suda, T. Regulation of hematopoietic stem cell integrity through p53 and its related
factors. Ann. N. Y. Acad. Sci. 2016, 1370, 45–54. [CrossRef]

397. Meletis, K.; Wirta, V.; Hede, S.M.; Nistér, M.; Lundeberg, J.; Frisén, J. p53 suppresses the self-renewal of adult
neural stem cells. Development 2006, 133, 363–369. [CrossRef]

398. Weinberg, R.A. The retinoblastoma protein and cell cycle control. Cell 1995, 81, 323–330. [CrossRef]
399. Giacinti, C.; Giordano, A. RB and cell cycle progression. Oncogene 2006, 25, 5220–5227. [CrossRef]

281



Int. J. Mol. Sci. 2019, 20, 2158

400. Harbour, J.W.; Dean, D.C. The Rb/E2F pathway: Expanding roles and emerging paradigms. Genes Dev. 2000,
14, 2393–2409.

401. Viatour, P.; Somervaille, T.C.; Venkatasubrahmanyam, S.; Kogan, S.; McLaughlin, M.E.; Weissman, I.L.;
Butte, A.J.; Passegué, E.; Sage, J. Hematopoietic stem cell quiescence is maintained by compound contributions
of the retinoblastoma gene family. Cell Stem Cell 2008, 3, 416–428. [PubMed]

402. Hosoyama, T.; Nishijo, K.; Prajapati, S.I.; Li, G.; Keller, C. Rb1 gene inactivation expands satellite cell and
postnatal myoblast pools. J. Biol. Chem. 2011, 286, 19556–19564. [CrossRef] [PubMed]

403. Cheng, T.; Rodrigues, N.; Shen, H.; Yang, Y.; Dombkowski, D.; Sykes, M.; Scadden, D.T. Hematopoietic stem
cell quiescence maintained by p21cip1/waf1. Science 2000, 287, 1804–1808. [CrossRef]

404. Kippin, T.E.; Martens, D.J.; van der Kooy, D. p21 loss compromises the relative quiescence of forebrain
stem cell proliferation leading to exhaustion of their proliferation capacity. Genes Dev. 2005, 19, 756–767.
[CrossRef]

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access
article distributed under the terms and conditions of the Creative Commons Attribution
(CC BY) license (http://creativecommons.org/licenses/by/4.0/).

282



 International Journal of 

Molecular Sciences

Article

Disordered Expression of shaggy, the Drosophila
Gene Encoding a Serine-Threonine Protein Kinase
GSK3, Affects the Lifespan in a Transcript-, Stage-,
and Tissue-Specific Manner

Mikhail V. Trostnikov 1,2, Natalia V. Roshina 1,2, Stepan V. Boldyrev 1,2, Ekaterina R. Veselkina 1,

Andrey A. Zhuikov 1, Anna V. Krementsova 1,3 and Elena G. Pasyukova 1,*

1 Institute of Molecular Genetics of RAS, Kurchatov Sq. 2, 123182 Moscow, Russia;
mikhail.trostnikov@gmail.com (M.V.T.); nwumr@yandex.ru (N.V.R.); beibaraban34@gmail.com (S.V.B.);
veselkinaer@gmail.com (E.R.V.); homkabrut@gmail.com (A.A.Z.); akrementsova@mail.ru (A.V.K.)

2 Vavilov Institute of General Genetics, Russian Academy of Sciences, Gubkin 3, 119991 Moscow, Russia
3 Emmanuel Institute of Biochemical Physics, Russian Academy of Sciences, Kosygin St. 4,

119334 Moscow, Russia
* Correspondence: egpas@rambler.ru

Received: 30 March 2019; Accepted: 2 May 2019; Published: 4 May 2019

Abstract: GSK3 (glycogen synthase kinase 3) is a conserved protein kinase governing numerous
regulatory pathways. In Drosophila melanogaster, GSK3 is encoded by shaggy (sgg), which forms
17 annotated transcripts corresponding to 10 protein isoforms. Our goal was to demonstrate how
differential sgg transcription affects lifespan, which GSK3 isoforms are important for the nervous
system, and which changes in the nervous system accompany accelerated aging. Overexpression
of three sgg transcripts affected the lifespan in a stage- and tissue-specific way: sgg-RA and sgg-RO
affected the lifespan only when overexpressed in muscles and in embryos, respectively; the essential
sgg-RB transcript affected lifespan when overexpressed in all tissues tested. In the nervous system,
only sgg-RB overexpression affected lifespan, causing accelerated aging in a neuron-specific way,
with the strongest effects in dopaminergic neurons and the weakest effects in GABAergic neurons.
Pan-neuronal sgg-RB overexpression violated the properties of the nervous system, including the
integrity of neuron bodies; the number, distribution, and structure of mitochondria; cytoskeletal
characteristics; and synaptic activity. Such changes observed in young individuals indicated premature
aging of their nervous system, which paralleled a decline in survival. Our findings demonstrated the
key role of GSK3 in ensuring the link between the pathology of neurons and lifespan.

Keywords: GSK3 (glycogen synthase kinase 3); protein kinases; transcription; lifespan; the nervous
system; Drosophila melanogaster

1. Introduction

GSK3 (glycogen synthase kinase 3) is an actively studied, highly conserved serine–threonine protein
kinase that is primarily regulated by inhibition and is involved in multiple signaling pathways that
regulate embryogenesis and differentiation; cell renewal, migration, and apoptosis; gene transcription;
metabolism; and survival via more than 50 target proteins with phosphorylation sites for GSK3 [1,2].
In humans, there are two main forms of GSK3, α and β, encoded by the two highly homologous genes;
in Drosophila, only one form exists, which is closer to GSK3β.

In D. melanogaster, GSK3 plays multiple roles in the development and function of the nervous
system, starting from the early development stages. GSK3 directly phosphorylates aPKC (atypical
protein kinase C) [3,4], a key component ensuring asymmetric neuroblast division during D. melanogaster
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early development. GSK3 participates in the development of neural precursor cells [5] and, via InR/TOR
(Insulin Receptor/Target of Rapamycin) signaling, in the control of dendrite pruning during larval-pupal
transition [6]. Moreover, GSK3 controls synapse formation, growth, and morphological structure by
controlling the dynamics of the microtubule cytoskeleton [7–9] and regulates axonal stability and neural
circuit integrity via the Wnt pathway [10]. GSK3 also regulates neurotransmitter release into NMJs
(neuromuscular junctions) [8]. GSK3 directly phosphorylates microtubule-associated protein tau [11,12].
Overexpression of human tau in D. melanogaster disrupts axonal transport causing vesicle aggregation,
and co-overexpression of constitutively active GSK3 enhances the effects [13]. Two functions of GSK3
specifically attracted our attention to this protein.

First, GSK3 participates in the control of asymmetric neuroblast division. Earlier, we demonstrated
that functional changes in several genes involved in the regulation of this developmental process,
namely, aPKC encoding the GSK3 target, aPKC, escargot and inscutable, affect the lifespan of adult
flies [14,15]. Moreover, our previous studies suggest that changes in gene expression at the embryonic
stage can be responsible for an increase in adult lifespan due to yet unknown mechanisms that provide
this carry-over effect [16]. Therefore, we were interested in understanding whether GSK3 function,
especially during the embryonic stage, also affects lifespan.

Second, GSK3 severely affects the functionality of the tau protein, which leads to the development
of various age-dependent neurodegenerative diseases and significantly reduces life expectancy [11,17].
We were interested in understanding whether changes in GSK3 expression in the nervous system
directly affect lifespan and, if yes, we aimed to identify which structural and functional properties of
the nervous system accompany alterations in lifespan and rate of aging.

In Drosophila melanogaster, GSK3 is encoded by the gene, shaggy (sgg), which forms 17 annotated
transcripts corresponding to 10 annotated protein isoforms (Available online: http://flybase.org/
reports/FBgn0003371). To address the questions raised, first, it was necessary to understand which
transcripts and protein isoforms encoded by sgg are functional. Ten sgg transcripts and at least five
Sgg proteins of different primary structure were initially demonstrated [18]. The major Sgg isoform
that is detected at essentially all stages of the life cycle and in different tissues [18,19] is encoded
by six transcripts annotated in FlyBase (Available online: http://flybase.org/reports/FBgn0003371),
including sgg-RB (GenBank #AY122193.1). Only a few other sgg transcripts were reported as full-size
cDNAs: sgg-RA (GenBank #X70863.1); sgg-RD (GenBank #BT133153.1); sgg-RG (GenBank #AY119664.1
and #BT050474.1); and sgg-RO (GenBank #BT072831.1). Analysis of the proteome revealed three
Sgg isoforms, namely, Sgg-PA, Sgg-PB, and Sgg-PD, in the embryonic cell line, Kc167; no isoforms
were found in fly tissues [20–22]. Two isoforms, Sgg-PA and Sgg-PB, corresponding to sgg39 and
sgg10 isoforms of Ruel and coauthors [18], were detected in recent functional studies; however, the
functionality of alterations in Sgg-PA expression was not revealed [9,23].

In this paper, we described the effects of the misexpression of four sgg transcripts (sgg-RA, sgg-RB,
sgg-RG, and sgg-RO) on Drosophila lifespan and aging. Different sgg transcripts demonstrated stage-
and tissue-specificity; for example, sgg-RA affected lifespan only when overexpressed in muscles,
and sgg-RO affected lifespan only when overexpressed in embryos. The sex-specific increase in adult
lifespan was observed due to increased sgg-RO expression in embryos. Altering sgg-RO expression
in embryos was enough to affect adult lifespan, which suggested the existence of some carry-over
mechanisms of an epigenetic or other nature. The essential sgg-RB transcript was functional in all
tissues tested, and in the nervous system, only sgg-RB overexpression affected lifespan, causing
severe shortening. If overexpression took place in middle-aged adult flies, detrimental effects were
alleviated compared to those of lifelong overexpression. Overexpression of sgg-RB in different types of
neurons accelerated the aging of flies in a neuron-specific manner, with the most pronounced effects
in dopaminergic neurons and the least pronounced effects in GABAergic neurons. Pan-neuronal
sgg-RB overexpression severely violated the structural and functional properties of the nervous system:
The integrity of neuron bodies, the number, distribution, and structure of mitochondria, cytoskeletal
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properties in the presynaptic zones, and synaptic activity. Overall, our data demonstrated a wide
variety of effects of GSK3 on survival and proved its causal role in the aging of the nervous system.

2. Results and Discussion

2.1. Differential Expression of Sgg Affects Lifespan

According to the annotation given in FlyBase (Available online: https://flybase.org/reports/
FBgn0003371), sgg, like many other genes, can potentially form many transcripts. Questions about
what set of transcripts exist in a living organism, whether each transcript has specific functions that are
different from those of other transcripts—in particular, whether the transcripts are specific for a given
stage of development, age, and tissue—remain open. Our primary goal was to understand what sgg
transcripts that are functional in the nervous system affect lifespan. However, to obtain a broader view,
we tested the effects of some sgg transcripts in a restricted set of other tissues and at different stages.
Our choice of transcripts was based on their presence in GenBank as full-size cDNAs, which indicated
that these variants are actually formed when the gene is expressed. Our choice of additional tissues
was based on the fact that the fat body was repeatedly shown to play an important role in lifespan
control [24–26], whereas the role of muscles, on the contrary, is not broadly known [27]. Finally, to test
the functionality of sgg transcripts, we used a complex phenotypic trait—lifespan.

A transgenic line providing overexpression of the essential sgg transcript sgg-RB, sggB, constructed
by [19], was obtained from the Bloomington Drosophila Stock Center, USA (Available online: http:
//flystocks.bio.indiana.edu/) together with the corresponding control line (Control B). To assess
the functionality of sgg-RA, sgg-RG, and sgg-RO, we obtained three transgenic lines providing
overexpression of these transcripts: sggA, sggG, and sggO; the line initially used for transformations
was used as a control line (Control AGO). We also acquired two lines with transgenic constructs
providing sgg knockdown (sggKD1 and sggKD2), together with the control lines (Control KD1 and
Control KD2) provided by the same manufacturer (Available online: http://flystocks.bio.indiana.edu/
Browse/TRiPtb.htm).

Overexpression of sgg-RA, sgg-RB, sgg-RG, or sgg-RO induced by GAL4 drivers should specifically
increase the amount of the corresponding transcripts, while knockdown induced by GAL4 drivers
should decrease the amount of all sgg transcripts. The level of decrease was expected to depend on the
effectiveness of the knockdown provided by different lines. sggKD1 was expected to provide a stronger
level of knockdown and sggKD2 the weaker level of knockdown, according to the manufacturer’s
description (https://bdsc.indiana.edu/stocks/rnai/rnai_n_z.html). A detailed description of all the lines
is given in the Materials and Methods section.

To roughly characterize sgg effects on lifespan, we induced transcript-specific sgg overexpression
and overall sgg knockdown in embryos (the D1 driver line) and in three tissues: The fat body (the
D2 driver line), muscles (the D3 driver line), and the nervous system (the D4 driver line), using the
GAL4-UAS binary system [28].

Overexpression of sgg-RB in embryos was lethal, and overexpression of sgg-RA and sgg-RG had
no effect on the lifespan of both males and females (Table S1, Figure 1A,B). Overexpression of sgg-RO
affected male and female lifespans in opposite directions: In males, lifespan was significantly increased,
while in females, lifespan was decreased (Table S1, Figure 1A,B). In the second experiment aimed to
verify this result, the effects were reproduced, although the level of the effects was somewhat lower in
both males and females (Table S1, Figure 1C,D). As expected, the effect of the overall sgg knockdown
was lethal when the stronger sggKD1 line was used, while the weaker knockdown decreased the
lifespans of both males and females (Table S1, Figure 1E,F).

Overexpression of sgg-RB in the fat body was lethal, and overexpression of sgg-RA, sgg-RG, and
sgg-RO had no effect on the lifespans of both males and females (Table S2, Figure 2A,B). Strong sgg
knockdown in the fat body caused lethality, while weak knockdown decreased the male lifespan and
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did not affect the female lifespan (Table S2, Figure 2C,D). In females, the survival curve indicated a
possible positive effect of the reduced sgg function on lifespan.

Overexpression of sgg-RA and sgg-RB in muscles decreased both male and female lifespans, and
overexpression of sgg-RG and sgg-RO had no effect on the lifespans of both males and females (Table S3,
Figure 3A–D). A negative effect of sgg-RA overexpression was confirmed in the second experiment
(Table S3). Both strong and weak knockdown in muscles decreased male and female lifespans to
varying degrees (Table S3, Figure 3E,F).

Overexpression of sgg-RB in the nervous system severely reduced male and female lifespans
(Table S4, Figure 4A,B), and overexpression of sgg-RA, sgg-RG, and sgg-RO had no effect on the lifespan
of both males and females (Table S4, Figure 4C,D). Strong sgg knockdown in the nervous system caused
lethality, while weak knockdown decreased both male and female lifespans (Table S4, Figure 4E,F).
Of note, weak knockdown in the nervous system affected the lifespan to a lesser degree than in muscles
and in embryos, where the effect was most pronounced.

Overall, a set of lifespan assays produced several noteworthy results (Figure 5). First, the effects
of sgg misexpression on lifespan were mostly detrimental. The most adverse results, that is, lethality,
were observed when either overexpression or knockdown were induced in embryos or in the fat body.
However, increased sgg-RO expression in embryos increased the adult lifespan in a sex-dependent
manner. Detailed research aimed at analyzing the molecular mechanisms underlying this positive
effect is currently under way. The effects of gene expression early in life on lifespan are of particular
interest for us because we have previously shown that changes in gene expression in embryos can lead
to a sex-specific increase in longevity [16]. The sex-dependent effects of alterations in gene transcription
on lifespan have often been observed by others, although the nature of this dependence remains
unclear [29].
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Figure 1. Effects of disordered sgg expression in embryos on male (A,C,E) and female (B,D,F) lifespans.
Control AGO, sggA, sggG, sggO, Control KD2, and sggKD2 denote hybrid genotypes obtained as a
result of crossing the corresponding lines with the driver line D1 inducing the expression of transgenic
constructs in embryos. A full description of the genotypes is given in the Materials and Methods section.
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Figure 2. Effects of disordered sgg expression in the fat body on male (A,C) and female (B,D) lifespans.
Control AGO, sggA, sggG, sggO, Control KD2, sggKD2, Control B, and sggA81T denote hybrid
genotypes obtained as a result of crossing the corresponding lines with the driver line D2 inducing
the expression of transgenic constructs in the fat body. A full description of genotypes is given in the
Materials and Methods section. In panels E and F, the results of the two independent experiments are
represented by solid and dotted lines.

Second, different transcripts had their own patterns of effects on lifespan. This fact confirmed that
sgg functions in a cell-autonomous mode [19]. As expected, the previously well described [7,13,18,19]
sgg-RB transcript affected lifespan when overexpressed in all tissues and at all stages tested, although
the strength of the effect varied depending on the stage, age, and tissue. In the nervous system, sgg-RB
appeared to be the only transcript with effects on lifespan. In embryos, of all minor transcripts tested,
only the expression of sgg-RO affected the lifespan. As its effects were not detected in other tissues,
we assume that this transcript may be specific for embryos and have a function that complements
sgg-RB functions during development. Similarly, the sgg-RA transcript appeared to be functionally
specific for muscles, where it also may complement sgg-RB functions. Transcripts that are specific for or
preferred at certain developmental stages and particular tissues and organs have long been known (for
example, [30–32]). The peculiarity of our data is that they allowed us to show in which tissues these
transcripts are functional, judging by the integral phenotype used in our tests. Only one transcript,
sgg-RG, did not show functionality in our tests, which, however, does not mean that it is generally
deprived of any function, given the limited scope of our tests. Of note, we were able to overexpress
individual transcripts, but knockdown reduced the expression of sgg transcripts all together; it would
be interesting to evaluate the effects of decreased expression of individual transcripts on lifespan
and other traits. We have already demonstrated that reduced transcription of a gene causes lifespan
extension, whereas overexpression has detrimental effects [27].
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Figure 3. Effects of disordered sgg expression in muscles on male (A,C,E) and female (B,D,F) lifespans.
Control B, sggB, Control AGO, sggA, sggG, sggO, Control KD1, sggKD1, Control KD2, and sggKD2
denote hybrid genotypes obtained as a result of crossing the corresponding lines with the driver line
D3 inducing the expression of transgenic constructs in muscles. A full description of the genotypes is
given in the Materials and Methods section.
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Figure 4. Effects of disordered sgg expression in the nervous system on male (A,C,E) and female (B,D,F)
lifespans. Control B, sggB, Control AGO, sggA, sggG, sggO, Control KD2, and sggKD2 denote hybrid
genotypes obtained as a result of crossing the corresponding lines with the driver line D4 inducing the
lifelong expression of transgenic constructs in the nervous system. A full description of genotypes is
given in the Materials and Methods section.
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Figure 5. Effects of disordered sgg expression in different tissues on male and female lifespans. Dark-red
cells, L: lethal effects; red cells, V: lifespan significantly decreased; gray cells, -: no effect; green cells,
Λ: lifespan significantly increased. The number of V or Λ characters in a cell denotes the number of
independent experiments.

The fact that in the nervous system, only sgg-RB appeared to be functional gave us the necessary
grounds for further analysis of the effects of sgg misexpression in the nervous system on the lifespan
and structural and functional properties of neurons.

2.2. Overexpression of sgg-RB in the Nervous System Affects Lifespan in a Stage/Age- and
Neuron-Specific Manner

We focused our efforts on the study of sgg overexpression in the nervous system because increased
GSK3 function is thought to be associated with the development of several age-dependent pathological
conditions, such as Alzheimer’s disease and Parkinson’s disease [12,33,34]. The increase in the number
of sgg-RB transcripts and amount of GSK3 protein induced by the D4 panneuronal driver line was
confirmed using real-time RT-qPCR and Western blotting, respectively (p < 0.0001 for comparisons
between control and overexpressing individuals in both cases). Typical results of real-time RT-qPCR
and Western blotting are illustrated in Figure S1.

Severe effects of sgg-RB overexpression in the nervous system on male and female lifespans were
confirmed in the independent experiment, which was performed approximately a year after the first
experiment (Table S4, Figure 6A,B). In both replicate experiments, the effects in males were more
pronounced (Figure 4A,B and Figure 6A,B); however, flies of both sexes lived only several days.
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Figure 6. Effects of sgg-RB overexpression in the nervous system on male (A,C,E) and female (B,D,F)
lifespans. Control B, sggB denote hybrid genotypes obtained as a result of crossing the corresponding
lines with the driver line D4 inducing the lifelong expression of the transgenic construct in the nervous
system (A,B), with the driver line D5 inducing the expression of the transgenic construct in the
embryonic CNS (central nervous system) (C,D), and with the driver line D6 inducing the increasing
expression of the transgenic construct in the adult nervous system with age (E,F). A full description of
genotypes is given in the Materials and Methods section.

The elav driver (D4) used in the experiments described above provides lifelong expression in
the nervous system, starting from the embryonic stage (see references at http://flybase.org/reports/
FBti0002575.html).; therefore, we were not able to discriminate at which stage/age sgg-RB overexpression
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was significant for lifespan effects. To address this question, we used two additional drivers that
induce the expression of transgenic constructs in the embryonic CNS (central nervous system) (D5;
see references at http://flybase.org/reports/FBti0001255.html). and the increased with age expression
of transgenic constructs in the adult nervous system (D6; see references at http://flybase.org/reports/
FBti0040381.html). sgg-RB overexpression in the embryonic CNS decreased male and female lifespans,
though to a lesser degree than lifelong panneuronal overexpression (Table S4, Figure 6C,D). This result
indicated that normal sgg-RB expression in the CNS at the embryonic stage is important for lifespan
determination; however, it does not fully account for the effects of lifelong panneuronal sgg-RB
overexpression. According to the description given in FlyBase, the D6 driver should be switched on
starting from the 50th day of life. However, survival curves obtained in our experiments (Table S4,
Figure 6E,F) indicated that both control flies and flies with the sgg-RB transgene lived the same way
until approximately the 30th day of life, but after that, the lifespans of both males and females with the
sgg-RB transgene declined significantly faster compared to the control. These data clearly indicate
that the D6 driver was switched on starting from the 30th day of life and that sgg-RB overexpression
starting in the nervous system of middle-aged flies was sufficient to decrease their lifespans, though to
a lesser degree than lifelong overexpression: The slope of survival curves in the latter case was much
steeper both in males and females.

Overall, sgg-RB overexpression in the nervous system at different stages of development and
aging negatively affected lifespan. Altering sgg-RB expression in the embryonic CNS was enough to
affect the adult lifespan, which could be explained by epigenetic inheritance in cell lines or other yet
unknown mechanisms. Based on our results, it is tempting to conclude that in the nervous system,
embryonic sgg-RB overexpression is less detrimental than lifelong sgg-RB overexpression and sgg-RB
overexpression in adults and that if overexpression took place in older adults, detrimental effects
were alleviated. One of the theories of aging suggests that aging is caused by hyperfunction, that is,
overactivity during adulthood of processes that are primarily important during development. Such
hyperfunction can lead to hypertrophy-associated pathologies, which cause accelerated aging [35].
In the most general terms, smaller effects of overexpression in embryos would be in accordance with
this theory. However, the strength of overexpression induced by different drivers in our experiments
may be different and bias the comparisons. Experiments with a conditional tissue-specific transgene
expression system using the elav-geneswitch driver could allow overexpression in larvae and adults
at different ages and provide adequate comparison of the stage- and age-specific effects of altered
sgg-RB expression. To compare the effects of overexpression in embryos and in adult flies, more
sophisticated methods are needed, for example, combinations of GAL4 and GAL80 or split GAL4
drivers with different stage-specific patterns of expression, in accordance with the logic proposed
in [36]. One cannot exclude the possibility that sgg-RB overexpression in old flies could become
beneficial. Future experiments can shed light on these issues.

The elav driver (D4) provides panneuronal expression (see references at http://flybase.org/reports/
FBti0002575.html); therefore, we were not able to discriminate which neurons are most sensitive to
sgg-RB overexpression and are predominantly responsible for effects on lifespan. To address this
question, we used several drivers (D7–D13) that induce the expression of transgenic constructs in
neurons secreting different transmitters and in motor neurons. Two different drivers were used
to induce sgg-RB overexpression in dopaminergic neurons, and in both cases, the effect was lethal.
These neurons demonstrated maximum sensitivity to the level of sgg-RB expression. It remained
unclear why in this case the panneuronal sgg-RB overexpression was not lethal; one mechanistic
suggestion would be that in some neurons, sgg-RB overexpression had a positive effect on lifespan and
that opposite effects counterbalanced each other. However, sgg-RB overexpression in all tested types of
neurons decreased both male and female lifespans to varying degrees (Table S5, Figure S2). Overall,
peptidergic neurons appeared to be highly sensitive; glutamate and cholinergic neurons, less sensitive;
and motor and GABAergic neurons, the least sensitive to sgg-RB overexpression among the types of
neurons tested, judging by the effect on lifespan. However, the level of the effect also depended on sex
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(Figure S2). Other types of differently classified neurons might be worth testing in the future to better
understand the specific impact of neurons on lifespan control provided by Sgg-RB.

Our results demonstrated that, despite the individual nuances, lifelong panneuronal sgg-RB
overexpression would be an appropriate model system for further analyses of GSK impact on structural
and functional properties of neurons. To better understand the association between the extent of
lifespan reduction and alterations in neuronal characteristics, for further analyses, we also selected
overexpression of sgg-RB in motor neurons as a second model system demonstrating moderate effects
on lifespan. The choice of this additional model was also justified by the fact that we used larval NMJs
(neuromuscular junctions) as a model synapse.

2.3. Overexpression of Sgg-RB in the Nervous System Affects Neuronal Structure and Function

We suggest that the lifespan reduction caused by aberrations in GSK3 expression in the nervous
system is based on pathological changes in neurons. It was previously shown that sgg overexpression
results in decreased numbers of synaptic boutons [7] and synapses [9], small synapses [8], and
degeneration of presynaptic terminals and axons [10]. We decided to complement these results by
some other structural and functional characteristics of the nervous system in flies with a dramatically
decreased lifespan due to sgg-RB panneuronal overexpression and in flies with a moderately decreased
lifespan due to sgg-RB overexpression in motor neurons.

2.3.1. Locomotion

First, we demonstrated that locomotion was highly impaired in 3- to 5-day-old males and females
with panneuronal overexpression of sgg-RB (Figure 7A), indicating severe lesions in the functional
status of the nervous system. These flies did not live longer than 10 days (males) or 15 days (females),
and most of them hardly moved at all in the second half of life, so we were not able to characterize
the age-dependent dynamics of their locomotion. In 3- to 5-day-old males and females with sgg-RB
overexpression in motor neurons, locomotion was not changed compared to that of control flies, and in
20-day-old flies, locomotion was significantly increased compared to that of control flies (Figure 7B,C).
In 40-day-old control flies, locomotion was still high, while in flies with sgg-RB overexpression in motor
neurons, a substantial decline in locomotion was observed (Figure 7B,C). Of note, the mean lifespan
of control males and females was 64 ± 3 and 68 ± 2 days, respectively (Table S4), and at the age of
40 days, the flies were not truly aging. The mean lifespan of males with sgg-RB overexpression in motor
neurons was 35 ± 2 days (Table S4), and 40-day-old males were intensively aging, which was reflected
in the rapid decline in locomotion that decreased below the control level. The mean lifespan of females
with sgg-RB overexpression in motor neurons was 58 ± 2 days (Table S4), and the biological age of
40-day-old females was younger than in males, which was reflected in a smaller decline in locomotion
that stayed at the control level. Overall, in our experiments, locomotion, as reported by [37], appeared
to be a good marker of aging.
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Figure 7. Effects of sgg-RB overexpression in the nervous system on locomotion of flies. Panneuronal
sgg-RB overexpression in 1- to 3-day-old males and females (A). sgg-RB overexpression in motor neurons
in males (B) and females (C). Control B, sggB denote hybrid genotypes obtained as a result of crossing
the corresponding lines with the driver line D4 inducing the expression of transgenic constructs in
the nervous system or the driver line D12 inducing the expression of transgenic constructs in motor
neurons. A full description of genotypes is given in the Materials and Methods section. * denotes
p < 0.05, ** denotes p < 0.01, *** denotes p < 0.001 determined by the Kruskal-Wallis test.

At the same time, an intriguing result of these experiments was that in 20-day-old flies with
sgg-RB overexpression in motor neurons, the presumed decline in neuronal functions [7–10] and
decreased lifespan were associated with elevated locomotion, indicating that the functional status of
the nervous system necessary for ensuring motor functions was not only disturbed, but even improved.
Simultaneous decreases in lifespan and increases in locomotion, both resulting from changes in the
expression of a gene, have been reported previously [37]. It was suggested that mitochondrial function
in neurons may change in such a way that the lifespan decreases due to the increased ROS (reactive
oxygen species) production known to promote aging and shorten lifespan [38,39], whereas locomotion
increases due to elevated mitochondrial activity and ATP levels. Indeed, the increase in mitochondrial
function to a certain level should result in the increase of energy production accompanied by elevated
levels of ROS. However, elevated ROS and ATP levels did not accompany a decrease in lifespan and
an increase in locomotion described in [37], and the cellular mechanisms underlying an increase in
locomotion remained obscure.
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2.3.2. Mitochondria

The functionality of neurons critically depends on the energy supply, which is ensured by the
work of mitochondria. Mitochondrial homeostasis, that is, precise control of mitochondrial number,
integrity, and distribution, is especially critical to postmitotic cells, such as neurons. Violation of the
fine-tuned interplay between mitochondrial function, energy metabolism, and neuronal activity is
critical in the occurrence of various neurological pathologies [40]. We examined whether the number
of mitochondria was affected by sgg-RB overexpression. For this purpose, we used larval NMJs, which
are often used as a model system to study synapse development and function in Drosophila [41]. GSK3
is enriched in the presynaptic side of NMJs [7], so we focused on studying the presynaptic zone.
Mitochondria are especially abundant at the presynaptic parts of axons. The number of GFP-labeled
mitochondrial clusters was decreased in NMJs of individuals with panneuronal sgg-RB overexpression
(Figure 8A,B) and sgg-RB overexpression in motor neurons (Figure 8C,D) to a similar extent. Thus, the
decreased number of mitochondrial clusters was associated with both severe and moderate decreases
in lifespan, but appeared to be not relevant to locomotion. Analysis of the brains of 3-day-old flies
revealed swollen, dense mitochondria in all three individuals with pan-neuronal sgg-RB overexpression
(Figure 9A–D). We failed to observe such mitochondria in control individuals (Figure 9E).

In individuals with sgg-RB overexpression, mitochondria were clustered predominantly in synaptic
boutons, possibly to compensate for the overall decrease in number, whereas in control individuals,
they were distributed more evenly along terminal ends of axons (Figure 8A,C). Mitochondria are
produced in the neuronal soma and move to synapses, where they are needed for neuronal firing,
along microtubules using kinesin motors; they can also move in the retrograde direction for reparation
using dynein motors [42]. GSK3β is involved in the control of mitochondrial movement, both
in increasing upon activation of the serotonin receptor [43] and in decreasing upon activation of
the dopamine receptor [44,45]. GSK3β directly regulates dynein [46] and promotes anterograde
movement [47]. We hypothesize that sgg-RB overexpression might affect mitochondrial movement
and thus be responsible for disturbances in the distribution of mitochondria along axons.

2.3.3. Cytoskeleton

Not only mitochondrial movement, but also the overall functionality and architecture of neurons
depend on the integrity of their cytoskeletons. We assessed the effects of sgg-RB overexpression in
individuals with pan-neuronal sgg-RB overexpression and sgg-RB overexpression in motor neurons
on the morphology of the microtubule network in NMJs, as visualized by antibodies to α-acetylated
tubulin and to Futsch, a neuronal microtubule-associated protein [48]. Staining with antibodies to
α-acetylated tubulin failed to reveal visual differences between the individuals with and without sgg-RB
overexpression (Figure S3). Differences in the distribution of Futsch within the NMJs were found.
In particular, in individuals with sgg-RB overexpression, only weak, diffuse Futsch staining in synaptic
boutons of NMJs was observed compared to that in controls (Figure 10), indicating cytoskeletal
abnormalities. In this case, the effect was more pronounced in individuals with pan-neuronal
sgg-RB overexpression (Figure 10A) than in individuals with sgg-RB overexpression in motor neurons
(Figure 10B), which correlates with the comparative effect on lifespan. It was shown that sgg interacts
with Futsch, which functions downstream of sgg [7]; most likely, sgg controls synaptic growth through
the direct phosphorylation of Futsch. Sgg is able to inhibit transcription factor AP-1 and the JNK
(Jun-N-terminal kinase) cascade and, in this way, also affects synaptic growth [8]. Our data shed light
on the cellular consequences of presumed increased phosphorylation of Futsch, which disappeared
from synaptic boutons of NMJs, and demonstrated that Sgg-RB, when overexpressed, controlled the
dynamics of the microtubule cytoskeleton.
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Figure 8. Mitochondrial clusters in NMJs of third-instar female larvae with panneuronal sgg-RB
overexpression (A,B) and sgg-RB overexpression in motor neurons (C,D). Control B, sggB denote hybrid
genotypes obtained as a result of crossing the corresponding lines with the driver line D4 inducing
the expression of transgenic constructs in the nervous system or the driver line D12 inducing the
expression of transgenic constructs in motor neurons. A full description of genotypes is given in the
Materials and Methods section. Representative confocal images of NMJs (muscle 4, hemi-segment 34–)
stained for mitochondria clusters (GFP, green) and neural membranes (HRP, horseradish peroxidase,
red) (A,C). Bar = 10 μm. Quantification of the number of mitochondrial clusters (B,D). *** denotes
p < 0.001 determined by the Kruskal-Wallis test.
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Figure 9. Fine structure of the adult brain in females with pan-neuronal sgg-RB overexpression. Control
B, sggB denote hybrid genotypes obtained as a result of crossing the corresponding lines with the driver
line D4 inducing the expression of transgenic constructs in the nervous system. A full description of
genotypes is given in the Materials and Methods section. Three representative transmission electron
microscopy images of the Drosophila inferior dorsofrontal protocerebrum at the age of 3 days (A,B,E);
enlarged fragments of panel B (C,D). Mitochondria with violated structures are indicated by red arrows.
Bar = 5 μm or 2 μm.

2.3.4. Active Synaptic Zones

Given that the number and size of synapses were shown to be affected by sgg function [7,8], we
decided to evaluate the number of active synaptic zones in individuals with sgg-RB overexpression.
The number of active zones in larval NMJs visualized by antibodies to BRP (Bruchpilot), a Drosophila
homolog of vertebrate active zone protein ELKS [29], was significantly (approximately two-fold)
decreased in individuals with pan-neuronal sgg-RB overexpression (Figure 11A,B) and sgg-RB
overexpression in motor neurons (Figure 11C,D), indicating reduced synaptic activity. sgg-RB
overexpression driven by both drivers had comparable effects on NMJs. These results supplemented
the data on the role of Sgg in controlling the functionality of synapses, which demonstrated that it was
involved in the regulation of neurotransmitter release [8]. Earlier, it was shown that the number of
boutons was significantly decreased as a result of pan-neuronal GSK3 overexpression [7]. Importantly,
although sgg overexpression has an inhibitory role on the quantity of boutons, it may not play an
important role in bouton differentiation [7]. Overall, our data demonstrated that negative changes
in lifespan caused by Sgg-RB overexpression in the nervous system were accompanied by negative
changes in synaptic properties.
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Figure 10. Distribution of Futsch in NMJs of third-instar female larvae with panneuronal sgg-RB
overexpression (A) and sgg-RB overexpression in motor neurons (B). Control B, sggB denote hybrid
genotypes obtained as a result of crossing the corresponding lines with the driver line D4 inducing the
expression of transgenic constructs in the nervous system or the driver line D12 inducing the expression
of transgenic constructs in motor neurons. A full description of genotypes is given in the Materials and
Methods section. Representative confocal images of NMJs (muscle 4, hemi-segment 34–) stained for
Futsch (red) and neural membranes (HRP, green). Bar = 10 μm.

299



Int. J. Mol. Sci. 2019, 20, 2200

 
Figure 11. Active zones in NMJs of third-instar female larvae with panneuronal sgg-RB overexpression
(A,B) and sgg-RB overexpression in motor neurons (C,D). Control B, sggB denote hybrid genotypes
obtained as a result of crossing the corresponding lines with the driver line D4 inducing the expression
of transgenic constructs in the nervous system or the driver line D12 inducing the expression of
transgenic constructs in motor neurons. A full description of genotypes is given in the Materials and
Methods section. Representative confocal images of NMJs (muscle 4, hemi-segment 34–) stained for
active zones (BRP, red) and neural membranes (HRP, green) (A,C). Bar = 10 μm. Quantification of the
number of active zones (B,D). *** denotes p < 0.001 determined by the Kruskal-Wallis test.

2.3.5. Neuronal Structure

We suggest that a significant decrease in the lifespan of individuals with pan-neuronal sgg-RB
overexpression might be accompanied by pathological processes in the adult nervous system. Analysis
of the brains of 3-day-old flies using transmission electron microscopy revealed a number of degenerative
marks both in the bodies of the nerve cells and in the axonal structures in the neuropil region.
The presence of “holes” surrounded by membranes and, in some cases, containing fragments of
organelles apparently subjected to autophagy was demonstrated in the brains of all three individuals
with pan-neuronal sgg-RB overexpression, whereas these structures were not found in the control
brains (Figure 12A,B). These “holes” apparently represent destroyed areas of the neuron bodies and
may indicate accelerated aging processes in the nervous system of individuals with pan-neuronal
sgg-RB overexpression. In Drosophila, photosensitive structures, namely, rhabdomeres, are often used
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along with the brain to study neurodegenerative processes. We examined whether pathological
changes occur in the rhabdomeres of individuals with pan-neuronal sgg-RB overexpression compared
to those of controls. No changes were revealed in three control individuals, whereas in two out of three
individuals with pan-neuronal sgg-RB overexpression, lacunae and irregular rhabdomere structures
were found (Figure 12C,D), also indicating pathological processes in flies with pan-neuronal sgg-RB
overexpression. Of note, in individuals with pan-neuronal sgg-RB overexpression, a high heterogeneity
of external phenotypic manifestations was observed: For example, the wing shape varied fairly widely.
In view of this fact, some difference in the level of degeneration of rhabdomeres was not surprising.

Figure 12. Signs of degeneration in the nervous system of females with pan-neuronal sgg-RB
overexpression. Control B, sggB denote hybrid genotypes obtained as a result of crossing the
corresponding lines with the driver line D4 inducing the expression of transgenic constructs in the
nervous system. A full description of genotypes is given in the Materials and Methods section.
Representative transmission electron microscopy images of the Drosophila brain (A,B) and rhabdomeres
(C,D) at the age of 3 days. An example of a degeneration sign in the neuron body (A, indicated by the
red star); rhabdomeres with violated structure (C, lacuna is indicated by the red arrow) compared to
the respective controls (B,D). Bar = 1 μm or 2 μm.

Summing up the results presented in this chapter, we conclude that overexpression of the main
Sgg-RB isoform in the nervous system had severe effects on its structural and functional properties.
Overall, Sgg-RB overexpression in the nervous system affected the integrity of neuron bodies, the
number, distribution, and structure of mitochondrial and cytoskeletal properties in the presynaptic
zones, and synaptic activity. These changes indicated that Sgg-RB overexpression caused accelerated
aging of the nervous system in young individuals. The accelerated aging led to a more or less sharp
reduction in lifespan, depending on the cell types where Sgg-RB overexpression was induced. While
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pan-neuronal overexpression caused a severe lifespan decline and overexpression in motor neurons
reduced the lifespan to a much lesser extent, and the effects of pan-neuronal overexpression and
overexpression in motor neurons on the nervous system were mostly of similar scales. Thus, the rate
of lifespan decline was not correlated with the rate of structural and functional changes in the nervous
system. The only exception identified was a change in the structure of the cytoskeleton, namely, the
Futsch protein distribution along the terminal parts of axons.

3. Materials and Methods

3.1. Fly Strains and Crosses

To provide sgg overexpression, several lines were used. The line providing sgg-RB overexpression
w1118; P{w+mC = UAS-sgg. B}MB5 (in short, sggB) with the transgenic construct encoding the normal
PB form of GSK3 was obtained from the Bloomington Drosophila Stock Center (USA) (Available online:
http://flystocks.bio.indiana.edu/); the w1118 (Control B) line without transgenic insertions was used as a
control line [19].

To obtain lines providing sgg-RA, sgg-RG, and sgg-RO overexpression, cDNAs corresponding to
these transcripts were cloned into the pBID-UASC vector (Addgene plasmid # 35200, Available online:
https://www.addgene.org/35200/), which contains an attB site for phi31 site-specific transformation
of Drosophila embryos and UAS enhancer sequences [49]. Single clones with the unimpaired sgg-RA,
sgg-RG and sgg-RO sequences and the line y1 M{vas-int.Dm}ZH-2A w*; M{3xP3-RFP.attP’}ZH-51C with
the second chromosome attP phi31 integration site [50] were used for the transformation performed
by BestGene, Inc. (Available online: https://www.thebestgene.com/HomePage.do). In the transgenic
lines obtained, most of the auxiliary sequences were excised from the inserted transgenes due to
induction of recombination between the loxP sites present in the pBID-UASC vector. One homozygous
transgenic line of each genotype, namely, y1 M{vas-int.Dm}ZH-2A w*; M{3xP3-RFP.attP’}ZH-51C P{w+mC

= UAS-sgg.A}2M (in short, sggA), y1 M{vas-int.Dm}ZH-2A w*; M{3xP3-RFP.attP’}ZH-51C P{w+mC =

UAS-sgg.G}1M (in short, sggG), y1 M{vas-int.Dm}ZH-2A w*; and M{3xP3-RFP.attP’}ZH-51C P{w+mC =

UAS-sgg.O}1M (in short, sggO), were used in further experiments. The line y1 M{vas-int.Dm}ZH-2A w*;
M{3xP3-RFP.attP’}ZH-51C (Control AGO) initially used for transformations was used as a control line
with the same genetic background.

To provide sgg RNAi knockdown, two lines were obtained from the Bloomington Drosophila Stock
Center: y1 sc* v1; P{y+t7.7 v+t1.8 = TriP. HMS01751}attP40 (in short, sggKD1, with VALIUM20, hairpin
size 21 bp, affects all sgg transcripts) and y1 v1; P{y+t7.7 v+t1.8 = TriP. JF01255}attP2 (in short, sggKD2,
with VALIUM1, hairpin size 400 bp, affects all sgg transcripts). Y1 v1; P{y+t7.7 = CaryP}attP40 (Control
KD1) and y1 v1; P{y+t7.7=CaryP}attP2 (Control KD2) lines without transgenes providing RNAi were
used as control lines for sgg RNAi knockdown, as suggested by the manufacturer (Available online:
http://flystocks.bio.indiana.edu/Browse/TRiPtb.htm).

To induce sgg overexpression or knockdown, several driver lines were obtained from the
Bloomington Drosophila Stock Center.

Y1 w*; P{w+mW.hs = en2.4-GAL4}e22c; P{w+mC = tGPH}4/TM3, Ser1 (D1) was used to induce the
expression of transgenic constructs in embryos.

W*; P{w+mC = ppl-GAL4. P}2 (D2) was used to induce the expression of transgenic constructs in
the fat body.

P{w+mC = UAS-Dcr-2. D}1, w1118; P{w+mC = GAL4-Mef2. R}R1 (D3) was used to induce the
expression of transgenic constructs in somatic muscle cells.

P{w+mW.hs = GawB}elavC155 w1118; P{w+mC = UAS-Dcr-2. D}2 (D4) was used to induce the lifelong
expression of transgenic constructs in the nervous system.

W*; P{w+mW.hs = GawB}389 (D5) was used to induce the expression of transgenic constructs in the
embryonic nervous system.
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W1118; P{GawB}DJ695 (D6) was used to induce the increased expression of transgenic constructs in
the adult nervous system with age.

W1118; P{w+mC = Ddc-GAL4.L}Lmpt4.36 (D7) and w*; P{w[+mC] = UAS-mCD8::GFP. L}LL5/Cy;
and P{w+mC = ple-GAL4. F}3 (D8) were used to induce the expression of transgenic constructs in
dopaminergic neurons.

W*; P{w+mW.hs = GawB}386Y (D9) was used to induce the expression of transgenic constructs in
peptidergic neurons.

W1118; P{w+mW.hs = GawB}VglutOK371 (D10) was used to induce the expression of transgenic
constructs in glutamatergic neurons.

W*; P{w+mC =ChAT-GAL4.7.4}19B (D11) was used to induce the expression of transgenic constructs
in cholinergic neurons.

W*; P{GawB}D42 (D12) was used to induce the expression of transgenic constructs in motoneurons.
P{w+mC =Gad1-GAL4.3.098}2/CyO (D13) was used to induce the expression of transgenic constructs

in GABAergic neurons.
Additionally, the driver line w1118;P{w+mC = UAS-mito- HA-GFP.AP}2/CyO (D14) was used to

induce GFP expression in mitochondria.
D1, D3, and D4 driver lines proved to be effective in our previous work, according to the real-time

RT-qPCR data [27].
To induce the expression of transgenic constructs, females of each of the driver lines were crossed

to males of sggB, sggY214F, sggA81T, sggA, sggG, sggO, KD1, KD2, Control B, Control AGO, Control
KD1, and Control KD2 lines. In all experiments, flies were kept at 25 ◦C on a standard medium of
semolina, sugar, raisins, yeast, and agar with nipagin, propionic acid, and streptomycin.

3.2. Tests for Wolbachia

Prior to the experiments, all the lines were checked for the presence of Wolbachia, a Drosophila
symbiont known to affect life history traits [51], via quantitative PCR (MiniOpticon real-time
PCR detection system, Bio-Rad, Hercules, CA, USA) with primers for the 16S rRNA gene,
5′-CATACCTATTCGAAGGGATAG-3′ and 5′-AGCTTCGAGTGAAACCAATTC-3′ [52]. Negative
results were obtained for all lines except sggA, D3, and D12. These lines were treated with tetracycline
(0.25 mg/mL, [53]) for three generations followed by at least three generations of recovery before they
were used in experiments.

3.3. Lifespan Assay

Lifespan was measured as described in [16]. Five virgin flies of the same genotype and sex,
all collected on the same day from cultures with moderate density, were placed in replicate vials.
Flies were transferred to vials with fresh food containing approximately 5 mL of standard medium
without live yeast on the surface weekly. The number of dead flies was recorded daily. Experiments
comparing fly lifespans were conducted simultaneously. Sample sizes were 50 to 100 flies per sex per
genotype. The experiments that showed noteworthy results were repeated two to three times with an
interval of approximately six months. The lifespan for each fly was estimated as the number of days
alive from the day of eclosion to the day of death. Mean lifespans and survival curves were primarily
used to characterize lifespan.

3.4. Locomotion Assay

Locomotion was measured as described in [16]. Flies were collected and maintained by the
same procedures as for the lifespan assays, but without recording the deaths. Locomotion was
measured at the same time each day in unmated males and females at age 3 to 5 days, 20 days and
40 days. Experiments comparing locomotion were conducted simultaneously. Sample sizes were 65
to 75 flies (13 to 15 vials) per sex per genotype. To measure locomotor activity, the vials were placed
horizontally in a Drosophila Population Monitor (TriKinetics Inc, Waltham, MA, USA). Fly movement
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along the walls or in the middle of the vial crossed the infrared beam rings along the length of the vial.
Beam interruptions were detected, and totals were reported every five minutes to the host computer.
Two measurements for five minutes were made for each vial. Locomotion was characterized as the
mean number of beam interruptions per vial.

3.5. Real-Time RT-qPCR

Transcript levels were measured as described in [15,16]. Total RNA for real-time reverse
transcription quantitative PCR (RT-qPCR) was extracted from batches of 30 whole bodies of 3-
to 5-day-old males and females using TRIzol reagent (Invitrogen, Carlsbad, CA, USA) and DNase I
(Sigma-Aldrich, St. Louis, MO, USA) according to the manufacturers’ instructions.

First-strand cDNA was synthesized using SuperScript II Reverse Transcriptase (Invitrogen) with
oligo(dT)15 primers according to the manufacturer’s instructions. Amounts of cDNA were determined
by RT-qPCR using SYBR Green I in a MiniOpticon real-time PCR detection system (Bio-Rad).

Gdh and Adh housekeeping genes, characterized by relatively low expression comparable to sgg
expression, were used as reference genes to normalize for differences in total cDNA between the
samples. The forward and reverse primer sequences used were as follows: For sggB, shaggyPB1
5′-ATATACAGATCTTTTGTTTGGCAA-3′ and shaggyPB2 5′-AGGAGGAAGTTCTTGGACGA-3′; for
Gdh, Gdh1 5′-TATGCCACCGAGCACCAGATTCC-3′ and Gdh2 5′-GGATGCCCTTCACCTTCTGCTT
CTT-3′; for Adh, Adhd3: 5′-CGGCATCTAAGAAGTGATACTCCCAAAA-3′ and Adhr3: 5′-TGAGTGT
GCATCGAATCAGCCTTATT-3′.

CFX Manager 3.1 software (Bio-Rad, 2012) was used to evaluate the relative gene expression.
Inter-run calibrations were used for each panel of experiments since the experiments were conducted
for several years. Three independent RNA extractions (biological replicates) per sex per genotype and
three technical repeats for each RNA extraction were made.

3.6. Immunostaining and Microscopy

Immunostaining and microscopy were performed according to [27]. Male and female third-stage
larvae and brains of 3- to 5-day-old unmated males and females were dissected in phosphate-buffered
saline (PBS), fixed in 4% paraformaldehyde (Sigma-Aldrich, St. Louis, MO, USA) at room temperature
for 20 min, and washed in PBS (3 × 15 min). For immunostaining, preparations were blocked in
blocking buffer (BlockPRO, Visual Protein Biotechnology Corporation, Taiwan) for one hour at room
temperature, incubated in primary antibodies (diluted in BlockPRO) overnight at 4 ◦C, washed in
PBS (3 × 15 min), incubated in secondary antibodies (diluted in BlockPRO) for two hours, washed
in PBS (3 × 15 min), and placed in a medium for immunofluorescence (VectaShield, Vector Labs,
Burlingame, CA, USA). NMJs were analyzed in the fourth muscle of the third and fourth abdominal
segments of larvae. A confocal laser scanning microscope (LSM 510, Zeiss, Oberkochen, Germany),
ImageJ (http://rsb.info.nih.gov/ij/index.html) and LSM Image Browser (Zeiss) were used. Sample sizes
were 10 to 15 specimens per genotype per experiment. To estimate bouton numbers and numbers
of synaptic active zones, the same preparations were used. Mean numbers of type 1b boutons and
satellite boutons were used to characterize NMJ morphology. The mean number of synaptic active
zones was used to characterize synapse activity. Mean numbers of mitochondria and dopaminergic
neurons were calculated.

The following primary antibodies were used: Mouse anti-Brp (mAb NC82, 1:200; Developmental
Studies Hybridoma Bank (DSHB)) against Bruchpilot (BRP), a protein specific to active synaptic
zones [54]; mouse anti-Futsch (mAb 22C10, 1:200; DSHB) against the microtubule-associated protein,
Futsch [48]; mouse anti-α-acetylated tubulin (1:200; Santa Cruz Biotechnology, Dallas, TX, USA) against
a tubulin isoform, a marker of microtubule networks [55]; Alexa Fluor 647-conjugated goat anti-HRP
(1:400, Jackson ImmunoResearch), against Horseradish Peroxidase (HRP), a widely used marker of
presynaptic membranes [7]. The secondary antibodies used were goat anti-mouse Cy3 conjugated
(1:400, Jackson ImmunoResearch). Antibodies obtained from the DSHB were developed under the
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auspices of the NICHD and maintained by The University of Iowa, Department of Biology, Iowa City,
IA 52242. Mitochondria were visualized with GFP using the D13 driver line. Dopaminergic neuron
neurons were visualized with GFP using the D8 driver line.

3.7. Electron Microscopy

Three heads of 3- to 5-day-old unmated males and females of each genotype were dissected
and fixed in 2.5% glutaraldehyde in cacodylate buffer at room temperature for 2 h. Samples were
washed in sodium cacodylate buffer, fixed in 2% OsO4 for 2 h at 4 ◦C, washed and, dehydrated by
transferring through solutions of increasing alcohol concentration (30%, 50%, 70%, 90%, and 100%) for
15 min at room temperature followed by acetone for 15 min. Resin (Epon 812 with DDSA and MNA)
infiltration was carried out according to the following protocol: Resin-acetone (1:3), resin-acetone (1:1),
resin-acetone (3:1) at room temperature for 1 h, and resin alone for 12 h; and resin with a DMP 30
catalysator at 37 ◦C for 24 h and at 60 ◦C for 48 h. Hardened blocks were cut on the Leica UC7 (Leica)
microtome into 70 nm slices, contrasted by uranyl acetate (30 min) and lead citrate (5 min) and then
analyzed using a transmission electron microscope (JEM-1011, Jeol, Akishima, Tokyo, Japan).

3.8. Western Blotting

Approximately 50 heads of 3- to 5-day-old adults of each genotype were dissected and
homogenized in 8 M urea solution. Equal amounts of samples from the supernatants were preincubated
with sample buffer (deionized water, 0.5 M Tris-HCl, glycerol, 10% SDS, 0.5% bromphenol blue, DTT)
for 5 min at 95 ◦C and separated in a 4–12% (w/v) acrylamide Bis/Tris SDS-PAGE gel using the vertical
electrophoretic chamber Mini-Protean Tetra (Bio-Rad). Proteins were transferred from the gel to the
PVDF membrane (Immobilon-P Membrane,Millipore, Burlington, MA, USA) using electroblotting
(Mini Trans-Blot Modul, Bio-Rad), blocked in BlockPro blocking buffer (Visual Protein Biotechnology
Corporation, Taiwan), and incubated with anti–GSK3 beta primary antibodies (1:300; ab18893, Abcam,
Cambridge, Great Britain) for one hour. Bound antibodies were detected with goat anti–rabbit secondary
antibodies conjugated with alkaline phosphatase (1:20000; A3687, Sigma). Prior to visualization, the
membranes were incubated in the alkaline CDP buffer for 5 min and then in the Immun-Star AP-
Substrate (Bio-Rad) for 7 min. After scanning, the relative intensity quantification of each band was
evaluated with Image Lab software (Bio-Rad). Three independent protein extractions (biological
replicates) per genotype were made.

3.9. Statistical Analyses

To compare control and mutant genotypes, Student’s t-test and the nonparametric, distribution-free
Kruskal-Wallis test were used for analyses of sgg transcript amounts; locomotion; and numbers of large
boutons, satellite boutons, active zones, and mitochondria in NMJs. These two tests gave consistent
results, so only the results of the Kruskal-Wallis test are reported here. Standard descriptive statistical
analysis of lifespan [56,57] was performed to determine the mean lifespan and its accompanying
variances, standard deviations, and standard errors; the median, minimum, and maximum lifespans;
and the lifespans of the lower and upper quartiles and the 10 and 90 percentiles (Tables S1–S5). Survival
curves were estimated using the Kaplan–Meier procedure. The nonparametric, distribution-free
Mann-Whitney test and Kolmogorov-Smirnov test were used to evaluate the statistical significance of
the difference between the survival curves.

4. Conclusions

Understanding the genetic and molecular basis of pathological changes of the nervous system
underlying accelerated aging and shortening of lifespan are important for the development of
evidence-based recommendations for life extension. GSK3 is an important enzyme governing
numerous regulatory pathways and metabolic processes via interaction with InR/TOR, Wnt, JNK,
and other signaling cascades [1,2]. GSK3 is specifically important in the nervous system, where
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it is involved in the control of synaptic development, structure, and function due to regulation of
axonal size, the microtubule cytoskeleton, and neurotransmitter release [7–10]. Here, we demonstrated
GSK involvement in the regulation of mitochondria number, intracellular distribution and structure,
and control of synaptic activity. We showed that GSK3 affected the axonal distribution of the
microtubule-associated protein, Futsch, thus confirming the role of protein kinases in governing the
architecture of the microtubule cytoskeleton. We also demonstrated that GSK3 overexpression caused
signs of neurodegeneration in the brains of young individuals. All these findings certified that GSK3
misexpression is crucially important for the structural and functional integrity of the nervous system.
The main GSK3 isoform is responsible for the normal operation of neurons.

It is generally clear that the structural and functional integrity of the nervous system, in turn, is
important for ensuring a long life. Here, we showed that pathological changes in neurons caused by
aberrations in GSK3 expression in the nervous system were paralleled by a rapid decline in survival
and shortening lifespan. Our data also demonstrated that GSK3 misexpression in other tissues affected
lifespan in a transcript-, stage-, and tissue-specific mode. We proved that some minor shaggy transcripts
are functional and, moreover, may have the specificity required for a particular function. This result
allowed us to lift the veil on the complexity of the gene structure and expression strategy. Most of
the Drosophila genes have multiple annotated transcripts and proteins (https://flybase.org), and there
are not many examples showing whether the alleged complexity of the structural organization of a
gene is in line with reality and why such a sophisticated structure is needed. Of particular interest
to us was the fact that the embryonic overexpression of one of the minor transcripts was enough to
cause an increase in adult lifespan. This fact underscored the role of gene expression early in life for
lifespan control and the existence of carry-over mechanisms of an epigenetic or other nature underlying
this effect.

Altogether, our results demonstrated the key role of GSK3 in ensuring the link between the
pathology of neurons and lifespan. The data presented in this article indicated how disentangling
expression strategy and general gene biology might eventually provide a selective approach to the
choice of potential drugs and therapies based on an understanding of the molecular mechanisms
underlying the development of pathologies shortening lifespan. Obviously, treatment should be aimed
at suppressing or enhancing the expression of certain gene transcripts in certain tissues. Our data
allowed us to come closer to understanding the characteristics of shaggy gene expression, which are
important for the search for potential drugs that specifically affect the pathologies of the nervous
system and aging caused by the GSK3 malfunction.
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