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Chapter 1

Exploring the Interaction of Space

and Networks in the Creation of Knowledge:

An Introduction

Johannes Glückler, Emmanuel Lazega, and Ingmar Hammer

A Conversation Between Spatial and Network Perspectives

of Knowledge

The book series on Knowledge and Space explores the nature of human knowledge

from a geographical perspective. How to create, share, and adopt new knowledge is

a core question in the social sciences. Processes of learning and knowledge creation

are the result of social practice and always take place in space and in specific geo

graphical contexts. The eleventh volume is the outcome of the symposium entitled

“Topographies and Topologies of Knowledge” in the series of Klaus Tschira

Symposia on Knowledge and Space held at the Villa Bosch Studio in Heidelberg.

This book focuses on the conceptual and empirical intersections of the geographical

and network dimensions of social practice in accounting for the creation and repro

duction of knowledge. By taking up this dialogue between the fields of geography

and social network studies, the book is conceived to bridge a research gap between

two analytic perspectives that until recently have developed more in parallel to each

other than in mutual exchange between scholars. The intention of its chapters is to

broaden and deepen understanding of the specific characteristics not only of space

and connectivity but also of their mutual and interactive effect on knowledge

creation.
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Berliner Straße 48, D-69120 Heidelberg, Germany
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1© The Author(s) 2017J. Glückler et al. (eds.), Knowledge and Networks, Knowledge and Space 11,
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2Geography and Networks

J. Glückler et al.

The network perspective has been influential in geography since the 1960s, when

formal network analysis was used in what was called network geometry. By adopt

ing the concept of topology from mathematics (Matthes, 1912), geographers inte

gratedtopographicandtopological perspectives into the analysis ofspatialnetworks.

With this new method, geographers sought to solve puzzles such as the traveling

salesman1 to determine optimal routes involving the shortest paths in transport and

utility networks (Greenberg, Carey, Zobler,&Hordon, 1971; Sagers& Green, 1982).

Haggett and Chorley (1969) developed a comprehensive approach for the optimiza

tion of network geometry, which they considered to be the most interesting research

topic of location theory at the time. This research has become an important topic

especially in engineering disciplines such as operations research, computation sci

ence, mathematics, and economics. Journals such as Networks and Spatial

Economics and Operations Research focus on models, techniques, algorithms, and

research questions and on ways that production networks, supply chain manage

ment networks, infrastructure, and communication networks can be organized and

optimized.

Since the 1980s, the research interest in geography has increasingly shifted from

material to socialconnectionsandfrom aquantitative to a rather qualitative approach

to capturing the multidimensional processes developing in local and global environ

ments. Unlike physical infrastructure, social relationships do not necessarily follow

a linear logic by which costs rise or connectivity weakens as distance increases.

Geometric distance cannot be accepted as a sufficient condition for determining

social interactions. Instead, the availability and use of communication and transport

technologies mediate the relationship between physical proximity and social inter

action. The relation between space and social interaction depends on the actor’s

choice of technology and mobility (Glückler, 2007). Today, geography is interested

in the quality rather than the physical metrics of social and organizational

relations.

Knowledge is a key resource in economic development, prosperity, and wealth

(e.g., Jacobs, 1969; Romer, 1990; Schumpeter, 1911). Knowledge is also socially

constructed and diffused in the relational network among people (Brown &

Duguid, 1991; Knorr-Cetina, 1981; Wenger, 1998). Geographers have therefore

focused on the question to what extent geography influences learning, knowledge

creation, and innovation by rejecting the traditional models that calculate the prob

ability of a tie as a function of metric distance (Bathelt & Glückler, 2011; Maskell,

2001; Maskell & Malmberg, 1999).A fundamental observation in the geography of

knowledge is that knowledge is often sticky with regard to place and difficult to

transfer to or reproduce in other places (Bathelt & Glückler, 2011; Gertler, 1995;

Storper, 1997; von Hippel, 1994). This stickiness sometimes leads to idiosyncratic

1The problem of the traveling salesman consists in finding the minimal route for a journey that

starts and ends at the same location and has to pass through a determinate number of intermediary

destinations.
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knowledge specific to certain places and poses challenges to learning and imitation

over distance (Malmberg & Maskell, 2002). From an economic perspective, such

epistemic idiosyncrasies may be sources of competitive advantage in some regions

where they foster innovative practice, learning, and economic development, while

other regions lag behind and face the challenge of catching up.

Researchers interested in geography’s particular role in knowledge creation have

studied innovative regions with technological and knowledge clusters such as

Silicon Valley (Klepper, 2010; Saxenian, 1994), Boston (Bathelt, 2001; Glaeser,

2005; Tödtling, 1994), Bangalore (Lorenzen & Mudambi, 2013), and London

(Cook, Pandit, Beaverstock, Taylor, & Pain, 2007; Keeble& Nachum, 2002) to find

out how physical proximity and face-to-face contact help create and circulate new

ideas and knowledge. Geographical proximity allows for planned as well as seren

dipitous encounter and interaction, and it allows for learning even in the absence of

immediate social relations simply by virtue of one’s “being there” (Gertler, 1995,

p. 1) and observing others in proximity (Malmberg & Maskell, 2002). In this con

text, Abbott (2001) cited French sociologist Émile Durkheim (1897/1951, p. 123):

A cough, a dance-motion, a homicidal impulse may be transferred from one person to

another even though there is only chance and temporary contact between them. They need

have no intellectual or moral community between them nor exchange services, nor even

speak the same language, nor are they more related after the transfer than before (p. 141).

In summary, the discipline of geography has developed a deep and diversified

understanding of learning, knowledge creation, and innovation in and between

places and spaces. Geographical places may become specific milieus (Camagni,

1991; Meusburger, 2009) where people enjoy access to localized knowledge and

where they learn from others to come up with new ideas and innovations them

selves. But the social and more formal understanding of relational processes has

been neglected until recently.

Social Processes, Social Networks, and Distance

In the social sciences the shoe is on the other foot. Whereas thinking of places and

spaces has been a matter of physical distance, formal network theory has deepened

human understanding of learning and knowledge creation as a social process. In

general, social network researchers are interested in the nature, antecedents, and

outcomes of social connectivity. Formal network analysis and the conceptual emer

gence of relational thinking in the social sciences (see Marsden & Lin, 1982, and

Wellman & Berkowitz, 1988, for instance) have led to new research designs and

have yielded ground-breaking empirical discoveries that challenge established

categorical reasoning. New theoretical perspectives, methodologies, and concepts

havebeen developing within theframeworkof relational thought(Doreian, Batagelj,

& Ferligoj, 2005; Kilduff & Tsai, 2003; Snijders & Steglich, in press-a; Wasserman

& Faust, 1994). Some scholars push this relational thinking as far as arguing that the

basic assumption of a relational social science is the “anticategorical imperative”



4 J. Glückler et al.

(Emirbayer & Goodwin, 1994, p. 1414). It stipulates understanding social phenom

ena such as identity, power, conflict, social capital, and knowledge as expressions

and consequences of the positions and associations that actors enjoy or endure

within systems of social interdependencies and relations rather than as substantial

ist, monadic entities with predetermined characteristics (Bathelt & Glückler, 2005).

In a relational perspective the focus is on individual and collective opportunities for

action, and these opportunities are thought of as being facilitated by the specific

context and structure of social relations.

Beyond early radical relational sociologies, current theories move on, prodded

by the founding fathers of contemporary structuralism (e.g., White, 2008) to com

bine relational and categorical approaches as well as relational and cultural perspec

tives that bring classical social science theory and network analyses into a

neostructural framework (e.g., Brandes, 2016; Breiger, 1974, 1990, 2010; Snijders,

2005; Snijders & Steglich, in press-b). From these perspectives a relational topol

ogy is also a social space in which specific social processes driven by these relation

ships take place in a meaningful way for the actors themselves (Lazega & Pattison,

2001). Generic social processes examined by the social sciences since their emer

gence (e.g., solidarity and discrimination, collective learning and socialization,

social control and conflict resolution, and regulation and institutionalization) are

partly the product of the regularities constructed in the management of interdepen

dencies between actors in conflict and/or in cooperation. These processes facilitate

the management of collective action’s dilemmas at each level of agency. The role of

network analysis evolves toward modeling these processes and helping with theo

rizing them.

Building knowledge in individual and collective learning is precisely one such

generic process. Such a theoretical perspective necessarily implies an analytical

focus on connectivity in social and economic action. Those new theories and con

cepts have been the key ground-breaking insights into models and concepts of

knowledge creation and knowledge diffusion. How does knowledge about this

generic process benefit from this approach? Network analyses from several angles

are useful for answering this question. Learning, knowledge creation, and innova

tion are all fruit of the circulation and interpretation of information, the co-creation

of new ideas, cumulative experience, and cognition. People relate to other people

inside and outside organizations in order to exchange information, knowledge,

goods, services, and capital. The myriad individual and collective actors and the

relations they sustain are the building blocks of social networks. Relationships are

important for the acquisition of information (Borgatti & Cross, 2003), and the cre

ation of knowledge has been recognized as a social, interactive process (Lawson &

Lorenz, 1999). Networks are not merely a representational form of social relations

but also a social context. A network is “a specific set of linkages among a defined

set of persons, with the additional property that the characteristics of these linkages

as a whole may be used to interpret the social behavior of the persons involved”

(Mitchell, 1969, p. 2). This definition implies that the specific structure of relations

may be used to draw inferences and expectations pertaining to individual and col
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lective action (Gulati, 1995; Mizruchi, 1994). Networks affect opportunities for

action (Burt, 1992).

Therefore, the capacity to learn collectively depends on specific relational infra

structures (Lazega, 2016; Lazega, Bar-Hen, Barbillon, & Donnet, 2016) that are

available for such a social process. One exemplary source of knowledge and learn

ing is advice-seeking. Advice does more than transmit information that will be used

to build knowledge. What is being pragmatically transmitted in an advice relation

ship is also a framework for the evaluation and interpretation of this information, the

elements necessary for the evaluation of its appropriateness as a basis for knowl

edge-building. This point is where relational infrastructures such as social status

and social niches come in. For example, recognition of status gratifies the advisers

by providing them with an incentive to share their knowledge and their experience

(Blau, 1964).

Advice networks are highly interdependent with collaboration, friendship, and

other types of social networks that help mitigate the status rule (Lazega & Pattison,

1999): Both collaboration and friendship can lead to advice and vice-versa. This

multiplexity indicates the presence of reference groups or epistemic communities.

A longitudinal analysis of advice networks adds to the picture by showing that, in

many organizations examined by researchers, advice-seeking converges toward

senior members recognized for having the “authority to know”. They provide social

approval for specific decisions and contribute to the integration of the organization

because they link the individual, group, and organizational levels. This alignment is

a key ingredient of intraorganizational collective learning. In addition, the dynamics

of advice networks are cyclical: A pattern of centralization—decentralization—

recentralization is generated by epistemic leaders seeking a balance between over

load and conflict (Lazega et al., 2016). The described mechanism suggests that

epistemic leaders who drive collective knowledge-building through alignments are

precisely those who can remain at the top of the epistemic pecking order throughout

the cyclical process.

Social network studies also point to a number of structural conditions that are

conducive to innovation, such as the number of relationships (e.g., Powell, Koput,

& Smith-Doerr, 1996; Zaheer, Gözübüyük, & Milanov, 2010), the quality of those

relationships (Granovetter, 1985; Uzzi & Lancaster, 2003), and the location of an

actor in the overall structure of a network (Whittington, Owen-Smith, & Powell,

2009). Researchers have found various structural concepts to be positively related

with innovation, such as actor centrality (Owen-Smith& Powell, 2004; Whittington

et al., 2009), boundary-spanning locations between one’s own group and other

groups (Krackhardt & Stern, 1988), and intermediate positions between a core and

a periphery (Cattani & Ferriani, 2008). Theories of structural holes (Burt, 1992,

2004; Obstfeld, 2005) and of structural folds (Vedres & Stark, 2010) have devel

oped rich explanations of how network location affects the access to information

and the co-creation of knowledge. The existence and the quality of relations as well

as specific structural characteristics of locations have been theorized as helping or

hindering social outcomes such as economic performance or innovativeness. The

geography of learning, knowledge, and innovation as a social process between peo
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ple of different places and spaces has become an important research issue in social

network analysis. But despite the growing literature in that field, one of the main

criticisms concerning relational thinking is the reductionist, geometric focus on dis

tance. Geography is often treated only as a cost function of linear distance rather

than as a matter of multifaceted and rich social context (Daraganova et al., 2012;

Doreian & Conti, 2012).

Beyond Disciplinary Silos: The Uncharted Interrelation

of Learning, Knowledge, Relations, and Space

Despite the potential of combining the relational and the geographical perspectives,

there has long been unintended silence between the two fields in knowledge studies.

Geography has endorsed the term network as a rich metaphor of social cohesion and

cooperation rather than of formal structure (Grabher, 2006); network research has

often ignored the spatial dimension of social networks and used regions merely as a

convenient shell for the empirical analysis of interpersonal and interorganizational

relations. Recently, however, scholars from various fields in the social sciences have

realized that both dimensions—geography and relational thinking—are important

for knowledge creation and learning (e.g., Doreian & Conti, 2012; Glückler, 2013).

Gatherings such as the Capturing Context Conference (Columbia University, June

2009) and the International Workshop on Social Space and Geographic Space

(University of Melbourne, September 2007) and a special issue of Social Networks

in 2012 have brought together researchers interested in discussing new research

questions and solutions at the intersection of the two fields (Adams, Faust,& Lovasi,

2012). Overall, the interdisciplinary study of knowledge creation and innovation at

the junction of space and social networks has only emerged in recent years.A closer

look at the recent literature that has included both spatial and network dimensions

in the study of innovation suggests that networks, geography, and knowledge are

conditionally related to each other. At least four linkages within this conceptual

triangle have been studied empirically: (a) geography as a condition of network

formation, (b) geography as a moderator of the effects of network on knowledge, (c)

networks as a moderator and (d) networks as a mediator2 of the effects that geogra

phy has on knowledge. With the “agentic turn” (Kilduff & Brass, 2010, p. 336) and

an expanding perspective on multilevel networks, a fifth linkage emerges, (e) agency

as a moderator of “places” in multilevel relationships on collective learning. We

briefly summarize some of the insights of these studies in order to identify the

uncharted interrelation of knowledge, networks, and space.3

2Amoderator variable governs (e.g., increases or decreases) the strength of a relationship between

two other variables, whereas a mediator variable explains the relationship between two other vari

ables (Baron & Kenny, 1986).

3The following discussion on the interrelation of geography and network studies is based on

Glückler (2013).
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One dominant line of research has focused on the geographical constraints on the

very process of network formation4 and its evolution. This approach is based on

findings that geographical proximity tends to facilitate network formation; it

increases the likelihood for social encounter, the exchange of information, and the

creation of social relations (Allen, 1977; Zipf, 1949). Empirical research on net

work evolution confirms the plausible expectation that new relations are more likely

to emerge in geographical proximity than over large distance (Broekel & Boschma,

2012; Glückler, 2010; Powell, White, Koput, & Owen-Smith, 2005). Recent

research in evolutionary economic geography has underscored the association

between geographical proximity and tie formation in networks by empirically con

trolling for other forms of proximity (Balland, 2012). These and other accounts of

geographical constraints of network formation and evolution form part of what

Borgatti and Halgin (2011) would classify as geographical theories of networks.

Consequently, networks are located in space, and the creation of new linkages seems

to be somewhat affected by this geography. Conversely, the creation of new ties in a

network is an important strategy for bridging physical separation and enable com

munication and exchange over large distance (Glückler, 2005). The mutual condi

tionality between space and networks is thus a fascinating and still unexplored area

of research. More complicated, however, is the question of how space and networks

interact in their combined effect on the creation and reproduction of knowledge.

Space as a Moderator of Network Effects on Knowledge

The first interactive linkage between space and networks points to the moderating

effect of space on the impact of network on innovation. In an interesting research

design, Owen-Smith and Powell (2004) analyzed Boston-based biotech firms and

their global alliance network. They found that although actor centrality was an

important factor of innovativeness in the global network, it was insignificant within

the regional network. Defying the intuition of network theorists, firms were equally

likely to innovate independent of their position’s centrality in the network as long as

they were connected to the local alliance network. Geographical proximity thus

moderated the effect of network centrality on innovation. One explanation of this

finding is that proximity allows for knowledge spillovers within the entire network

of alliances and beyond the dyadic alliances. In a subsequent analysis of U.S. bio

technology, Whittington et al. (2009) demonstrated that the innovativeness of bio

tech firms benefits from geographical proximity and network centrality in ways that

4See Adams et al. (2012), in particular Butts, Acton, Hipp, and Nagle (2012); Daraganova et al.

(2012); Doreian and Conti (2012); Lomi and Pallotti (2012); Viry (2012); Preciado, Snijders,

Burk, Stattin, and Kerr (2012); Sailer and McCulloh (2012); Takhteyev, Gruzd, and Wellman

(2012); Verdery, Entwisle, Faust, and Rindfuss (2012).
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depend on a variety of factors. The effect of the centrality of firms in the interorga

nizational network was very much a function of proximity: Highly central firms

were more likely to be innovative if sited close to other firms than if sited far away

from them. This finding corresponds with those reported in more recent studies in

the context of trade fairs (e.g., Brailly, Favre, Chatellet, & Lazega, 2016a; Favre,

Brailly, Chatellet, & Lazega, 2016; Piña-Stranger & Lazega, 2010).

Connectivity as a Moderator of Spatial Effects on Knowledge

The same kind of effect seems to be at work in the opposite case. It is usually

accepted that information transfer and knowledge spillovers dwindle with geo

graphical distance. In the context of international technology transfer between units

of multinational corporations, Hansen and Løvås (2004) explicitly focused on inter

action effects between the major factors of technology transfer. Their analysis con

veyed that the relations between distributed organizational units clearly moderate

the association between technology transfer and geography. Units were found more

likely to transfer technology successfully over large distances if they were con

nected through interpersonal ties or through formal organizational linkages than if

there were no such links. Bell and Zaheer (2007) suggested that the kind of relation

ship, whether at the individual, organizational, or institutional level, varies in its

dependence on geographical proximity. Empirically, they reported rather counterin

tuitive evidence for what they call geographic holes, that is, situations where infor

mation flow is facilitated between friends when they are geographically distant. In

a similar vein, research on contractual alliances (Rosenkopf & Almeida, 2003) and

informal business relationships alike (Glückler, 2006) illustrates how relationships

substitute for local search and how they help bridge distance. Lastly, learning-by

hiring can be useful for extending the hiring firm’s geographic reach and access to

remote knowledge (Song, Almeida, & Wu, 2003). In all these research designs, the

existence and characteristics of networks affect the strength of the association

between geography and knowledge.

Connectivity as a Mediator of Geographical Effects

on Knowledge

A fourth stream of innovation research suggests that networks mediate the entire

effect of geography on innovation. Empirically, patents are cited more frequently

within the region in which they were invented than in others (Jaffe, Trajtenberg, &

Henderson, 1993; Thompson & Fox-Kean, 2005). This finding supported the argu

ment that trajectories of technological knowledge are spatially sticky. However, new

research designs were needed to examine how these local spillovers happened.

Almeida and Kogut (1999) found that local spillovers did not occur equally across
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regions and that those regions with the strongest spillovers in technological devel

opment were the ones where job mobility was restricted mostly to intraregional job

moves. Using network analysis, even more sophisticated research designs have

illustrated that patent citations tend to be local because inventors tend to change jobs

locally and stay within their labor-market region (Breschi & Lissoni, 2009). This

evidence suggests that the most fundamental reason why geography matters for

localized knowledge creation is the relative immobility of researchers. The job

mobility of inventors increases the transfer of technological knowledge (measured

as patent citations) between firms independently of geography (Rosenkopf &

Almeida, 2003). In support of this conclusion, Breschi, Lenzi, Lissoni, and Vezzulli

(2010) offered evidence that proximate and remote job moves occur in equal pro

portions, and Song et al. (2003) demonstrated that both proximate and distant hiring

of inventors lead to effective transfer in technological knowledge as measured by

patent citations. A second example of how networks mediate the relation between

space and knowledge is provided in the context of information search. Borgatti and

Cross (2003) found that when one knows an informant and can access that source,

physical proximity is no longer associated with information transfer.5 In summary,

this line of research suggests that the association between geography and knowl

edge is not a direct effect, that it is mediated through inventor mobility, the acces

sibility of other partners, and prior knowing.

Agency as a Moderator of Relational “Places” in Multilevel

Relationships on Collective Learning

Social scientists, especially sociologists and geographers, have arguably been build

ing a strong alliance in the social sciences to measure, model, and understand the

multilevel dynamics of places, positions, and the effects of such dynamics on all the

generic social processes we are interested in, notably knowledge-building and col

lective learning. In particular, when complex position in an organized system of

places allows actors to try and change that formal structure (albeit with varying

success), scholars interested in spatial and organizational movement can help com

bine institutional locations, position in relational infrastructures (e.g., status and

niches), and geographical place (e.g., Bathelt & Glückler, 2011; Glückler &

Hammer, 2012).

Social processes such as collective learning and knowledge creation are also

contingent on multilevel interdependencies and require unprecedented amounts of

coordination among actors at and across given levels. Actors think in multilevel

terms (“this person is a big fish in a big pond”) and are required to manage these

5Mediation implies that the mediated variable (proximity) predicts the mediating variables as well

as the dependent variable (e.g., innovation, information exchange) and that the coefficient for the

mediated variable becomes insignificant when the mediators are included in the model (Baron &

Kenny, 1986).
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exceptionally complex interdependencies (e.g., functional, epistemic, normative,

emotional) in sophisticated ways at different levels simultaneously. Actors thus face

multiple dilemmas of collective action. Without this multilevel coordination

between individuals, between organizations, and between individuals and organiza

tions, neither individuals nor organizations can access or mobilize on their own all

the resources that are needed to produce, compete, and survive.

Collective learning and knowledge-building are heavily dependent on the exis

tence of such superimposed levels of agency, each of them characterized by hori

zontal interdependencies that sociologists can examine as sets of local social

systems. Interpersonal interdependencies consist of individuals tied together within

or across organizations through cowork, advice, friendship, and the rules that orga

nize their social exchanges. The content of these relationships varies. This level of

agency is different from that of the organizations to which these same individuals

are affiliated. Interorganizational interdependencies are created most often by con

tractual agreements between organizations specifying the contributions, rights, and

responsibilities of each organization in the pursuit of a particular objective, but they

also depend on the existence of institutions that guarantee the credibility of those

contractual agreements. Economic, contracting activity has been shown, for

instance, to depend heavily on collective learning and knowledge-building at the

interpersonal level (Brailly et al., 2016a, 2016b). Cross-level interactions between

individuals and organizations as well as reliance on collective learning built into

such cross-level interactions are vital in the organizational society. In a multilevel

context where each level has its own temporality, synchronization costs are efforts—

made by individuals and by organizations in very asymmetrical ways—to keep pace

with each other by reshaping a structure of opportunity and constraints. Given this

complexity, geography’s focus on the spatiality of knowledge creation is crucial to

social sciences that need the dynamics of multilevel structures to understand current

organizational societies.

Enhancing the Conversation

This book intends to open the floor for engaged conversation between topographies

and topologies of knowledge. As the brief appraisal of these different lines of

research suggests, the empirical evidence of the association between geography,

networks, and knowledge is still inconclusive. To some scholars, geography appears

to be a force; to others, a moderator. To still others it is only an indirect factor medi

ated by more important factors such as connectivity. These empirical contingencies

may be consequences of the variety and incomparability of methodologies andmea

sures as well as of the kinds of knowledge and networks observed. Whereas geog

raphy is often observed either as a binary (inside/outside a region) or as a measure

of geometric distance, network relations and the types of knowledge and relations

vary widely. Relations in networks range from informal to contractual relationships

and from individual to organizational levels. New knowledge is usually measured as
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successful patent applications, although innovation occurs in many other forms, too.

These different semantics and metrics are likely to produce different effects and

may cause much of the observed contingencies. What this nascent research indi

cates is that both networks and geography play elementary roles in understanding

the creation, use, and reproduction of knowledge. Yet researchers are only at the

beginning of a more comprehensive understanding of the way in which the two

modes of being there and being connected are interrelated in the social creation of

new ideas and innovations.

We contend that the complex interrelations between networks, space, and knowl

edge can be solved only if approaches from different disciplines are combined in a

multidisciplinary way. Their individual contributions help integrate both network

arguments of connectivity and geographical arguments of contiguity and contextu

ality into a more comprehensive understanding of the ways in which people and

organizations are constrained by and make use of space and networks for learning

and innovation. Examples are the cases that call for recognition that social and col

lective learning is moderated by economic networks, intercultural relations, or rela

tional turnover. Another example is when the contributors to this book extend the

current research frontier by solving the puzzle of how learning in the past shapes

knowledge creation in the future, or how positions of institutions and people shape

the geography of learning and knowledge creation. Coming from the fields of geog

raphy, sociology, economics, political science, psychology, management, and orga

nizational studies, the authors of the chapters in this volume develop conceptual

models and propose empirical research that illustrate the ways in which networks

and geography play together in processes of innovation, learning, leadership, and

power.

Structure of the Book

The research questions raised in the following fifteen chapters stem from three main

perspectives. The first addresses the significance of knowledge about networks and

the insight that relational thinking serves as a principle bridging between economic,

social, and geographic issues. Networks are moderator, mediator, and input factors

for learning, knowledge, and innovation in and between places and space. The con

tributors to this part of the volume consider relations between the social and the

economic dimensions and trace social networks of knowledge through the spheres

of business, education, polity, and family, expanding knowledge about the meaning

and role that relational aspects have in both the social and economic dimensions.

Networks are embedded systems of multiple social or economic relationships

developed through the agency of different actors. These systems encompass differ

ent relational places, so social relations and their effect on learning and innovation

are constantly in flux. The second perspective picks up on that stream of research by

presenting an evolutionary viewpoint on networks and space. The authors add to the

discussion about models of relational systems by conceptualizing and exploring
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them; explaining and investigating mechanisms, structures, and the development of

tie formation and agency; and identifying the benefit of relational systems for

regions. This section shows knowledge about the evolution of relational structure to

be a key determinant of social and regional development.

The third perspective presented in this volume integrates geography, connectivity

and knowledge creation. The authors adopting it take space, networks, and actors to

be origins of new knowledge and innovation. Those rather economic models not

only help improve individual, regional, and organizational innovation but also show

how the desired outcome is achievable. In short, the contributors to this volume

bring together new research questions, concepts, and empirical work from

economics, geography, sociology, and management science to offer new insights by

combining the relational view of networks with the geographical view of locations

and space with respect to knowledge and learning.

Knowledge About Networks

Part I, consisting of five contributions, points to the importance of knowledge about

networks. This section of the volume highlights from a theoretical point of view the

relational dimension as a multilevel problem mutually influenced by social, eco

nomic, individual, and geographical issues. The authors, with their research agen

das, carve outhownew perspectives on those manifold relationships broaden human

knowledgeabout relational issues surrounding the intersection of knowledge, space,

and agency. In the opening chapter, “Reversing the Instrumentality of the Social for

the Economic: A Critical Agenda for twenty-first-century Knowledge Networks,”

Nancy Ettlinger reverses the direction of causality between the economic and the

social dimensions of knowledge networks and questions the classical argument that

social aspects serve economic outcomes. She develops a critical agenda for two

purposes. First, she uses theories about knowledge generation, the generation of

economic knowledge, and networks to develop social knowledge by dissolving fric

tions caused by difference and constructing an inclusive system of collaborative

work. Second, she uses the market itself to adapt new corporate strategies to social

ends in the course of sustaining, if not augmenting, productivity.

The chapter thereafter elaborates on the growing importance of intercultural

competence and learning in a world of rapid internationalization and globalization.

The text outlines a possible solution to the following problem: When employees of

small- and medium-sized enterprises and large corporations are sent on foreign

assignments, the ensuing clash of cultures could lead to emotional or psychological

withdrawal although the business opportunity calls for social closure. Setting out

from the individual’s point of view, the author, Erika Spieß, elaborates a model that

takes various influential factors into account, such as the social network of expats,

cultural processes, and the current economic and political environment. In a broader

interpretation, this chapter can be seen as an initial empirical perspective on and

solution to the agenda that Ettlinger discusses. By developing models that offer an
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insight into how intercultural learning processes take place, researchers learn how

economic factors influence the social dimension when the learning process is trig

gered by economic requirements, namely, the pursuit of international business.

The fourth chapter, by Pengfei Li, takes a more conventional perspective by

investigating how social aspects influence the economic dimension. He examines

the role of family and friendship networks as bridges for technology diffusion in

developing countries. When regional economies take off, the role of family net

works in localized learning weakens. By contrast, another kind of social network,

friendship ties, are more open and dynamic in fostering regional innovation in the

knowledge economy. The transformation from family- to friend-based learning is

not easy. Many developing economies become stuck in a transition stage that arises

after the collapse of traditional social connections and before the establishment of

generalized trust and formal institutions has created spontaneous associations of

individuals. Concentrating on the interdependencies between different forms of

social relationships, Pengfei Li conceptualizes how this transition could take place.

In the fifth chapter Laurent Beauguitte considers the “national–local” aspect as a

moderator of global networks. He unravels the increasing interaction of local,

global, economic, and social issues by investigating processes of political regional

ization on a world scale. Starting from the assumption that political actors are called

upon to work more and more often on a supranational basis, he proposes that this

arrangement is not only a response to global economic processes but also a reaction

to the rise of global issues demanding a change in governance. He analyzes the

United Nations General Assembly (UNGA) from 1985 to 2010. With nearly all

states being represented in this organization, it allows him to observe patterns of

cooperation on a world scale from both dynamic and thematic points of view. A

variation of the search for equivalence allows him to map the geographical clusters

revealed by voting positions. In a second analysis he examines patterns of speeches

andreveals therising importanceofregional groups at theUNGA.Lastly, Beauguitte

proposes a theoretical model of cooperation among actors at the UNGA.

In the final chapter of Part I, Sarah Hall discusses networks as a moderator of

individual learning by examining new strategies in undergraduate and graduate edu

cation markets. Her treatment builds on the investigation that this section’s other

authors conduct into the interrelationship between social and economic issues. She

finds that policy-makers and employers in advanced economies have increasingly

framed both kinds of market as an important way to improve graduate employabil

ity and enhance economic growth within “knowledge-based economies.” However,

graduates seeking to enter those elite labor markets have faced increased competi

tion in recent years, driven, for instance, by the financial crises after 2007. Sarah

Hall analyzes an emerging strategy that has received less attention than others: the

growing use of postgraduate educational services and training. She argues that

attaining additional credentials is an important strategy among graduates seeking

entry into elite global labor markets and, consequently, for the production, repro

duction, and circulation of geographically variegated economic elite knowledge

practices.
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Network Evolution and Social Outcomes

Part II of the book addresses the matter of network evolution and its impact on indi

viduals and regions. Emmanuel Lazega offers a neostructural perspective on how

organized mobility and relational turnover (OMRT) constitute important dimen

sions of the social context in which social mechanisms are deployed. He investi

gates how rotation across a carrousel of organizational places and subsequent

relational turnover create a relational infrastructure that shapes the social process of

collective learning. An advice network among lay judges serves as an empirical

context in which to develop a “spinning-top model” of collective learning. It

accounts for the dynamics of these networks, in particular their cyclical centraliza

tion and decentralization over time, with OMRT in the organization providing the

energy that drives this evolution. Emmanuel Lazega identifies stability from move

ment at the heart of collective learning and from its multilevel character and

consequences.

Charles Kirschbaum investigates how the relational environment mediates indi

vidual possibilities. He studies a 40-year evolution in jazz to analyze how that rela

tional field affects the trajectories of individual musicians. By using relational data

on the credits of 5571 albums to extract social-network statistics, he builds ideal

typical trajectories of musicians’ paths. Additionally, Kirschbaum uses methods of

block-modeling to map the field’s development in light of the positioning of trajec

tory types and the evolution of styles. He demonstrates how the field of jazz moved

from a normative to a more competitive structure as older generations were co

opted by new ones.

The ninth chapter advances knowledge about the topology and evolution of

collaboration networks in a policy-anchored, high-tech district in Italy. Laura Prota,

Maria Prosperina Vitale, and Maria Rosaria D’Esposito use prespecified block

modeling to identify the structural configuration of collaboration over time, tracing

the evolutionary path of collaboration within the district. Providing an assessment

of the district management strategy, their empirical results show that initial collabo

ration assumed a core–periphery configuration characterized by a single, small

bridging core of research organizations. Gradually, this configuration changed,

developing a large cohesive nucleus connected to global partners through general

ized bridging ties.

JörgSydow andFriedemann Koll investigate the possibility of designing regional

technological capabilities by injecting related variety into regional development

processes not only in terms of knowledge resources but also of agents, activities,

and relations—a problem they conceptualize as “platforming.” Using a case-study

approach to the electromobility initiative in Germany, the authors investigate the

potential of platforming for unlocking such path dependencies. The empirical

results lead them to conclude that platforming may contribute to path-forming, but

not necessarily to path-breaking, at a regional level.

The final chapter in this section takes up the question of tie formation and gover

nance from the perspective of agency. Studying a high-tech firm employing 116

professionals, authors Martin Kilduff, Ajay Mehra, Dennis Gioia, and Stephen
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Borgatti develop a fine-grained picture of the emergence of informal leadership.

They find that high self-monitoring emergent leaders notice problems and amelio

rate them by providing advice and brokering relationships across social divides.

Occupying a structurally advantageous position may well be more advantageous for

some individuals (i.e., high self-monitors) than for others (i.e., low self-monitors).

This study adds to the understanding of the contingency related to the social out

comes of a particular structural position.

Network Geographies of Learning

Part III of this book focuses on the different forms of network outcomes, especially

learning, knowledge, and innovation. The researchers in this section deepen the

knowledge about how networks moderate, mediate, and contribute to individual and

collective learning and about how history as well as social and geographical factors

influence those outcomes. Satyam Mukherjee, Brian Uzzi, Ben Jones, and Michael

Stringer investigate in chapter twelvehow novelty builds on conventional and atypi

cal knowledge alike. Their analysis of 17.9 million papers spanning all scientific

fields suggests that science follows a nearly universal pattern, with the highest

impact science being grounded primarily in exceptionally conventional combina

tionsofpriorworkyetsimultaneouslyfeaturinganintrusionofunusualcombinations.

Novel combinations of prior work are rare, yet teams are more likely than solo

authors to insert novel combinations into familiar knowledge domains.

In the chapter thereafter, Johannes Glückler and Ingmar Hammer theorize the

interactive effect of connectivity and spatial proximity on mechanisms of learning.

They argue that connectivity among firms facilitates purposive collaboration and

forms of friendly imitation, whereas spatial proximity also enhances the mutual vis

ibility among even disconnected firms, raising the incentives for unfriendly forms of

rival learning and unilateral imitation. Drawing on the case of an organized business

network of independent IT firms in eastern Germany, the analysis demonstrates that

the co-occurrence of connectivity and colocation facilitates both friendly and

unfriendly practices of imitation. The social tensions that emerge from unfriendly

imitation are mitigated by social conventions and sanctions and thus promote real

ization of individual and long-term collective opportunities.

Since the path-breaking work by social scientists and statistical methodologists,

the sense of the importance that agency, roles and positions have for knowledge

creation has sharpened. “Are gatekeepers important for the renewal of the local

knowledge base? Evidence from U.S. cities” broaden knowledge about roles, posi

tions, and knowledge creation within a geographical framework. In chapter four

teen, Stefano Breschi and Camilla Lenzi offer an exploratory perspective on the

importance of gatekeepers for the expansion and renewal of the knowledge base of

U.S. cities. The authors propose and test a number of indicators accounting for what

the gatekeeper does to mediate knowledge flows across cities. Their findings indi

cate that external direct relations are the key mechanism injecting fresh knowledge
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intoacityandamplifyingopportunitiesfor technologicalrecombination.Conversely,

the greater the reliance on external relations governed by gatekeepers, the less the

impact on the expansion and renewal of a city’s knowledge base. Distributed, net

worked learning processes are widely touted as a basis for superior performance.

Recognizing a lack of knowledge about how learning networks operate in the

aggregate, Christopher Ansell, Martin Lundin, and Per Ola Öberg seek to widen the

view on networks and learning. They take an explicitly geographical perspective

into account by utilizing a unique dataset on learning among Swedish municipali

ties. The authors find that municipalities learn from their near neighbors, especially

those in the same county. This research also provides evidence that Swedish munici

palities are a “small world” linked together at the national level. Two mechanisms

knit the Swedish municipalities together. First, county seats serve as “hubs” that

bind local clusters. Second, local clusters aggregate into regional clusters. Despite a

high degree of local clustering, hubs and regions provide a structural basis for the

national diffusion of policy ideas and practices among Swedish municipalities.

In the final chapter of the book, Uwe Cantner, Susanne Hinzmann, andTinaWolf

take a dynamic approach to investigating the coevolution of cooperation ties and

various dimensions of proximity between potential collaboration partners.

Specifically, they highlight the predominant role of cognitive proximity for the con

tinuity of innovation-oriented alliances and take into account that this proximity

changes over time. They find partner-switching more often than the repetition of

collaboration. Neither knowledge transfer nor mutual experience with cooperation

shows significant effects on repeated cooperation. Instead, the authors find coopera

tion to be favored by similarity (overlap) between the firms’ knowledge bases, an

imbalance in the reciprocal potential for knowledge exchange, the general experi

ence the partners have with collaboration, and similarity in the degree of popularity

of collaboration partners.

Conclusion

With this book we continue the interdisciplinary discussion on relational, geograph

ical, and knowledge perspectives. Researchers from different disciplines have long

developed important insights from their very different perspectives, and every per

spective has its own strengths and weaknesses. In drawing on the strengths of each

discipline and its specific point of view, the understanding of the interdependencies

between networks, learning, and space becomes increasingly comprehensive.

Collectively, the chapters in this volume are but a small step in this endeavor, yet we

believe that all the contributions herein offer new research questions, alternative

research designs, and discerning solutions to the issues to which they call attention.

May it serve as a prospect and source of discoveries that will further expand inter

disciplinary inquiry into the nexus of geography, networks, and knowledge.
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Chapter 2

Reversing the Instrumentality of the Social

for the Economic:A Critical Agenda

for Twenty-first Century Knowledge Networks

Nancy Ettlinger

Divergent Trends in the New Millennium: Setting an Agenda

Taking stock of changing realities, in this chapter I take note of an emergent produc

tion system around the turn of the twenty-first century that pivots onnew approaches

to innovation and, relatedly, on open networks to access dispersed knowledges. At

the same time, it is sensible to recognize pressing social problems associated with

dramatically increasing socioeconomic polarization and precarious livelihoods

worldwide, as well as persistent problems of segregation that inform the nature of

exclusions. Although the new system of production is lucrative for firms, its contri

bution to social problems has been negative at best because new networking strate

gies remain exclusive, while being highly exploitative in new ways. At this critical

juncture in the global economy, my aim in this chapter is to bring a sociopolitical

agenda to new economic realities that would service economic agents and goals

while developing a means to extend living-wage and stable work in knowledge net

works to diverse people, and in the process dissolve frictions of difference through

collaborative work relations. Based on a critical synthesis of information drawn

from case studies across wide-ranging literatures (economic geography and sociol

ogy; social theory; and business, management, and information science), I concep

tualize a strategy for making use of new networking strategies that is inclusive and

shaped by social goals.

The ensuing argument begins with conceptualizing a reversal of the usual instru

mentality of the social for the economic. I contextualize the agenda in terms of the

above-stated critical juncture in the global economy, namely new types of economic

knowledge networks that reap enormous rewards for corporations without, how

ever, attention to dire and worsening social needs and problems. I conclude this
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section with a call for imbricating social knowledges with an understanding of eco

nomic knowledge networks. In the next section I discuss a particular social prob

lem, segregation, which spatially expresses exclusions in everyday life. Crucially,

segregation is driven by ignorance; therefore, constructively engaging segregation

requires targeting ignorance by developing social knowledges—per the frame of

this edited collection, specifically in the context of knowledge networks. I turn then

to the literature on knowledge generation and exchange in economic-oriented litera

tures to cull insights regarding requirements for the development of socially ori

ented issues of trust and mutual respect that underpin collaborative project work.

One limitation of this literature is that it presents a faceless landscape of actors, and

thereby elides issues of difference. In light of my goal to conceptualize the proactive

construction of diverse and inclusive knowledge networks, I then draw insights

from the business, management, and information science literatures on potential

problems of the frictions of difference in on-the-ground as well as virtual work

places. While useful, this literature nonetheless lacks attention to social goals—

back to the problem of the usual instrumentality of the social for the economic—and

thus requires attention to the multidimensionality of problems. As I will elaborate, I

envision the construction of a web of inclusive knowledge networks in what I call

“mediated crowdsourced project work,” supported by government and other orga

nizations to ensure continual, living-wage employment in ephemeral networks that

form, dissolve, and form anew with different membership to meet the requirements

for particular constellations of expertise across projects. At the outset I envision

such a project at the metropolitan scale where field research can identify the domain

of skills in local populations, allowing for such projects to extend beyond localities

over time. My aim is to develop a critical agenda—as opposed to a blueprint or

policy brief—to clarify the issues, the logics, and, moreover, the need to chart a new

course, while avoiding the replication of existing ills. The vision here derives ana

lytically from a critique of the existing system and a problematization of those new

features of the production apparatus that require reconfiguration to achieve social as

well as economic goals.

Despite this admittedly ambitious agenda, precedents for discrete components

nonetheless exist in various contexts. Open network strategies such as crowdsourc

ing connect firms seeking expertise or intellectual property with individuals who

may be disassociated from firms (although not in association with stable, living

wage jobs). The U.S. government has supported the formation of open networks

constituted by firms (although not open networks that draw from a skilled popula

tion of workers who may be disassociated from firms). Governments outside the

United States support enterprises that privilege social objectives and community

well-being over economic goals (although not in connection with new types of

knowledge networks). Field research has identified skill sets among marginalized,

populations (although not in association with new approaches to production and not

necessarily remunerative). The novelty of the agenda I develop, then, lies in the

imbrication of components among discrete projects in a holistic approach to achieve

both social and economic change.
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Analyses of economic networks for goods and services commonly cast people as

instrumental to the effective functioning of networks. The social capital that accrues

to such networks is seen to result in productivity, innovativeness, resilience, and the

like.1 This relation between people and networks, with the former serving the latter,

is sensible in the context of neoliberal society, which encompasses researchers as

much as their subjects and objects of study. As critical philosopher and historian

Michel Foucault (2004/2008) argued, neoliberal practices transform the social into

economic opportunity, reflected in the academic conceptualization of social rela

tions as instrumental to economic goals.

I aim to conceptualize a reversal of the usual relation between the social and the

economic to engage specifically how economic knowledge networks can enhance

social relations. How, then, might economic networks contribute to social change?

The question appears to counter neoliberal logic. However, as research on economic

networks has pointed out, constructive social relations in the arena of production

and innovation depend on effective collaboration, trust, and mutual respect

(Bourdieu, 1986; Glückler, 2005). Thus, the process of achieving social goals

embeds economic goals (Cantener, in this volume). Such nesting is not, however,

necessarily implicated when the goal is conceived economically because economic

goals often are achieved at the expense of the social, notably labor.2 The overall

strategy I offer aims at subverting the usual logic of instrumentality by rendering

economic effectiveness useful for social relations without, however, negating the

importance of social relations for economic performance. I advocate a counter-con

duct3 that works from within the dynamics of the system, consistent with Foucault’s

(1996, p. 387) provocative point that effective critique and resistance “relies upon

the situation against which it struggles” and is immanent to the system of gover

nance. Per Foucault (1996, p. 386) resistance “is not simply a negation, but a cre

ative process,” which can take shape in an agenda for positive social change.

1Alternatively, Bourdieu’s (1986) discussion of social capital casts individuals’ membership in a

network as benefitting individuals, notably regarding their social positioning. This view does not

negate the instrumental view of people relative to economic networks, but it offers more in terms

of potential benefits of social capital. This said, the concern of this chapter is less with the benefits

of network relations to an individual and more with a specifically relational view of social interac

tion, that is, the development of constructive relations among individuals based on the develop

ment of trust, mutual respect, and the like.

2Achieving economic goals at the expense of social goals can be a matter of exploiting vulnerable

workers for the sake of personal or shareholder gain. Other processes include myopic strategic

planning (Ettlinger, 2008) as well as implicit biases against, and thus exclusion of, talented people

who may be outside entrenched power networks (Ettlinger, 2003; Faulconbridge, 2007;

Faulconbridge and Hall, 2009).

3Foucault conceptualized systems of governance in terms of the conduct of conduct (e.g., Foucault,

2004/2007), with reference to the strategies, tactics, and programs that guide actors to make

choices (often unconsciously) in accordance with societal norms. Counter-conduct, then, is the

governance of practices that counter those norms (e.g., Foucault, 2004/2007, p. 201).



28 N. Ettlinger

A Critical Juncture in the Global Economy: Open Innovation

and Networks

The impetus for a normative agenda is recognition of a critical juncture in the global

economy in which an emergent mode of production associated with new network

ing strategies reaps considerable rewards for firms and shareholders, but exacer

bates already precarious ways of earning a living and, more generally, inequality in

the context of deepening socioeconomic polarization worldwide (Beck, 1999/2000;

Standing, 2011). The aim is not to dismantle existing corporate strategies, an unfea

sible strategy, but rather to conceptualize ways to make use of them by reconfigur

inggoals toprivilegethesociopoliticalwithoutjettisoningtheeconomic—admittedly

difficult, but plausible.

The emergent system of production is characterized overall by openness

(Ettlinger, 2014) regarding two overlapping systems: innovation, and networks to

access labor. Networks connect with innovation as a means by which firms access

expertise and intellectual property. However, networks also enable firms to access

labor for non-innovative yet menial activity, and the processes for connecting with

this labor market differ.4 In keeping with the theme of this volume, my focus in this

chapter is on networks in relation to innovative activity, specifically knowledge

networks.

Novel forms of knowledge networks have evolved in the context of what has

been termed open innovation in the business literature. The term was coined in 2003

by former corporatemanagerand Berkeley scholar HenryChesbrough (Chesbrough,

2006a, 2006b; Chesbrough, Vanhaverbeke, & West, 2006). The first survey of open

innovation was conducted in 2013, encompassing large firms in the United States

and Europe with sales of more than 250 million dollars; results showed that over

three quarters of the firms actively pursued open innovation strategies and, more

over, support for open innovation among top managers is increasing (Chesbrough &

Brunswicker, 2013).

Open Innovation and Networks

Open innovation refers to the eclipsing of a longstanding tradition of in-house inno

vation by new practices whereby firms develop innovations on the terrain of interor

ganizational relations. Although firms externalized production under the regime of

flexible accumulation beginning around 1980 in the United States and Britain and

4Amazon.com’s Mechanical Turk subsidiary (Mechanicalturk.com) exemplifies non-routine but

menial work. Skilled labor is required, but for relatively low-skilled tasks that nonetheless are non

routine and therefore unamenable to operation by artificial intelligence. Amazon.com lists jobs or

human intelligence tasks (HITs) for other companies that pay Amazon.com 10% of the fee for

completed tasks. People are paid extremely low wages by the task, not the unit of time—a situation

that has been likened to “piece work” in a digital sweatshop.
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more recently in continental Europe, innovation nonetheless largely remained an

in-house activity. Around the turn of the twenty-first century, firms began external

izing innovation, in part as deepening vertical disintegration (associated with flexi

ble accumulation) gradually produced unanticipated benefits for large firms, namely

the possibility of learning from suppliers and making use of innovations they devel

oped—a trajectory facilitated by the increasing ubiquity of personal computer hard

ware and software (Gawer & Cusumano, 2002, p. 5). Further, as availability of

venture capital from venture capital firms declined over the last decade, many large

firms internalized venture capital programs (corporate venture capital, CVC) to

investin small to medium-sized firms (SMEs) to develop innovations pertinent to their

(the large firms’) competencies(Van de Vrande, Vanhaverbeke, & Duysters, 2011).5

Push factors for open innovation included the increasing costs of technology

development, which have prompted firms across the size spectrum to develop strate

gies to spread expenses to reach beyond their boundaries for problem solving and

intellectual property. Further, many large firms lack sufficient internal expertise, in

part as a vestige of lean management in the 1980s, when firms laid off many person

nel, including researchers; accordingly, firms increasingly access expertise exter

nally (Chesbrough, 2006a, p. 190). The goal set by Proctor and Gamble’s newly

appointed chief economic officer in 2000 is telling: to acquire 50% of the compa

ny’s innovations from external sources (Huston & Sakkab, 2006).

Beyond the development of innovative capabilities among suppliers in the

context of relations between large and small firms, open innovation also entails

interfirm relations among large firms that interlink business models based on new

innovations, notably in industries that produce multi-component products

(Chesbrough, 2006a, 2006b; Cooke, De Laurentis, MacNeill, & Collinge, 2010;

Gawer, 2009; Gawer & Cusumano, 2002). The main imperative in open innovation

is to continually move to new innovative activity in concert with other firms produc

ing related products and services.6

The management of innovation across the spectrum of firms practicing open

innovation has occurred in the context of the development of a relatively new

demand environment: customized demand, which requires combinations of exper

tise that cannot be anticipated (Goldman, Nagel, & Preiss, 1995). Although, in prin

ciple, firms under such circumstances can continually add to their repertoire of skill

through mergers, acquisitions, and continual hiring of experts, the high costs of

5For a survey in 2013 of the top 50 Forbes Global 2000 firms with CVC programs, see Battistini,

Hacklin, and Baschera (2013).

6Intel’s activity in the 1990s serves as an instructive example of interlinked activity among firms

and novel strategies to coordinate innovativeness (see discussion in Gawer & Cusumano, 2002).

By the late 1980s the pace of Intel’s innovation in its core product, computer microprocessors,

exceeded the pace of innovation in IBM’s personal computer (PC) architecture. In response, Intel

staffed a new lab with software engineers to find new uses for its hardware (microprocessors), in

turn to stimulate demand for a new generation of personal computers that require Intel’s core prod

uct. Its strategy in the next decade and into the twenty-first century has been “to establish the

technologies, standards and products necessary to grow demand for the extended PC through the

creation of new computing experiences” (cited in Gawer & Cusumano, 2002, p. 25).
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such a strategy often prompt firms to look instead for expertise among external

sources (Grant, 1998). From the vantage point of structural hole theory, linkages to

an increasingly broad range of organizations increase social capital, provide a

means by which individual firms can overcome structural gaps (Burt, 1992; Burt,

Hogarth,& Michaud, 2000; Garrigos-Simon, Alcami,& Ribera, 2012), and enhance

innovative capacity based on increasingly diverse knowledges (Frey, Lüthje, &

Haag, 2011; Poetz & Schreier, 2012). Agility, defined in this context as the capacity

of firms to tap external resources efficiently and rapidly, is a key asset of organiza

tions (Goldman et al., 1995; Greis & Kasarda, 1997).7 Outsourcing in the context of

open innovation, even if exploitative, is prompted at the outset not by lowest cost of

labor and products in externalized production, as in a Coase (1937)-inspired model

of economic activity, but rather by the need to incorporate expertise external to a

firm in projects that crosscut firms, as in a Hayek (1945)-inspired conceptualization.

Per Hayek (1945), the world constantly changes, requiring an effective means of

culling dispersed knowledges. Assuming all individuals possess unique knowledge,

a central problem for Hayek was how dispersed knowledges might be accessed. The

contemporary answer to Hayek’s problem regarding innovation is open networks, in

contrast to the tradition of relatively closed organizational forms (Lazega, in this

volume). Whereas just-in-time manufacturing networks associated with flexible

production tended to evolve as relatively closed with “strategic bridges” (Burt,

1992, 2005) forged between networks to facilitate flows of new information, Web

2.0 information and communications technologies (ICTs) have facilitated the devel

opment of open networks that draw from dispersed knowledges across firms

(Garrigos-Simon et al., 2012).

Crucially, firms have opened their boundaries in the realm of innovation not only

to other firms, both small and large, but also to freelancers “on the street,” who may

not necessarily be associated with firms and conceivably may even be unemployed.

The governing apparatus of this labor market is crowdsourcing, which is one of

several short-run avenues by which firms ensure fast profitability to complement

long-term investment strategies and meet the demands of shareholders. Other short

run avenues include licensing in ready-to-go innovations to avoid their expense as

well as time to invention and innovation; licensing out warehoused inventions that

7The concept of agility was first developed in U.S. defense-related production and eventually

became wedded with the concept of the virtual enterprise in the early 1990s (Goldman et al., 1995;

Goranson, 1999). The Advanced Research Projects Agency (ARPA) and the Pentagon created a

program managed by several military services (especially the Air Force) and the National Science

Foundation (NSF) to develop an organizational strategy to respond to unexpected problems in a

post-Cold War environment; the research firm Sirius-Beta developed a key role in the program,

connecting the idea of effectively and rapidly tapping external resources (agility) with the idea of

ephemeral networks (the virtual enterprise). The NSF supported research centers at universities,

pilot production programs, and information networks regarding the new paradigm. In 1991 the

NSF supported a workshop at Lehigh University in Pennsylvania. Political support and thus

defense dollars eventually diminished, although the NSF continued its support for programs, con

ferences, workshops, and publications to disseminate the new paradigm to the private sector.
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have not been commercialized8; and partnering with universities, think tanks, and

non-governmental organizations (Chesbrough, 2006a; Fabrizio, 2006).

Companies crowdsource by sending out open, electronic calls for inventions or

expertise when problems emerge and require solution. For example, in 2002 Proctor

and Gamble wanted to find a way to print edible pictures on each potato chip in a

Pringles can; their electronic call was answered by the owner of a small bakery in

Bologna, Italy, who had invented a way to print edible pictures on cakes and cook

ies; more generally, Proctor and Gamble has developed a strategy it calls

“Connect+Develop” to replace the more traditional mentality of in-house research

and development (Huston & Sakkab, 2006). Other companies orchestrate high

stakes online competitions as a growth strategy to access inventions that would

enhance core competencies. Cisco Systems, for example, arranged an online com

petition for an invention related to its core competency in internet technology in

2007, offering a prize of 250,000 dollars to the winner; 2500 inventors across 104

countries competed, with rules stipulating that the winner would sign over the com

mercial rights of the invention to Cisco (Jouret, 2009). This one-time cost was offset

considerably by the long-term billion-dollar business that Cisco launched using the

winning invention as a platform.

Many firms now outsource crowdsourcing, giving rise to a new breed of firms

that connect seekers (firms looking for new technology or expertise) with solvers

(firms or individual actors with intellectual property or expertise who may be disas

sociated from firms)—the contemporary answer to Hayek’s concern for how to

access dispersed knowledges. Useful classifications of these mediators9 exist (e.g.,

Feller, Finnegan, Hayes, & O’Reilly, 2009),10 but the rapid evolution and internal

diversification among these firms render the classifications insightful mainly in

clarifying an initial division of labor. For example, some of these firms specialized

in connecting seeker firms with experts selling existing intellectual property, while

others connected seekers with experts selling their expertise to solve problems;

some specialized at the outset in demand-driven activity such as classifying and

cataloguing problems that solvers search, while others focused on supply-side activ

ity such as finding solutions sought by firms. Most of these firms gradually have

diversified internally, developing an array of activities and services to complement

8Around 90% of Proctor and Gamble’s patents in 2002 were never commercialized as innova

tions—a situation that is emblematic of tendencies to warehouse inventions (Chesbrough, 2006a,

p. 9). In the context of open innovation, dormant inventions take on new value as a means to earn

revenue quickly as other firms look to license in new technologies to avoid the costs of technology

development.

9These third-party organizers conventionally are termed “intermediaries.” Taking a cue from

Bruno Latour’s (2005) compelling argument that “intermediary” implies neutrality, I use the term

“mediator.”

10Feller et al.’s (2009) classification of mediators includes the following exemplars: Innocentive,

founded in 2001; NineSigma, founded in 2000; Yet2, founded in 1999; YourEncore, founded in

2003; and InnoCrowding, founded in 2006. Companies specializing in connecting freelancers in

software development, website design, customer service, and translation in low-wage countries

with businesses (including SMEs) in high-wage countries include: oDesk, launched in 2005;

Freelancer, launched in 2009; and Guru, launched as eMoonlighter in 1998 (Korkki, 2014).
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the kind of activities that characterized their niche as they emerged at the outset as

a secondary market for innovation.

Whereas all the above-mentioned mediators broker networks characterized by a

hub-and-spoke structure in which the mediating firm is the connector but the

network of individual solvers (people) lacks connectivity, another model of open

networks entails networks of solver firms (not people) that collaborate relative to

customized demand. In this latter system one firm receives customized orders from

seeker firms and subsequently coordinates expertise amongst solver firms in ephem

eral networks. Firms coalesce temporarily in projects to combine expertise to solve

a problem; networks dissolve following completion of projects, and form anew with

new memberships relative to the required expertise. This type of solver network is

exemplified by the Agile Web, a virtual corporation established in 1995 and consti

tuted by 20 small-to-medium-sized manufacturing firms that were selected from a

population of over 700 prescreened firms in northeastern Pennsylvania; by 1999 it

obtained over 50 million dollars in orders (Sheridan, 1993, 1996). In 2000, G5

Technologies, a company in New Jersey, acquired the Agile Web to enhance its

array of collaborative business services and internet-based software technologies;

as a subsidiary, the Agile Web remained intact, providing collaborative product

design and manufacturing solutions (PR Newswire Association LLC, 2000).

Similarly, KICMS is an association established in South Korea in 2004 that coordi

nates collaboration on research among large numbers of SMEs (around 4000),

while also providing consulting services and assistance to the SMEs in developing

markets (Lee, Park, Yoon, & Park, 2010).

To date, then, there are firms that access innovative expertise among individual

people (not firms) in a hub-and-spoke approach in which there is no collaboration

among solvers, and there are firms that access expertise among firms (not people)

that engage in collaborative problem solving and temporarily coalesce in networks.

The former case represents a lucrative model for firms that contracts with people,

not firms, but is hardly a source of remunerative, living-wage jobs; each contest has

one or a few winners and often thousands of losers who self-fund, and moreover,

sign away their intellectual property rights when submitting their contributions. The

latter case represents an effective organizational model to meet economic (not

social) goals, and the customized orders reach firms, not individualpeople. Consider,

then, the possibility of combining elements of each of these types of knowledge

networks to constitute a hybrid system that serves social as well as economic goals.

Making Use of New Knowledge Networks to Develop Social

Knowledges

I am interested in the proactive construction of one type of activity: mediators,

which may be non-profit and at least partially government funded, that could con

nect firms as well as other organizations (e.g., government-funded and non-profit



332 Reversing the Instrumentality of the Social for the Economic

organizations, academic institutions) with appropriate networks of solvers who are

people, not firms, to collaborate in remunerative, problem-solving activity. Based

on information drawn from numerous cases studies, I develop a normative argument

about the social as well as economic potential of this organizational approach to

innovation that I term mediated crowdsourced project work. At this critical juncture

in the global economy I am interested in how new approaches to accessing expertise

in open networks, notably crowdsourcing, might be constructed so as to erode pre

carious conditions of work while serving to dissolve frictions of difference among

people who might otherwise not interact in an increasingly segregated world.

Mediated crowdsourced project work is germane for two main reasons. First, the

effort and ability of firms to reach innovative freelancers disassociated from firms

and even unemployed conceivably can avoid institutionalized discrimination at the

outset because actors in crowdsourced activity are recruited on the basis of their

expertise relative to specified problems, not their work associations, previous his

tory, or formal education. If we accept that many people earning below a living

wage have well-developed skills, even if informally developed, then this system in

principle has the potential to be inclusive, although to date, inclusivity has not been

a goal and indeed has not been served. Second, the immateriality of collaboration in

knowledge networks associated with project work (as opposed to selling intellectual

property) brings people into contact with one another on the basis of their expertise.

If innovative communities of practice11 that are tapped for expertise were to open to

diverse actors, then people who might otherwise not interact beyond superficial

exchanges could gain trust and mutual respect through working together in mean

ingful interaction aimed at effective problem solving.

The idea of people developing mutual respect and trust in the process of using

complementary expertise to solve problems for firms suggests that people learn

about each other and develop social knowledges in the process of work with eco

nomic, material objectives. This is key, although the content of social knowledges

typically is absent from analysis of economic networks in light of the conventional

instrumentality of the social for the economic.

I suggest extending types of knowledges in economic-oriented literatures to

include social knowledges, which I define as the generation of knowledges about

actors’ lives and circumstances, talents, idiosyncrasies, tragedies, and humor.

Existing typologies of economic knowledges are rooted in Karl Polanyi’s (1958,

1966) distinction between tacit and coded knowledges. Frank Blackler’s (1995)

elaborated typology includes embrained knowledge (rooted in an individual’s cog

nitive abilities); embodied knowledge (practical knowledge developed in specific

physical contexts, as in project work); encultured knowledge (rooted in shared

11The term “communities of practice,” CoPs (Amin & Cohendet, 2004; Amin & Roberts, 2008;

Lave & Wenger, 1991; Wenger, 1998; Wenger, McDermott, & Snyder, 2002), refers to context

specific practices that foster innovativeness among entrepreneurs through collaboration. An inde

pendent but parallel concept is “ba,” which translates from Japanese as “place,” in reference to

public arenas in which innovative knowledges are generated and exchanged (Nonaka, 1994;

Nonaka& Konno, 1998). Both concepts emerged with a localized context in mind, but evolved to

consider collaborative practices across space.



34 N. Ettlinger

understanding developed through socialization); embedded knowledge (subjective

knowledge embedded in a context), and encoded knowledge (knowledge that can be

presented in manuals, books, websites, and the like). The addition of social knowl

edges to existing typologies rests on the recognitionof problems of social interaction.

In an inclusive framework, exclusions wrought of segregation require attention.

Problematizing the Social: Conceptualizing Exclusion

in Relation to Social Knowledges

Constructing networks among people who might otherwise not interact due to

membership in different affinity groups (by class, race, ethnicity, gender, and the

like) is fraught with problems in light of people’s life experience in a hyper

segregated world. Although segregation commonly is viewed in the context of resi

dential areas and school districts, occupational segregation also is well documented.

Further, the management literature has documented frictions of difference within

occupations in both material and virtual workplaces, as well as tendencies for peo

ple to want to work with people similar to themselves (e.g., Brown, Jenkins, &

Thatcher, 2012; Joshi, 2006). Electronic workplaces in association with e-collabo

ration have been shown to embed implicit sociolinguistic biases regarding gender

(Gefen, Geri, & Paravastu, 2007); moreover, different modes of e-communication

have been shown to foster or inhibit constructive social relations in the context of

diverse participants (Brown et al., 2012). Difference matters, consistent with geog

rapher Mark Graham’s (2011a) more general point that virtual space embeds biases

relative to the range of axes of difference that exist in material space, while also

creating new axes of difference. Recognizing persistent problems of difference

departs from various sanguine views, such as the notion that activity in virtual space

portends a more democratic future (e.g., see critical reviews by Graham, 2011b;

Etling, Faris, & Palfrey, 2010), or that convivial interaction among diverse groups

signifies the dissolution of frictions of difference, despite the superficiality of inter

action (Gilroy, 2004, 2005).

Segregation along any of many or a combination of axes of difference contrib

utes to the increasingly polarized nature of our world because it blocks access to

information and opportunity to groups that lack resources, and moreover, it renders

those without access out-of-sight and out-of mind (Young, 2000). Drawing from the

theory of communicative action (Habermas, 1984), we can understand segregation

in terms of the absence of communication among different groups via the construc

tion of invisible and sometimes visible walls among groups, which then generate

misinformation and the production of homogenizing and typically derogatory ste

reotypes. Misinformation in turn produces fear and discriminatory practices, which

reinforce segregationist tendencies.

If segregation is understood as the socio-spatial production of ignorance, whether

on the ground or virtually, then the task is to dissolve ignorance by developing new
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social knowledges through meaningful interaction (Ettlinger, 2009). I pursue new

types of knowledge networks as a possible context for social change in association

with the emergence of open innovation. The recognition of social knowledges in

typologies of knowledge suggests important implications for adapting theory of

knowledge generation regarding competitiveness to the domain of social relations

while recognizing the benefits for economic performance. In light of the relative

absence of attention to problems of knowledge generation in the realm in social

theory, I turn now to literature on economic networks for clues regarding knowledge

generation and sharing, with the aim of using these insights toward social knowl

edges in the context of economic dynamics.

Adapting Theories of (Economic) Knowledge Networks

to Social Relations: Generating and Sharing Knowledges,

and the Nagging Problem of Trust and Familiarity

Research in economic geography and sociology and allied fields in business and

management has grappled with the “soft” issue of trust as a linchpin in the genera

tion of knowledges for innovative activity among firms. Despite an absence of inter

est in the content of social knowledges and their usefulness for social issues, this

literature nonetheless is germane because it clarifies the complexity of establishing

trust and mutual respect, irrespective of the agenda.

Economic geographers in particular have engaged the spatiality of trust. The idea

emanating from economic sociology that economic action is socially embedded

(Granovetter, 1985) became axiomatic in economic geography, which initially

meshed social with local embeddedness (Hess, 2004). However, the idea that feel

ings of trust associated with knowledge generation and exchange necessarily require

the familiarity of physical, face-to-face interaction (e.g., Gertler, 2003; Morgan,

2004; Scott & Storper, 2003) eventually became upended in topological renditions

of networks conceptualized in non-Euclidean space (e.g., Adams, 1998; Allen,

2009; Amin & Cohendet, 2004).12 Unbounding learning regions opened analysis to

networks and collaboration spread across space (Amin, 2004; Goodwin, 2013) and

12The sense of space from a Euclidean and topographic perspective represents the relation between

two points in space as a straight line; space is understood as a container, constituted by locations

that can be mapped as Cartesian coordinates. A non-Euclidean and topological sense of space

recognizes that in practice the relation between two points in space may be non-linear due to physi

cal, social, cultural, political, and economic barriers; space is folded. The non-Euclidean, topologi

cal perspective recognizes that relations between people across space may be stronger than

relations between people at the same location, countering longstanding assumptions about the

positive correlation between physical and social distance. Doreen Massey’s (1993, 2005) “progres

sive sense of place” understands places as points of articulation between processes in local con

texts and the wide-ranging experiences of people in places who have traversed many contexts;

accordingly, places are characterized by diverse and not necessarily harmonious realities and iden

tities. See also John Allen’s (2003, 2009) scholarship on topologies of power.
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the recognition of multiple types of proximities—physical, organizational, cultural,

social, institutional, virtual—each with their own configurations of constraints and

opportunities (Amin& Roberts, 2008; Bathelt, Feldman, & Kogler, 2011; Boschma,

2005; Jones & Search, 2009). Critiques of earlier notions of cozy, localized net

works recognized that such networks may not result in innovativeness, as previously

thought (Gordon & McCann, 2005), or they often are ineffective (Ettlinger, 2008;

Hadjimichalis & Hudson, 2006). Moreover, localized networks became problema

tized in terms of negativetendencies toward “spatial myopia”(Maskell&Malmberg,

2007) or “lock-in” and innovative stagnation (Boschma, 2005). In contrast, global

relations based on strategic bridging of knowledges across different networks sug

gested productiveand creative possibilities (e.g., Bathelt, Malmberg,&Maskell, 2004).

However, the implications for knowledge generation have become complex and

contingent. Far from a “flat world” of knowledge generation as a result of a wider

range of opportunities across space (Friedman, 2005), there are concerns about

what kinds of knowledge transfers are possible across space, in part due to the prob

lem of trust among actors who lack familiarity with one another. Whether using

Karl Polanyi’s (1958, 1966) simple dichotomy of coded and tacit knowledge or

more elaborated versions, there seems to be a consensus that a certain type of

knowledge, relational knowledge, labeled “tacit” knowledge in Polanyi’s conceptu

alization or encultured and embedded knowledges in Blackler’s (1995) scheme, is

less open to activity spread across space (e.g., Bathelt et al., 2004; Faulconbridge,

2006; Jones, 2007). People are reluctant to share their knowledges without having

established familiarity (Han & Hovav, 2013). This may seem like a déjà vu—that

research on networks and knowledge exchange is back to the original problem of

necessitating face-to-face interaction, thereby limiting opportunities across space.

Yet the situation is more complex, for several reasons.

First, from an epistemological vantage point, the process by which researchers of

different camps have interpreted trust and familiarity relative to space differs.

Topographically oriented research that assumes the dependence of trust formation

on face-to-face contact emanates from analysis that begins with a particular spatial

configuration of economic activity. In contrast, topologically oriented research,

which has focused on communities of practice across space, directs attention not to

what knowledge is generated by a particular spatial configuration of activity, but

rather, what practices in the everyday economy do or do not require face-to-face

interaction (Amin & Roberts, 2008; Faulconbridge, & Hall, 2009; Jones, 2008);

analytically researchers start with, rather than infer, processes, and thereby can

avoid spurious conclusions about processes of interaction based on patterns of

activity. Moreover, this latter approach permits sensitivity to variation in conditions

for sharing and exchanging knowledges relative to different industry contexts

(Brenner, Cantner, & Graf, 2013; Tether, Li, & Mina, 2012).

Second, substantively, the spatiality of networks changes over time (Gückler,

2007). Spatially proximate ties made at one point in the evolution of a network can

anchor relations as members of a network change location over time, and new ties

can be developed while older ties dissolve. Moreover, the dynamics of any one net

work change as ties develop and evolve among actors in different networks.
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Third, and relatedly, interdisciplinary research has suggested that with all the

sophistication of ICTs, face-to-face communication remains the richest, especially

for complex situations (e.g., Glückler & Schrott, 2007; Kock & Nosek, 2005).

Interestingly, the competitive practice of bridging relations between actors in

different networks has been shown to depend on bonding relations within networks

(Kraut, Steinfeield, Chan, Butler, & Hoag, 1999; Han& Hovav, 2013). Accordingly,

management techniques such as brainstorming and focus groups have been recom

mended at the outset of a project to cultivate bonding and anchor effective social

relations that can evolve outside conditions of initial spatial proximity (Han &

Hovav, 2013). Actually, the nature of the “location” of actors itself is fluid, if we

consider cases of temporary spatial proximity owing to the mobility of many profes

sionals (Almeida & Kogut, 1999; Torre & Rallet, 2005; Williams, 2006), and pos

sibilities for the construction of temporary spatial clusters of innovation (e.g.,

Maskell, Bathelt, & Malmberg, 2006).

Finally, certain types of ICTs such as teleconferencing permit face-to-face rela

tions across space, thereby creating virtual localization, overcoming the constraint

of physical distance. However, research has shown that increased e-networking

depends on effective and constructive personal relations within networks (Kraut

et al., 1999), or at least in particular culture-specific contexts (Burt et al., 2000).

These findings corroborate more general findings that effective bridging between

networks of any kind (material or virtual) is contingent upon internal relations.

Knowledge is subjective, and thus personal experience and relational capital (Kale,

Singh,& Perlmutter, 2000) arepivotal resources at the outset of any project(Nonaka,

1994; Nonaka& Konno, 1998). Unsurprisingly, then, research on suites of ICTs for

e-collaboration has suggested that asynchronous communication (e.g., discussion

boards, e-mail, blogs, audio or video streaming, databases, or document libraries)

are more appropriate at a later stage in a project, after actors’ relations become

anchored in early synchronous communication (e.g., through video, and audio con

ferencing, electronic chatting, or instant messaging) (Han & Hovav, 2013). This

technosocial framework is consistent with research that advocates beginning project

work with focus groups and brainstorming sessions, focusing on other types of

communication later in the evolution of a project (Kraut et al., 1999).

It seems, then, that relational knowledge does not necessarily require face-to

face interaction, and further, localization can be achieved virtually across space with

appropriate ICTs, as well as physically in short-run clustering of people from differ

ent places (Bathelt & Turi, 2011).

But here is the rub: Just as in problems of de-segregation in housing and school

districts, co-location of project participants, whether virtual, physical, or temporary,

does not necessarily produce trust.13 A simple, basic, practical point complicates

13Approaching segregation relative to predefined, bounded residential areas, school districts, or

workplaces is problematic because the problem is identified in terms of location, without regard for

processes of inclusion and exclusion. The locational conceptualization of segregation underscores

the conventional de-segregation strategy that locates diverse people in the same physical or virtual

place. This locational strategy ironically is repeated over time and across space, despite documen

tation of persistent segregation within apparently integrated areal units such as school districts
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matters, namely, what people think of each other a priori, and the nature of power

relations, affect prospects for knowledge sharing (Brown, Jenkins, & Thatcher,

2012). Moreover, research has shown that knowledges are communicated in verbal

and nonverbal ways, including body language and other contextual cues (e.g.,

Harvey, Novicevic,& Grarrison, 2004), potentially inhibiting productive interaction

in physical or virtual face-to-face settings (Brown et al., 2012; Shachaf, 2007). Bias

is embodied, reinforcing the importance of incorporating faces as well as bodies in

research on networks. Critical human geographers writing about issues in field strat

egies have highlighted some of the problems of, for example, focus groups, wherein

power relations can surface and thereby produce silences among some members

(Hyams, 2004). Similarly, in the business world, brainstorming sessions can inhibit

creativity as different participants take on more and less responsibility in a group

think culture (Cain, 2012). Sometimes network analyses incorporate power rela

tions (e.g., Faulconbridge & Hall, 2009) regarding, for example, selective

recruitment by gatekeepers and executive search firms (Faulconbridge, Beaverstock,

Hall, & Hewitson, 2009), agents’ relational positioning (Weller, 2009), different

kinds of proximities (Jones & Search, 2009), and uneven access to circuits of

knowledge (Faulconbridge, 2007; Grabher, 2002).14 And sometimes research in

economic geography on networks connects with gender issues (Blake & Hanson,

2005; Hanson & Blake, 2009; McDowell, 2000). However, there is relative silence

on issues of race and ethnicity and, more generally, issues of difference broadly

construed.15 The “soft” field of feelings and interpersonal relations remain central

yet relatively unexplored.16

(Riley & Ettlinger, 2011) and neighborhoods (Joseph, Chaskin, & Webber, 2007). Given that the

usual goal is defined not in terms of the nature of interaction, but rather in terms of the pattern of

co-location, success is relatively easily achieved, perhaps in part explaining views that segregation

is not really a problem. In contrast, a topological and non-Euclidean (as opposed to topographic

and Euclidean) approach to segregation recognizes that segregation ripples through everyday life

at fine scales, within so-called mixed residential communities such as schools, as well as in work

places, including virtual workplaces.

14See Christopherson and Clark (2007) for a discussion of power relations in firm networks in

which the actors are represented at the scale of firms.

15For example, Ash Amin, who has written extensively on issues in economic geography on

knowledge generation (Amin, 2004; Amin & Cohendet, 2004; Amin & Roberts, 2008), has pub

lished on issues of race (e.g., Amin, 2010) and more general social theory (Amin& Thrift, 2013),

but this part of his scholarship tends to be discrete from his publications on issues in economic

geography. Similarly, Doreen Massey, whose early scholarship (Massey, 1984) paved the way for

analysis of spatial divisions of labor, eventually departed from issues of firms and the economy

(e.g., Massey, 1991, 2005).

16The allusion to emotions here differs from ideas about “emotional intelligence” in the business

and management literature, which engages emotions in the context of fixed hierarchical structures

and focuses on particular actors who are leaders to manage the emotions of their staffs—a top

down approach that implicitly is about policing emotions to fit with a prescribed configuration of

emotion and reason to accommodate firm goals of productivity. The perspective here differs inso

far as first, the usual instrumentality of the social for the economic is reversed, and second, emo

tions are not to be managed or possibly suppressed, but rather understood so as to enable

constructive relations (Ettlinger, 2004).
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Injecting problems of difference (along any of many axes) into the problematic

arena of knowledge generation and sharing deepens already existing challenges.

Thinking about difference entails more than adding Others to existing groups of

workers; rather, it requires altering strategies that might otherwise be developed.

For example, whereas there seems to be a consensus from e-collaboration and gen

eral management and organization studies that techniques for social bonding and

building social awareness should be developed at the start of a project, whether in

virtual or physical face-to-face settings (Han & Hovav, 2013; Kraut et al., 1999),

difference might be served best differently. Research on heterogeneous groups rec

ognizes that although diversity is seen instrumentally as productive due to a multi

plicity of knowledges and perspectives (Shachaf, 2007), people nonetheless prefer

to work and interact with those most similar to themselves, and moreover, are reluc

tant to share their knowledges with Others (Brown et al., 2012) in the context of

prevailing preconceived views and derogatory stereotypes (Brown et al., 2012;

Giambatista & Bhappu, 2010). Admittedly, economic performance can be served

while social identities and relations are not, but, beyond ethics, economic productiv

ity at the expense of the social arguably is sub-optimal because constructive social

relations are strategic for economic performance.

Interestingly, research specifically on collaboration when difference is consid

ered suggests a trajectory of communication strategies in which the outset of a proj

ect might benefit from asynchronous modes of communication or possibly avatars

(Kock & Nosek, 2005, p. 3), and subsequently move to face-to-face interaction,

virtually or physically, followed by diverse modes of communication depending on

project needs (Brown et al., 2012). Asynchronous modes of communication, which

lack physical cues, conceal at least some elements of difference,17 permitting more

focus at the outset on the objective content of interaction (Brown et al., 2012;

Giambatista & Bhappu, 2010; Shachaf, 2007),18 and possibly facilitate a formula

tion of identities at least partially unencumbered from visual cues among diverse

actors at the start of new project (Amiri, Gholipour, & Sohrabi, 2011). A trajectory

of asynchronous and synchronous communication is best conceptualized as dialec

tical rather than unilinear to permit adaptation to unanticipated dynamics (Brown

et al., 2012). The difference that difference makes in the strategic design of project

communications would seem to occur notably at the outset, entailing a reversal of

the conventional logic for the appropriate communication platform at this stage.

But if the ultimate aim targets social relations in the course of project work, there

remains more to consider. If a principal task is to develop social knowledges, beyond

sharing economic knowledges in collaborative project work, then at least a portion

17Emoticoms, grammar, and the like are not, however, hidden in asynchronous communication

(Brown et al., 2012).

18See also Harvey, Novicevic and Grarrison (2004) and Kock and Nosek (2005) on the strengths

and limitations of different modes of communication in general.
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of overall collaboration should entail some physical face-to-face interaction through

work as well as social time. Personal relations matter in the sharing of knowledges,

or more generally, private resources (Hambley, Kline, & O’Neil, 2007; Kraut et al.,

1999; Uzzi, 1999). Further, the creation of a space and time for people to learn about

each other in the course of collaborating on a project is complex because social

learning is far from automatic. Rather, it requires careful planning of the mun

dane—seating arrangements, for example—to avoid the self-segregation during

social time that has been documented in apparently “mixed” residential complexes

and lunchrooms in schools.19

The idea here is to take what we know about the value of routinized rhythms of

interaction from communities of economic practice in innovative activity (Brown&

Duguid, 1991), and introduce such routinization in new social relations formed

around collaborative project work.20 Drawing from what we know about path depen

dence and the value of respect for another’s work for future interaction, the sharing

of knowledges about people as well as project work positions future social relations

constructively. Pragmatically, the agenda produces logistical problems as well as

the expense of ensuring participants’ travel to a central place for the portion of proj

ect work requiring physical face-to-face interaction (see Feller, Finnegan, Hayes, &

O’Reilly, 2012, regarding the critical role of stability for open innovation). In this

regard, public-private partnerships may be crucial to provide continual support.

Envisioning Socially Responsive, Collaborative Knowledge

Networks in the New Economy

The short-term nature of collaboration and the continual reconfiguration of proac

tively constructed networks ensure a continual meeting ground of diverse actors.

The main drawback of network ephemerality from the vantage point of solvers is

the potential instability of work.21 Especially in light of one of the objectives to

19Lee’s (2007) provocative account of a neighborhood’s effort to deter Vancouver planners, engi

neers, politicians, and developers from moving ahead with plans for demolition and gentrification

is instructive. Organizers of the movement against demolition and gentrification recognized that

the actors behind these plans regarded the neighborhood as blight, and did not have any idea or

even image of the people living in the neighborhood. Rather than protest, community leaders

invited city officials and representatives of the new planning movement to their neighborhood for

festivals, dinner, and walking tours, paying close attention to mundane details such as seating

arrangements at dinner and the like. The face-to-face interaction and development of personal rela

tions culminated in the termination of city plans for demolition and gentrification following what

might be described as a concert of orchestrated “situated practices” that emplaced actual faces and

livelihoods in the image of the neighborhood.

20The rhythms of working together and getting to know one another might otherwise be stated in

terms of the socialization stage in Nonaka’s conceptualization of knowledge generation (Nonaka,

1994; Nonaka & Konno, 1998).

21There also is a drawback of ephemeral networks from the vantage point of economic activity and

goals, namely that the complex problem of establishing trust must be continually engaged—a
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serve diverse labor markets in the context of increasing socioeconomic polarization,

the type of system I advocate is one that should have the support of local and federal

governments and other public and private organizations to sustain continual employ

ment through a web of solver networks.

There is an existing model for such support, although the solvers in this model

are firms (not individual people) and the goal is economic, not social. The previ

ously mentioned Agile Web was formed and operated under the auspices of the

state-fundedBenFranklinTechnologyPartners atLehighUniversityinPennsylvania.

The center works with federal, state, and regional agencies, universities, and the

private sector in a mission to achieve technology-based economic development.

Prior to the formation of the Agile Web, the National Science Foundation funded an

“Agility Forum” at Lehigh University, which laid a foundation for the development

of the Web. The funded conceptualization and planning of the Agile Web occurred

over a period of 2 years.

Consider the possibilities if federal, state, and regional agencies, universities,

and the private sector were to reconfigure goals so as to value the social in the

course of achieving economic ends. There are precedents for such reconfiguration,

although not specifically in the context of open innovation and related network

strategies (Gibson-Graham& Cameron, 2010; Gibson-Graham, Cameron, & Healy,

2013). One is the Mondragón Cooperative Corporation (MCC), which was founded

in 1956 in Spain’s Basque region with funding by business owners, institutions,

workers, and municipal government. The MCC persists through the present as a

business group based on democratic governance and a privileging of social and

community objectives. Although it developed as a regional industrial complex span

ning manufacturing, finance, distribution, housing, services, research, education,

and training, it now has operations worldwide. Another model was Tony’s Blair’s

“Third Way” programs in the United Kingdom in which the U.K. government pro

vided financial and bureaucratic support for the development of “social enterprises”

defined with reference to social and community objectives. In Australia, the Victoria

government allocated 9.2 million dollars to a community enterprise strategy, and

with the Brotherhood of St. Laurence supports 42 localities in the development of

community enterprises. This selection of exemplars in different contexts demon

strates the plausibility of government and various local institutions and actors taking

a proactive and supportive role in the systematic development of enterprises ori

ented to social and community goals. J. K. Gibson-Graham and Jenny Cameron

(2010) have indicated that some social enterprises are remunerative and some are

not; some “fail” yet serve an important role in providing a platform for the partici

pants to move on to other enterprises, and in that sense, can reasonably be under

stood more as successes than failures.

My concern here is for remunerative and continual employment in mediated

crowdsourced project work in the context of open innovation and related knowledge

problem that closed networks need not engage. As previously indicated, however, closed networks

have other problems, and further, changing conditions have required increasing openness. The task

then, is how to engage the new realities constructively, creatively, and effectively.
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networks. The imperative for the provision of continuous, living-wage work across

ephemeral networks derives from a fundamental concern for problems of under

consumption among increasingly large numbers of people worldwide, as well as the

ills of the credit economy, in turn related to insufficient or no wages (Lazzarato,

2011/2012). The agenda to construct collaborative networks of people, not firms,

connects with an innovation of open networks associated with open innovation:

crowdsourcing. Although crowdsourcing often is exploitative (Howe, 2008; Korkki,

2014), I suggest treating it as a tool to achieve social objectives by creating a time

and space for diverse people to realize their talents while being paid a living wage,

and in the process develop meaningful knowledges about each other using multiple

modes of communication in the course of sharing economic knowledges in tempo

rary, collaborative networks that respond to customized demand for expertise in the

context of open innovation.

Municipal governments might well consider it desirable to develop localized

networks that are inclusive to avoid local socioeconomic and political tensions

wrought of exclusionary processes. The multidimensionality of the agenda devel

oped in this chapter suggests that it may be prudent to spatially fix it initially at the

local scale to permit localized field research for the identification and establishment

of knowledge networks in connection with the intricate dynamics of classifying

problems relative to requisite sets of expertise. This sort of project need not, how

ever, remain spatially bounded. Considering the long-run possibility of such proj

ects worldwide, local mediators (supported by government at different scales) could

work to ensure continual employment via local projects while connecting with other

projects in other places; the local versus extra-local issue can, but need not, be a

zero-sum game with appropriate goals, planning, and local participation. The evolu

tion of the Mondragon Cooperative Corporation from localized to globally exten

sive is a case in point, although as J. K. Gibson-Graham (2006, p. 123) has pointed

out, it is unclear whether democratic practices and the privileging of social objec

tives extend to offshore operations. Indeed, a transfer of social relations across

space is anything but perfunctory and hardly a seamless operation; for this reason,

beginning mediated crowdsourced project work at the metropolitan scale is

pragmatic.

One central problem is recruitment. Recall Cisco’s open electronic call for exper

tise and the considerable response across the world—2500 inventors across 104

countries. While many of those responding may well be without stable employment

despite their skills, they nonetheless are “plugged in” to a global network, even if

exploitative. In addition to all those who did not win Cisco’s one-time prize, con

sider also the large numbers of people who remain unplugged from opportunities—

as previously explained, a defining feature of segregation. People in untapped labor

markets live in resource-poor areas that lack access to lucrative information, in part

due to the absence of material and immaterial resources as well as institutionalized

discrimination.

Extending knowledge networks to untapped labor markets, including people

who are talented but lack formal work and educational experience, requires field

research as a crucial complement to electronic communication to engage the
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complex terrain of sedimented exclusions.22 Placing appropriate computer hardware

and software in such communities at central-access locations would be ineffective

without also seeking out and connecting with local gatekeepers as well as would-be

gatekeepers across multiple community groups engaged in a wide range of activi

ties.23 While incorporating new members into a community of practice requires sig

nificant effort (de Vreede et al., 2007), the challenges are multiplied when new

members come from previously excluded communities. The role of mediators

entails coordinating, connecting, facilitating, and indeed empowering (Obstfeld,

2005).24

To avoid the pitfalls of top-down programs, it would be especially helpful if lead

ers of field research were recruited from within excluded neighborhoods (Kindon,

Pain, & Kesby, 2007). An important part of the field research in these contexts

entails assisting people who have been undervalued and might otherwise self-select

out of opportunities to recognize and draw upon their strengths. Jenny Cameron and

Katherine Gibson (2004) carried out precisely this type of field work in Australia,

where they sought out people in communities devastated by industrial restructuring;

crucially, these researchers recognized that the devastation was as much subjective

as a matter of objectified conditions. Using field strategies such as focus groups,

they helped people develop new subjectivities, based on recognition of their skills

and talents despite exclusion from the market. In mediated crowdsourced project

work, field research also must entail a constructive way to screen and evaluate

expertise that would have to depart from existing techniques such as competitions

(Howe, 2008; Lampel, Jha, & Bhalla, 2012; Villarroel, Taylor, & Tucci, 2013),

which are win-lose propositions and incompatible with the objectives I have laid

out. Face-to-face focus groups may be at least one viable alternative (Schweitzer,

Buchinger, Gassmann, & Obrist, 2012). Admittedly, the task is huge, encompassing

field research, continual classification of seeker problems in connection with appro

22Although formal education often is used as a proxy measure for skill, this measure misses the

variety of avenues bywhich people develop skills and knowledges. This muchhas been recognized

by the business world, which has recognized that many educational systems around the world lack

appropriate training for many workplaces. In response, training increasingly is linked to continu

ous learning in ongoing on-the-job training (Marković, 2008). Accordingly, many firms develop

rigorous recruitment and selection criteria based on apparent intelligence, sense of responsibility,

ambition, and the like and subsequently train workers themselves rather than rely on educational

institutions.

23I include legal as well as illegal activity here. Regarding the latter, the view here is that illegal

activity is most fruitfully engaged by providing new opportunities and practices, not by imprison

ing and more generally constraining people who have been subjected to institutionalize discrimi

nation—a system that has been shown to multiply existing problems. Theview overall is consistent

with Foucault’s point that arriving at new truths requires the development of new practices, as

opposed to proselytizing (1980, p. 133) or repression, which produces rather than eliminates

actions on a targeted population (Foucault, 1976/1990).

24Obstfeld (2005) countered Burt’s (1992) tertius gaudens (the third party that profits and plays

one party off another) with tertius iungens (the third party that joins, unites, facilitates, connects,

creates).
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priate solvers (Feller et al., 2012), and effective communication among all actors

orchestrating the different components of the project.

The dynamics of the mediated crowdsourced project work I envision entail

something akin to the Agile Web, except that the solvers are talented people, not

firms, who are identified at the outset and continually across a metropolitan region.

In an era of increasingly customized demand, wide-ranging problems (from

mechanical to electronic) that emerge are crowdsourced. In the scenario laid out in

this chapter, crowdsourcing targets networks of diverse solvers (people) who would

earn a living wage by collaborating in problem solving and the development of

innovations demanded by seekers (private as well as public, organizations).

Networks, coordinated by mediators between seekers and solvers, form around par

ticular problems, dissolve, and form again with different membership relative to the

expertise required for new problems. As networks form and reconfigure relative to

the constitution of membership, each solver interacts with an increasingly wide

array of people while developing social knowledges in the course of each collabora

tion. The point is to construct social knowledges to erode ignorance in the course of

fluid, living-wage, collaborative work, supported by public and private institutions

that serves both the economy and its people. The process renders economic space

social and vice versa.

Conclusion:A Matter of Values

The agenda of this chapter is to conceptualize how to work towards social ends by

recognizing and acting on the role of meaningful social knowledges in the pursuit

of knowledges for economic gain. The context is the emergence of new production

dynamics and labor recruitment strategies amid dramatically increasing socioeco

nomic polarization and exclusion. To date, crowdsourcing associated with open

innovation has proven to be lucrative for firms but also highly exploitative and

exclusive. Recognizing insidious dimensions of the market, the underlying sugges

tion here is to make use of the market, not to work against it, with public and private

support for social as well as economic objectives. If the social and the economic as

well as the cultural and political are mutually constituted, then it is sensible to refuse

the conventional privileging of one dimension, the economic, at the expense of

another, commonly the social. I have privileged social over economic goals to

encompass strategies that might otherwise be jettisoned, but economic goals remain

nested in the broader project. At this critical juncture in the global economy, the

agenda I have in mind entails nothing less than reconfiguring the values that govern

our lives.
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Chapter 3

Interpersonal Networks in Foreign

Assignments and Intercultural Learning

Processes

Erika Spieß

Globalization and Foreign Assignment

Due to the pressures of competition resulting from the globalization of markets,

international experience has gained importance, and in fact become a vital asset

(Carpenter, Sanders, & Gregerson, 2001; Landy & Conte, 2008). Multinational

companies, in particular, regard foreign assignment experience as a market

advantage (Spreitzer, McCall, & Mahoney, 1997). For employees, international pro

fessional experience in this context has become a prime prerequisite for becoming

an executive (Daily, Certo, & Dalton, 2000).

This growing trend to send staff on foreign assignment is accompanied by a need

to know what has to be done for expatriates to adjust successfully. Employees work

ing in a foreign country are confronted with major changes in various areas, changes

requiring their preparation prior to the foreign sojourn and support during it. If this

does not occur, there is a risk that employees may feel stressed, be unable to work

effectively, and, if worst comes to worst, have to end their sojourn prematurely.

The different phases of a foreign assignment (Kühlmann & Stahl, 2001/2006)—

preparation, sojourn, and return—harbor certain risks. Due to time constraints,

preparation is often inadequate or does not occur at all. The risks associated with the

assignment are country-specific as well as of a private nature. Western expatriates in

China experienced a “classic” culture shock (Selmer, 1999) and transferees uninter

ested in the country of assignment had difficulty adapting and, consequently, being

effective for the company (Selmer, 2001). The larger the cultural distance to the

country of origin the more difficult a foreign assignment may turn out to be (Wang,

2002). There is the danger of culture shock limiting an expatriate’s ability to do
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his or her job.A lack of appreciation for returnees by company and home colleagues

has been observed as a problem during the return phase (Kupka, Everett, & Cathro,

2008; Szkudlarek, 2010).

To facilitate adjustment during the sojourn, some large corporations institute

comprehensive mentoring programs embedded in personnel development measures

and processes (Noe, Greenberger, & Wang, 2002). Hechanova, Beehr, and

Christiansen’s (2003) meta-analysis described the antecedents and consequences of

the adjustment of transferees on foreign assignment. Self-efficacy—the belief in

one’s ability to act, the frequency of interaction with people from the host country,

interpersonal skills, and family support proved to be the main predictors for

successful adjustment to the entire environment.

For instance, Wang and Kanungo (2004) demonstrated that the role of interper

sonal networks is often neglected, although it has a direct and significant positive

influence on the transferee’s well-being. Caligiuri and Lazarova (2002) developed a

model showing the relationship between social network, social support, and adjust

ment. They assumed that social interaction and social support (e.g., family mem

bers, coworkers in thecountry of sojourn, transferees from homeand other countries)

could help activate psychological resources with the capacity to intensify recogni

tion and confirmation, attributes that in turn can substantially improve intercultural

adjustment. Social support can act as a buffer against stress that usually occurs as

the transferee tries to adjust to the new environment. Successful intercultural adjust

ment is closely related to network partners and social support.

In the following I present Kurt Lewin’s field theory as a theoretical framework

for my discussion of networks, social support in different fields of application, and

personal initiative and for my examination of the relationship between social

support and work adjustment. In conclusion results are considered regarding their

specific meaning for the intercultural learning process and within the framework of

field theory.

Theoretical Framework

Lewin’s field theory is an important model for explaining economic action in sig

nificant fields of application. The central idea of Lewin’s theory is that people are

drawn to some things in their environment and repelled by others. In the Lewinian

sense, all actors are situated in a field: They act, bring things into motion, influence

others, launch campaigns, and are, for their part, exposed to various, even antago

nistic behavioral forces. The advantage of the concept of field is its understanding

that a person exists in a field of tensions, with the tensile and pressure forces within

the field enabling a description of human behavior. In contrast to behaviorism’s

mechanistic image, field theory assumes that a person is active, perceiving and

assessing his or her surroundings (Lewin, 1943, 1951/1963). Lewin (1939) regards

the psychological environment functionally as “a part of one interdependent field,

the life-space, the other part of which is the person” (p. 878). He expresses this in
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his famous formula: “Behavior=Function of person and environment=Function of

life-space” (p. 878).

“Lewin’s field theory states that it is possible to understand the basis for chang

ing the behavior of individuals and groups by constructing a ‘life space’comprising

the psychological forces influencing their behavior at a given point in time” (Burnes

& Cooke, 2012a, p. 409). According to Burnes and Cooke (2012a), field theory

played a central part in all of Lewin’s work by allowing him to understand the forces

that would need to be either strengthened or weakened in order to bring out desired

behavior. Burnes and Cooke (2012a) reviewed and reevaluated field theory, arguing

that the main reason for the decline of field theory was Lewin’s pursuit of mathe

matical rigor over practical relevance. In psychology, field theory is closely associ

ated with Gestalt psychology.

Six fundamental characteristics underpin Lewin’s field theory (Burnes & Cooke,

2012a, p. 411; Lewin, 1943):

1. Constructive method: The meaning of any concept is derived from its relation

ship to other concepts.

2. Dynamic approach: Lewin saw equilibrium in social life as a dynamic process

where change occurs, but a recognizable form is maintained.

3. Psychological approach: The elements of an individual’s or group’s life space

must be based on their perception of their reality at the time rather than seeking

to construct it from the objective viewpoint of an observer.

4. Analysis beginning with the situation as a whole: All psychological events are

conceived to be a function of the life space. One needs to consider the situation

as a whole.

5. Behavior as a function of the field at the time it occurs: The focus is on the

behavior of an individual in the “here and now.” Behavior is not caused by some

thing in the past or the future, but is grounded in the totality of the present

situation.

6. Mathematical representations of the psychological situation: Lewin maintained

that psychology had to represent behavior in mathematical terms.

Lewin saw field theory as a way of combining scientific rigor and practical rele

vance by offering a rigorous, theory-based method for analyzing behavior and as a

practical approach to changing behavior by allowing individuals to understand their

actions better. He saw behavior as the product of the environment and of the way in

which individuals interpret external stimuli (Burnes & Cooke, 2012a, p. 412). Five

of the fundamental principles were derived from Gestalt psychology; the sixth prin

ciple was inspired by Cassirer’s philosophy of science.

After Lewin’s death in 1947, his work on group dynamics, action research, and

his three-step model of change was taken up by other scholars and became the basis

of organizational development (OD). His work on field theory went into decline

until the 1990s, when it once again began to attract the attention of scholars and

practitioners to behavioral and organizational change (Burnes & Cooke, 2012a,

p. 416). There is “a growing recognition of the relevance of Lewin’s work to con

temporary organizational concerns, especially change, ethics and values” (p. 418).
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Fig. 3.1 Expanded metaphor of the field theory (Design by author)

Burnes and Cooke (2012b) asserted that the core components of OD have strong

connections with the work of Kurt Lewin, summarizing that “Lewin’s field theory

was a significant break with the contemporary view of human behavior. It offered a

holistic view of human behavior that focused on the entirety of a person or groups

perceptual or psychological environment” (p. 420).

Bourdieu’s (1983) sociocultural approach points out the different assumptions of

active actors in an economic field. He differentiates between economic, cultural,

and social capital. Economic capital comprises material resources such as income

and money; social capital comprises relations and social networks; and cultural

capital comprises resources such as cultivation, education, and lifestyle. Bourdieu

stresses the specialness of cultural capital, whose transmission occurs within the

family. Incorporating this cultural capital takes a lot of time (e.g., education). An

economic field is distinguished by especially high dynamics, with the situation and

individuals characterized by rapid change, competition, and quick action.Additional

features are limited rationality and acting under great uncertainty. Typical in the

Lewinian sense is the analysis of the interaction between the actors and the situation

at hand. In Bourdieu’s (1983) extension of field theory, the actors’ social, cultural,

and economic resources must also be considered. Figure 3.1 is simply an abstract

metaphor for the forces interacting in an economic context (Spieß, 2006).
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Lewin’s field theory provides a suitable framework, representing a metaphor and

a model for the process-like course of psychoeconomic fields of topics. The

inclusion of actors’ assumptions—their economic, social, and cultural capital—in

Lewin’s field theory offers a more precise and differentiated view. Among the vari

ous applications of field theory, Elsass and Veiga (1994), for example, used field

theory as a way to explain acculturation within organizations.

The Role of Networks

The concept of flexible, open organizations, which are willing to learn, continues to

replace rationalistic and rule-oriented notions of appropriate behavior in organiza

tions. In this regard, networks can be seen as structures that are more suitable than

bureaucratic organizations.

A network is defined by the cooperative work of its participants, as well as by

stability, voluntariness of participation, trust, individual objectives, and the objec

tives of the network partners, including autonomy and interdependency (Borgatti &

Foster, 2003). The ego-centered network is a distinct type of network, focused on an

actor (ego), who then identifies the network partners (alteri). This is the

conceptual basis for the coauthored studies by Stroppa and Spieß (2010, 2011)

discussed in this chapter.

The participants in a network are influenced by group processes, which leads to

network partners interacting primarily with people similar to themselves (regarding

race, gender, and status). This produces fewer conflicts, but also results in less diver

sity (e.g., creativity in terms of product development). Networks have unique struc

tural forms that offer certain advantages over those of hierarchies and markets

(Powell, 1990). They are flexible and fast-working, offer favorable terms for learn

ing processes and knowledge exchange, and reduce the level of uncertainty, which

is particularly high for market-related transactions.

The development and sustainability of networks relies heavily on trust. Networks

facilitate access to specific resources and information (Borgatti & Foster, 2003).

According to Sydow (1992), networks establish a link between organizational and

interorganizational flexibility, with openness forming one of their core

characteristics.

Making organizations more efficient by decentralizing and restructuring them

reduces the existing division of labor, so an objective is to form networks of equal,

self-regulating organizational entities. However, these networks can only work if

decision-making processes and employee cooperation are successful (Cross, Kaše,

Kilduff, & King, 2013).

One functional characteristic of networks is social support, which offers network

participants reliability and gives them backing. Social control, however, is also a

functional network characteristic linked to social support—for example, in terms of

norm orientation and the transmission of values. Networks can play an important

role regarding foreign assignments.
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Fig. 3.2 The interpersonal networks during foreign assignment. Solid lines represent stronger

relationships and dotted lines weaker ones. From Spieß (2009, p. 172) (Copyright 2009 by

Oldenbourg. Reprinted by permission)

In a coauthored qualitative study focusing on interpersonal networks of expatri

ates (Spieß, Schaaf, & Stroppa, 2009) I considered the network partners present

during the different phases of the foreign assignment who form the social net and

grant social support. The procedure and instruments of the qualitative study were

guided interviews with expatriates of small and medium-sized companies from

April to July 2006. Guidelines were developed for each of the phases of preparation,

sojourn, and return. The participants were 16 respondents: male, between 27 and 47

years old, working in medium-sized companies in Munich and surroundings in the

fields of electronics, conveyor systems, paper manufacturing, engineering, and

mechanical engineering. Their destinations were China, Japan, Thailand, and

Indonesia.

In the preparation phase of an assignment the network partners are different than

those during the sojourn or return, including, for example, family, friends, col

leagues, superiors, and the organization itself. During the sojourn the network

expands to include contacts with host-country nationals, other expatriates, and the

organizations that provide support to the expatriates—contacts that can then con

tinue to exist as part of the network after the return. The interpersonal networks are

further divided into sub-networks, with the respondents in the study viewing the

professional network as separate from the private network. Family and friends form

part of the private network, whereas colleagues, superiors, and the organization

itself are part of the professional network.

Figure 3.2 illustrates interpersonal networks during foreign assignment. Results

of the 2009 study showed that all respondents attached great value to their families.

In the phase of sojourn a change could be noted. The expatriate employees lost
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contact with their old friends and colleagues, but formed contacts with other

expatriates and host-country nationals, as well as receiving help from support

organizations. When they returned, this constellation changed again and they lost

contact with their new friends and other expatriates.

Respondents regarded family as highly important in every phase of the assign

ment, which is why the concept of family is located adjacent to the expatriate

employee in Fig. 3.2. This does not imply that the family always stands by the

expatriate’s side. Rather, the figure refers to the ideational value of family as such,

a perspective that is even more compelling when one is separated from the family.

During the preparation phase family is followed in precedence by friends, col

leagues, superiors, and the organization itself. Respondents also pointed out that

keeping in contact with family members demanded additional effort during the

sojourn. Contacts with friends, in particular, suffered due to the lack of time. This

was reflected in statements such as “One can only work, eat, and sleep,” or, if the

expatriate was accompanied by a spouse, “Only a busy wife is a good wife, a bored

wife is torture.”

During the sojourn, this list expands to include new colleagues, other expatriates,

and host-country nationals, as well as the supporting organizations. The relationship

with friends from home becomes less important (indicated by the dotted lines in

Fig. 3.2). In the phase of returning, the expatriates try to reestablish contact with the

network partners from the preparation phase and to maintain relationships newly

formed during the sojourn, but these, too, lose importance. It is, therefore, crucial to

point out that there is hardly any networking activity between the network partners

themselves. The connecting lines in Fig. 3.2 show relationships between the expatri

ate employee and various network partners, but only a single link among the net

work partners. In their review of organizational social network research, Kilduff and

Brass (2010) emphasized its focus on relations between actors.

The Role of Social Support

In recent years, a number of research projects have focused on social support in

various contexts, including family, friends, and work (e.g., Glazer, 2006; Stroebe &

Stroebe, 1998). The concept of social support is founded in various research tradi

tions that also deal with the interrelationship of social support and mental health.

From the standpoint of a resource concept (Udris, 1997), social support is not

only an external resource that a person receives but also an internal resource that an

individual can develop (Udris & Frese, 1999). Dücker (1995) describes various

forms of support experienced by members of a network: material support (e.g.,

financial), support in the form of helping behavior (e.g., care in the case of illness),

emotional support (e.g., affection, trust, or sympathy), feedback (e.g., social confir

mation), informative support, orientation assistance (e.g., advice), and positive

social activities (e.g., fun and recreation.
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Many studies (overview in Cohen & Wills, 1985) have shown a positive influ

ence of social support at work on the well-being of those receiving it. Frese and

Semmer (1991) named further social support mechanisms. First, social support is a

primary need expressing humans’ phylogenetic urge to work in a social group. The

lack of social support automatically leads to a diminution of well-being. And sec

ond, the positive feedback connected with social support directly affects self

confidence and, thus, other components of mental well-being. Social support and

the formation of networks are, therefore, closely related. The network concept is

considered broad and multidimensional (Inkpen & Tsang, 2005) and consequently

suited as an umbrella concept for social support.

In the case of foreign assignment, various relationships within the interpersonal

network of an expatriate are of interest, including those with the spouse, friends, and

coworkers, mattering in both the home country and the country of sojourn. These

networks may be considered an objective reality within which there are dyadic rela

tionships of different strengths.

Social support is an essential component of our daily lives and takes on a special

significance in the context of assignment to a foreign country. Adelman (1988)

expressed it as follows: “Our ability to cope with daily stressors, critical life transi

tions and environmental or cultural change is inextricably tied to the social ecology

in which we are embedded” (p. 183). The entire social network and the accompany

ing social support of family, friends, and coworkers are of eminent importance in

eliminating the risk of failure of the foreign assignment.

The mentioned risks and the antecedents for successful adjustment have been

primarily studied in large corporations (e.g., Mendenhall & Oddou, 1985; Ward &

Rana-Deuba, 1999). The situation in small and medium-sized companies remains

unclear, but it may be assumed that it is especially difficult, because small compa

nies do not have the corresponding resources at their disposal. In this context, inter

personal networks for small and medium-sized company transferees on foreign

assignment are gaining significance, although the involved company often underes

timates their effect.

Social Support and Firm Size

A study published in “Expatriates’Social Networks:The Role of Company Size” by

Stroppa and Spieß (2010) extended and tested Caligiuri and Lazarova’s (2002)

model for the influence of support provided by different network partners (supervi

sors, coworkers, friends, spouses) on received socioemotional and instrumental sup

port. This model was extended by examining the impact of company size on

effectiveness of support. Ninety expatriates were questioned during their foreign

assignment:45 from small and medium-sized enterprises (SMEs) and 45 from large

companies. As expected expatriates who received support from their network

partner coworkers during their foreign sojourn also received more instrumental

support. In addition, the study confirmed that the type of company moderated the
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relationship between the network partner (friends) and socioemotional and instru

mental support. Thetype of company had more influence on that support when there

were no network partners (friends) available for the expatriates, and less when those

contacts did exist. SMEs and their expatriate employees had less experience with

environmental factors in different countries, less power to withstand the demands of

host governments, and less reputation and financial resources, as well as fewer

resources for managing international operations. In the future, therefore, it is very

important that firms, especially SMEs, develop concepts for the effective support of

staff on foreign assignment.

Social Support and Host-Country Nationals

Social support can be regarded as especially significant in the context of sojourners.

Sources of support are wide ranging and can include many different social groups,

such as family, friends, peers, coworkers, and supervisors.

A study published in “Social Support on International Assignments: The

Relevance of Socioemotional Support From Locals” (Podsiadlowski, Vauclair,

Spieß, & Stroppa, 2013) identified the importance of support from host-country

nationals. Using the matching or specificity hypothesis, which suggests that the

right match between type and source of support is needed to increase well-being

(Viswesvaran, Sanchez, & Fisher, 1999, p. 318), the authors postulated that sojourn

ers’satisfaction would increase if there were an optimal match between the type and

source of social support (Madjar, 2008). One hundred thirty-one English-speaking

participants living in New Zealand were sampled via a snowballing technique

(Podsiadlowski et al., 2013). The results showed that both types of social support—

instrumental and socioemotional—were positively related to satisfaction with the

sojourn, with socioemotional support being more important in predicting satisfac

tion with a sojourn than instrumental support, and support from host-country nation

als being the most important source of social support. Furthermore, there was partial

support for the matching specificity hypothesis. Only the amount of support from

host-country nationals was asignificant moderator and only the relationship between

socioemotional support and satisfaction with a sojourn was moderated. The authors

found only partial support for the matching or specificity hypothesis. The study’s

findings showed that it did not apply to instrumental support. Additionally, results

showed that the right match between socioemotional support and source of support

was more specific than expected. Only socioemotional support provided by host

country nationals increased satisfaction with the sojourn. Support from home did

not moderate the relationship between socioemotional support and satisfaction.

This indicates that only host-country nationals are able to provide relevant socio

emotional support if individuals are faced with uncontrollable stressors.

To summarize, the most important predictors for satisfaction with a sojourn were

support from host-country nationals and perceived socioemotional support. Not

only did socioemotional support from host-country nationals have a positive effect,
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support received from other foreigners living in the respective country was not

sufficient to assure a sojourner’s well-being. Support from home was actually

counterproductive for satisfaction with the sojourn. Findings (Podsiadlowski et al.,

2013) emphasized the importance of receiving considerable socioemotional support

from host-country nationals for a successful international assignment.

The Role of Personal Initiative

Personal Initiative is defined as a behavioral syndrome relating to individuals with

an active, self-initiated approach to work that exceeds normal work behavior.

Personal initiative is characterized by the following aspects (Frese, Kring, Soose, &

Zempel, 1996): it is consistent with the organization’s mission, has long-term focus,

is goal-directed and action-oriented, is persistent in the face of barriers and set

backs, and is self-starting and proactive. Social support and personal initiative have

a strong relationship with successful work adjustment.

A study carried out by Stroppa and Spieß in 2011 adapted components of Fay

and Frese’s (2001) nomological network of personal initiative and Caligiuri and

Lazarova’s (2002) model for the influence of social support on adjustment. On this

basis the authors developed and tested a model for the relationship between per

sonal initiative, social support, and work adjustment. One hundred twenty-seven

respondents answered an online questionnaire during and after their foreign sojourn.

The study demonstrated that personal initiative moderates the relationship between

social support from coworkers and job performance. Results showed that personal

initiative of the expatriates and social support received from supervisors—but not

from their coworkers—predicted job satisfaction, job stress, and job performance of

the expatriates. The fact that personal initiative had a main effect on all three indica

tors of successful work adjustment indicates that it is a very important predictor for

successful adjustment.

Consequences for the Intercultural Learning Process

Increasing internationalization demands intercultural action. From a psychological

point of view, this interaction is special because it involves an overlapping situation.

When meeting people of another culture one is in one’s own culture as well as in

another culture. The paradox is to adapt in a situation in which one becomes particu

larly aware of belonging to another culture (Lewin, 1963). This requires special

preparation and training workshops.

The intercultural learning process can be described by the construct of intercul

tural sensitivity. Bennett’s (1998) Developmental Model of Intercultural Sensitivity

(DMIS) consists of three ethnocentric stages (denial, defense, minimization) and

three ethnorelative stages (acceptance, adaptation, integration) constituting a contin
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uum ranging from denial of difference to integration of difference. Denial of cultural

difference is the state in which one’s own culture is experienced as the only real one.

Other cultures are either not perceived at all, or they are construed in rather vague

ways. Defense against cultural difference is the state in which one’s own culture is

experienced as the only viable one. Minimization of cultural difference is the state in

which elements of one’s own cultural worldview are experienced as universal.

Acceptance of cultural difference is the state in which one’s own culture is experi

enced as just one of a number of equally complex worldviews. Adaptation to cultural

difference is the state in which the experience of another culture yields perception and

behavior appropriate to that culture. Integration of cultural difference is the state in

which one’s experience of self is expanded to include the movement in and out of

different cultural worldviews (Hammer, Bennett, & Wiseman, 2003, p. 424–425).

Hammer et al. (2003) summarized that, in general, the more ethnocentric orien

tations can be seen as ways of avoiding cultural difference, either by denying its

existence, by raising defenses against it, or by minimizing its importance (p. 426).

The more ethnorelative worldviews are ways of seeking cultural difference, either

by accepting its importance, by adapting perspective to take it into account, or by

integrating the whole concept into a definition of identity.

This theoretical framework provided conceptual guidance for Hammer et al.

(2003) as they undertook the construction of the Intercultural Development

Inventory (IDI) to measure the orientations toward cultural differences described in

the DMIS. The result of this work is a 50-item, paper-and-pencil instrument (with

10 additional demographic items).

Referring to Lewin’s field theory it is important to consider individual points of

view and competencies as well as the social network, social support, cultural pro

cesses, and the current economic and political environment. The intercultural

learning process, as well as intercultural sensitivity, is also important for foreign

assignments and can help establish and connect networks more successfully. For this

purpose, psychologists offer a measuring instrument, for example, the intercultural

development inventory (Hammer et al., 2003). In addition to further intercultural

learning and sensitivity, suitable trainings are also interesting and helpful.

The process of a foreign assignment can be viewed within the framework of

Lewin’s field theory, with the interaction between people and their environment

clearly recognizable. According to the cited research (Stroppa& Spieß, 2010, 2011;

Podsiadlowski et al., 2013), a personal characteristic such as personal initiative is

important, with it moderating the relationship between social support from cowork

ers and job performance. Environmental factors such as the size of the company

also play a role.

Social support importantly involves a social interaction between the provider of

support and the recipient, who can not only ask for support or aid, but also reject it.

In the context of foreign assignments the support of superiors and colleagues and

especially of host-country nationals (Podsiadlowski et al., 2013) has proven to be

very important. Social support can also be seen as an aspect of networks, which can

form connections within the field, possibly bringing together different strengths. I

would therefore recommend a stronger coordination between the existing networks.
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My viewpoint also corresponds with Kilduff and Brass’s (2010) observation that

organizational social network research assumes dyadic relationships do not occur in

isolation. However, the field of foreign assignments, which is marked by attracting

and repelling forces, includes far more. Global development and climatic, eco

nomic, and cultural influences also have to be taken into consideration as highly

relevant factors.
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Chapter 4

Family Networks for Learning and Knowledge

Creation in Developing Regions

Pengfei Li

Social Learning Processes in Developing and Developed

Contexts

With the rise of the knowledge economy, learning and knowledge creation rather

than material resources and assets are becoming competitive advantages of regions

and countries. Unlike concrete inputs, which are produced mechanically, intangible

knowledge is created through agents’ interaction and communication, which are

structured by social relations and norms within organizations, communities, and

societies. Accordingly, knowledge-creating regions both in traditional sectors (e.g.,

the Third Italy) and high-tech industries (e.g., Silicon Valley) are characterized by

intensive interaction of professionals and accommodating business culture in local

communities. It has thus become widely accepted that the long-term success of

regional economies increasingly depends on social learning processes—localized

and globalized—of individuals and organizations. Daily practices of agents develop

specialized language, frameworks, and conventions as codes of communication and

rules of interaction by which individually, organizationally, and regionally embed

ded knowledge can be mobilized and cross-fertilized in continuous codification and

internalization processes (Amin & Cohendet, 2004; Bathelt & Glückler, 2011;

Malmberg & Maskell, 2006; Saxenian, 2007).

As significant as these knowledge-based theories of regional economies are,

developing regions have received scant attention in the theoretical discussion of

social learning processes. In those contexts formal institutions such as the legal
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system usually do not function well. It is the informal norms and social structures

(e.g., family networks) that tend to be more important for communication and col

laboration. However, some researchers have long argued that these informal net

works contribute to the backwardness of developing regions (Banfield, 1958;

Putnam, Leonardi, & Nanetti, 1993). These divergent arguments about the part that

social networks play in developing and developed economies raise the question of

why local informal relations in developing economies cannot generate the social

learning process that occurs in a developed context.

Focusing on family ties, I aim to provide a provocative answer to this question by

arguing that family networks can facilitate technology diffusion but not knowledge

creation. My purpose is not to investigate family and friendship ties in social and

political arenas. Family and friendship networks are discussed in this chapter only

in terms of social learning mechanisms. I argue that ties between family members,

though strong, can—unlike ties between friends—act as bridges in local and global

knowledge networks. Compared to open networks of friends, family ties tend to be

exclusive and hierarchical. Structured differently, friendship and family networks

generate heterogeneous and homogeneous knowledge pools within themselves,

respectively. This observation implies that friendship networks supplant family ties

as local economies upgrade.

Exploration of family networks in developing regions may advance the discus

sion of knowledge in space in three ways. First, it offers a knowledge-based expla

nation for the advent of many industrial clusters and agglomerations in developing

countries. Drawn from common features of innovative regions, traditional cluster

theories do not have much power to account for localized industries in developing

contexts. Many clusters in those contexts develop endogenously from intensive

learning through kinship networks (Henn, 2012; Li, Bathelt, & Wang, 2012;

Meagher, 2007; Nadvi, 1999). Second, this chapter’s inquiry into different struc

tures of family and friendship networks in a dynamic perspective adds to an evolu

tionaryunderstanding of networks andknowledgeineconomicgeography (Glückler,

2007). Rather than viewing regions in developing and developed contexts as two

different worlds, I look at how developing regions with family-based learning net

works can transform into innovative economies with open and dynamic social struc

tures. I suggest that many developing and developed areas are facing similar

challenges when it comes to socially restructuring themselves to improve their abil

ity to mobilize local and global knowledge. Third, I shed light on the role that fam

ily structure plays in developing regions and argue that family ties as strong bridges

can accelerate technology diffusion in local communities rather than hamper eco

nomic development.

I begin by summarizing the contradictory evaluation of family organization over

the course of economic development. In the section thereafter I revisit Granovetter’s

(1973) argument of the strength of weak ties and examine the basic structure of fam

ily networks, asserting that strong family ties can be bridges for intensive interac

tion and technology learning in local settings. My study of family networks then

continues by turning attention to the weakness of kinship connections as compared

to another kind of social network, friendship ties. I illustrate why the two kinds of
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network differ structurally in terms of knowledge creation and why localized

learning in developing communities can be expected to evolve from closed to open

networks.

Family Ties and Economic Development

The family is a basic social organization in both traditional and modern societies.

Family and kinship groups, connected biologically, constitute a natural association

of individuals and influence economic behaviors to different degrees from one soci

ety to the next. In traditional communities, where family structures predominate,

individuals are both economically and socially affiliated to their families. These

family networks become an institution through which seniors are empowered with

authority over resource allocation and the resolution of disputes among family

members. Societies of this kind are by nature composed of families rather than indi

viduals because individuals in these contexts cannot freely make choices and take

actions. Family control reduces labor participation, geographical mobility, and civil

engagement and results in low economic development (Alesina & Giuliano, 2013;

Bertrand & Schoar, 2006). Strong family structure has therefore long been generally

regarded as an obstacle to the development of capitalism. The point is illustrated by

the underdevelopment of capitalism in some family-dominated societies such as

traditional China and southern Italy (Banfield, 1958; Weber, 1951) and by the fact

that family and kinship networks declined with the ascendance of modern corpora

tions and economic development in Europe (Greif, 2006). Strong family structures

are still found to be related to the low development of some European regions

(Duranton, Rodríguez-Pose, & Sandall, 2009). These arguments on the incompati

bility of family ties in capitalism depend on the idea that activities of individuals

cannot be organized beyond the family level in a society with excessively strong

family structures and, hence, that civic spirit and public institutions cannot take root

therein.

Unlike western individualistic societies, Asian societies tend to emphasize fam

ily values strongly. The successes of several Asian economies in the past decades

therefore defy the understanding that family ties inhibit the development of capital

ism. In these economies a keen sense of family obligation motivates individuals to

work hard and reduce consumption in order to support family members, especially

the next generation, and to increase their education. Strong family ties, as an impor

tant kind of social capital, help develop human capital (Coleman, 1988). Besides

improving the labor market, strong commitment to the family also accelerates capi

tal accumulation because family workers tend to consume less and save more than

singles do. Family structure thereby contributes to the growth of Asian economies

(Whyte, 1996). Since the Asian financial crisis in the 1990s, however, it has been

recognized that family involvement in Asian economies is, to a large extent, respon

sible for the weakness of those economies (Perkins, 2000). At the national level,

cronyism—family networks among political authorities such as Suharto’s family in
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Indonesia—brings about severe corruption and thwarts efficient investment (Kang,

2003). At the firm level, family ties discourage the participation of nonfamily

professionals in family firms and restrict the growth of those enterprises (Cai, Li,

Park, & Zhou, 2013; Weidenbaum & Hughes, 1996).

Although contradictory, the preceding arguments generally focus on the relation

ship between family structure and market development in that family ties affect

resource allocation and labor participation. The presumption in those negative

understandings of family ties is that individuals would make right and rational

choices without family bonds and that market economies would therefore develop

efficiently. In the positive evaluation of family values, family considerations force

labor into the production process of capitalism and contribute to capital accumula

tion. In general, these arguments contextualize family ties in the neoclassical frame

work of economic development and have not directed much attention to the role of

family structure in knowledge-sharing and learning. From a historical perspective,

these arguments make sense because family economies often emerge in the early

stages of capitalism and are regarded as irrelevant to the knowledge economy.

However, this view of family ties can be questioned. Because acquisition of techni

cal and business know-how is always crucial in economic development processes

even in their early periods (Mokyr, 2004), it becomes important to discuss whether

family networks can promote knowledge-sharing and creation.

Empirical investigation of this question in the context of regional economies has

led to contradictory findings. In an exploration of high-tech industries in the

Research Triangle region of North Carolina (near Durham, Raleigh, and Chapel

Hill), Renzulli, Aldrich, and Moody (2000) suggested that family ties can aid the

diffusion of homogeneous information but are of little help to technological entre

preneurship. By contrast, research on start-ups in traditional industries in develop

ing economies shows that entrepreneurs’ family networks convey industrial

information and professional advice, which are crucial for the establishment of

small businesses (Anderson, Jack, & Drakopoulou-Dodd, 2005; Jack, 2005).

Indeed, some research on industrial clusters in developing contexts shows that fam

ily and kinship networks can act as important learning channels for local entrepre

neurs and firms. In a cluster producing surgical instruments in Pakistan, extended

family ties were found to stimulate technical knowledge-sharing between firms and

encourage interfirm cooperation in local business communities (Nadvi, 1999). Li

et al. (2012) also documented how family-based learning has transformed some

rural villages in South China into a large cluster of aluminum-processing activities

over the past 20 years. Munshi (2011) and Henn (2012) further showed that kinship

and ethnic networks in an Indian diamond cluster not only functioned as a localized

channel of learning but also acted as a transnational knowledge bridge connecting

local communities with global diamond centers in Europe and America.

As noteworthy as these empirical studies on family ties in regional contexts can

be, they do not yield a coherent framework for explaining why family ties can chan

nel learning in some settings but not in others. There is also little theoretical knowl

edge about the structure of family networks and how knowledge can diffuse within

them.
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Strong Family Ties as Knowledge Bridges in Local

Communities

Themanner in which knowledge canbe sharedamong individuals and firms depends

largely on the structure of the social networks within which they are embedded

(Granovetter, 1973). Characterized by intensive interaction and high intimacy

between two agents, strong ties involve much, sometimes perhaps too much, com

munication. The result is that understandings, ideas, and judgments on issues of

mutual interest become homogenized in strong ties. Groups connected by strong

ties tend to be closed. This characteristic—the closeness tendency—makes reputa

tion reliable and punishment enforceable (Coleman, 1988). It is easy to illustrate:

Given that agents B and C are both strongly connected with A, it is most unlikely

that B and C will not be connected with each other. With this reasoning Granovetter

(1973) deduced his famous argument: For a bridge that is the only path between two

agents, “except under unlikely conditions, no strong tie is a bridge” (p. 1364). As

the only form of bridges, weak ties turn out to be highly significant in the knowl

edge economy because they can provide varieties of information and connect differ

ent groups and communities. Applying this idea to community development,

Granovetter (1973) argued that communities would be fragmented into cliques if

only strong ties existed within them.

Granovetter’s argument on the significance of weak ties rests on the closeness

tendency of strong ties. In defending this concept, he generally interpreted social

ties as friendships,1 which can be measured by the amount time that individuals

spend together. He admitted that “implicit here is Homans’s idea that ‘the more

frequently persons interact with one another, the stronger their sentiments of friend

ship for one another are apt to be’” (Homans, 1950, p. 133, as cited in Granovetter,

1973, p. 1362). Granovetter’s argument of the strength of weak ties is thereby cast

within the framework of friendship networks, relations that people create and sus

tain through intended actions.

However, there is another, unique kind of social network, the family tie, which

develops in a different way. If one measures the strength of social ties by trust and

the emotional commitment of individuals, ties within the family can be strong even

without its members being together for a long time. For instance, the bond between

long-separated family members is usually very strong when they unite.As abiologi

cal and social association of individuals, family ties entail many meanings. For

example, family members can be those whom an individual can trust, from whom

that person receives emotional support, for whom she or he is responsible, and with

whom he or she consults before making decisions. In many ways family can be

interpreted as a social structure of economic actions. Because this chapter focuses

on learning and knowledge generation, the following discussion centers on family

ties as a mode of social interaction for sharing economic knowledge. Although hus

band and wife usually do not work in the same field and individuals may prefer not

1Granovetter’s (1973) understanding of social networks does not include family ties.
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Fig. 4.1 Structure of family networks (Design by author)

to talk about work with family members, the high level of trust commonly present

in family networks makes the exchange of economic knowledge virtually inevita

ble. How does this family-based knowledge-sharing come about?

Figure 4.1 depicts the structure of a typical family network.2 Unlike friendship

ties, family networks are hierarchical like trees, stratified in generations. Within

family trees a husband and a wife, linked horizontally, constitute a pair of nodes in

the network. Family ties develop vertically by birth and horizontally by marriage.

Created primarily through birth and marriage, all family ties are strong in terms of

trust, intimacy, and emotional commitment. As in friendship networks, the strength

of a relationship between two individuals in family networks depends on the length

of the path between them. In Fig. 4.1, for example, brothersAandD are closer (only

two steps between them) than cousins A and E (four steps). Given the different

strengths of the relations between brothers and cousins, why are A, D, and E not

connected directly in Fig. 4.1? The reason is that brothers, cousins, and other kin

ship connections are derived ties; their relationships are derived from the basic

structure of the family networks shown in Fig. 4.1. A and D are brothers because

they have common parents, and A and E are cousins because they have common

grandparents. Family connections among A, D, and E are created by virtue of their

ties with common parents or grandparents. Direct links between A and D or E will

be redundant because their connections through parents and grandparents already

show their relations. The same consideration also applies to other kinship relations

in Fig. 4.1. In fact, distant relatives, especially those between extended families,

such as E and F, have few chances of being together and knowing each other.

2Specifically, Figure 4.1 shows a biological structure of family networks (a map of the biological

relationships between family members) and their social structure (a pattern of interaction andcom

munication). Social practices in family networks vary in different cultural contexts and time peri

ods. The arguments formulated in this chapter rest on my own observations, which apply to

developing economies (especially China) and should not be overgeneralized. I thank Johannes

Glückler for this point.
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Although they can be contacted through some family members, they are more likely

to be as distant as strangers. The fact that they are mutually accessible suggests the

role that some family members and ties have as bridges.

In Fig. 4.1 the marriage ofA and G creates a bridge between two extended fami

lies. Before the marriage, the two extended families were unconnected. After the

marriage, although most family members in the two groups still do not know each

other,3 they are connected through the sole tie betweenA and G. In this sense every

marriage acts as a bridge in family networks. This bridging function of marriage can

partly explain why marriage is so important in traditional societies: It may be the

only bridge to leverage resources and knowledge beyond families in such a low-trust

context (see Padgett &Ansell, 1993, for an analysis of the Medici family network in

the Renaissance, for example). Through marriage, hierarchical family ties, too, can

be bridges. For instance, if D marries, then the path betweenA and D, together with

their marriage ties, becomes the bridge between their wives’ families.

Knowledge and information can be quickly and reliably shared across family

groups through bridges. Suppose that D has some information or opportunity that

can be of interest to F. In daily conversation betweenA and G, A may accidentally

divulge this information to G, who, realizing the potential of the information for her

brother F, would facilitate information flows between F and D. If further communi

cation and interaction between F and D is required, A and G will endorse these

actions. The advantage of family bridges is that, as strong ties, they can be particu

larly effective for repeated interaction and learning, not just one-time information

or opportunity-sharing. Such intensive learning is extremely important for

technology diffusion because manufacturing know-how and technical skills are

learned in a systematic way by trial and error.

Having described the structure of family networks, I now turn to probe the role

that family bridges can play for knowledge-sharing in industrial communities. If

strong family ties can be bridges—in contradiction to Granovetter’s (1973) conclu

sion that no strong tie is a bridge—then local communities, even those with only

strong ties, can be closely connected rather than fragmented into cliques. At this

point a difference in focus has to be clarified. Not everyone in local communities is

highly relevant to economic development, which is primarily related to agents with

a spirit of entrepreneurship and an interest in technological and business learning.

As an economic geographer, I thus focus this chapter on social networks of a spe

cific local group—entrepreneurs and professionals—rather than on the general

social structure of local communities. This perspective narrows the argument

derived from the concept of family bridges. I assert that local business communities

can be closely connected through family bridges. Tentative evidence tends to sug

gest that at least this connection is possible in developing regions in which family

relations of entrepreneurs are a notable feature. For example, 35% of the entrepre

neurs in a diamond cluster in India and 57% of their children married within the

local industrial community (Munshi, 2011). In the early development stages of an

industrial cluster for aluminum extrusion in China in the 1990s, many entrepreneurs

3They may meet once atA and G’s wedding.
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were from a local clan whose members shared a rare family name (Li et al., 2012).

Both cases suggest that cluster development in developing economies can be pro

moted by family ties of entrepreneurs. Indeed, industrial communities in developing

countries rely more heavily on family ties than clusters in developed contexts, which

are embedded in networks of friends, alumni, and ethnic groups. A key question,

then, is why family networks matter in industrial communities in developing

regions? Particularly, what is the structure of family networks that can give rise to

knowledge diffusion to sustain local industrial development?

Before theoretical and empirical exploration of these questions, it should be

recognized that communities with a single kind of tie are imaginary. Local busi

ness communities actually consist of different kinds of relations encompassing

both families and friends, both strong and weak ties. Figure 4.2 shows a theoreti

cal social network in an industrial community of entrepreneurs, for whose inter

connections family bridges are pivotal. This social network has four components.

Entrepreneur H, who has three family bridges and one friendship bridge, occupies

a central position linking the four components of the local business community.

Now suppose H learns new technology or business know-how from the outside of

the community. Through family and friendship bridges, this knowledge can

quickly spread across the whole local community (through eight steps in Fig. 4.2),

suggesting that entrepreneurs in closely connected communities can rapidly learn

new knowledge through family networks. This family-based learning may explain

why many industrial clusters in Asia have been able to develop swiftly over the

past decades, even in areas with poor industrial bases. For example, most of the

entrepreneurs in the aluminum extrusion cluster in China did not initially know

how to extrude the metal, but technical know-how was soon shared with them by

an engineer who, just like H in Fig. 4.2, established family bridges in the local

business community (Li et al., 2012).

Family-based localized learning can be paramount in the development of indus

trial clusters in developing economies. Given the increasing global brain drain, it is,

with few exceptions, hard for most developing regions to attract highly skilled peo

ple worldwide.Adynamic learning community of educated immigrants and profes

sionals tends to be beyond the capacity of many developing areas, at least for the

time being. People thus often believe it is almost impossible for traditional com

munities to generate and support a learning economy. Family-based learning sug

gests that this conviction may not be true. In developing regions, family networks

areusuallysocialstructures that existbeforelocal industrialdevelopment.Channeled

by family bridges, business and technical knowledge can be quickly shared in well

connected traditional communities. That dissemination is conducive to entrepre

neurship and endogenous economic growth. From a knowledge perspective,

theoretical and empirical investigation affords evidence that family ties can encour

age economic development and suggests that the chances of successful industrial

ization will substantially increase if it is compatible with local social structures such

as family networks (Woolcock & Narayan, 2000).
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Fig. 4.2 A community well connected by bridges between family members and friends (Design

by author)

From Families to Friends: Building Knowledge-Creating

Economies in Developing Contexts

The role of family ties as bridges for localized learning should not be overempha

sized, because family bridges have important weaknesses. First, stability of family

ties is at odds with what dynamic learning requires in some fields. Family ties cre

ated through marriage and birth tend to be a lifetime commitment, meaning that

family networks develop very slowly and selectively. The fact that they emerge only

gradually implies that the number of bridges each individual or family can have

through the strong ties of kinship is restricted by the size of the family. At the indi

vidual or community level, effective family bridges as knowledge pipelines there

fore cannot increase substiantially in a short period. In sectors such as high-tech

industries, where short life cycles of products and technologies require a consistent

combination of new ideas from various sources, family networks are incapable of

channeling the needed knowledge flows. Stable family ties work best for learning

from certain sources in a mature technological field (e.g., traditional industries) or

in trading activities that require a high level of trust rather than technological inno

vation (e.g., the diamond sector).

Second, localization of family networks reduces the variety of knowledge that

family bridges can provide, since geographical proximity of family members

restricts their function as pipelines for external learning. In developing contexts

traditional family networks generally do not go beyond local communities. The

chances that family bridges will become global pipelines are quite low in such
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Table 4.1 Comparison of family and friendship networks

Dimensions Family ties Friendship networks

Formation Marriage and birth Common experience, personality

Structure Hierarchical, exclusive Open, inclusive

Duration Lifelong Flexible

Strength Strong Strong or weak

Knowledge Homogenous Heterogeneous

Power Patriarchal, imbalanced Equal, reciprocal

Action Involuntary Voluntary

settings. Even in cases where family connections extend internationally through

emigrant entrepreneurs, external knowledge tends to confine itself to some groups

in the family rather than to diffuse throughout the locale (Henn, 2012).

Third, family networks as hierarchical structures foster knowledge diffusion

rather than knowledge creation. Unlike other social connections, family ties entail

an imbalanced distribution of power between individuals, usually in favor of seniors

and males in traditional communities. Economic knowledge within families thus

usually flows either horizontally (across families) by means of marriage bridges or

vertically from the old to the young (Sussman, 1959). In that kind of learning pro

cess, the roles of agents as knowledge transmitters or receivers are assigned ex ante

by their positions in family structures. Knowledge thereby tends to diffuse in a

unidirectional manner in family networks. Because family ties are strong, such

knowledge diffusion processes can be quick; because family networks are stable,

the variety of knowledge in local communities can shrink rapidly.

In contrast to this process of knowledge diffusion, knowledge creation comes

from collision of different ideas and from reflection on traditional thinking.

Knowledge creation requires dynamic interaction of individuals, which is inconsis

tent with the structured flows of knowledge in family networks. Although useful for

technology diffusion at the individual or community level, family networks may

therefore be unhelpful to knowledge creation.

If family ties do little to build an innovative regional ecosystem, how can devel

oping regions that industrialize through family-based learning transform into a

knowledge economy? Another basic kind of social network, friendship ties, will

gain increasing significance in the transformation process because friendship net

works constitute a more open and dynamic structure for learning than family ties do

(see Table 4.1). Unlike family ties created by marriage and birth, friendship is built

from a sharing of common experience, an agreement on common rules, and an

attraction between personalities. Friends are chosen independently, made through

mutual acceptance, and endorsed by personal trust. Friendships are thus an autono

mous association of individuals, open in structure and flexible in duration and

strength. The easiest way to make friends is to be introduced by common friends.

Granovetter (1973) argues this point by demonstrating the closeness tendency of

strong friendship ties. In friendship networks only weak ties with acquaintances can

become bridges, which elicit new information and opportunities. Therefore, hetero
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geneous knowledge can be cross-fertilized for innovation in societies through weak

friendship bridges. Furthermore, the mutual obligation inherent in friendship

enables friends to organize, disband, and reorganize in technical communities.

These dynamic combinations of relations offer possibilities for knowledge creation

and disruptive innovation.As Fukuyama (1995) put it, friends represent a spontane

ous sociability of individuals and constitute an important kind of social capital in a

modern society:

The most useful kind of social capital is often not the ability to work under the authority of

a traditional community or group, but the capacity to form new associations and to cooper

ate within the terms of reference they establish. (p. 27)

If the preceding theoretical constructs of family and friendship networks are cor

rect, then the significance of family ties for business and technology learning is

likely to wane as regional or national economies upgrade, while friendship net

works will gain momentum. This transformation is consistent with Giddens’s (1990)

view of the modernization process, in which individuals experience intimacy less

from families than from friends. The evolutionary framework of family and friend

ship networks is supported by provocative evidence as well. Using world social

survey data, Bertrand and Schoar (2006) and Alesina and Giuliano (2013) found

strong family connections to be related to a lack of generalized trust and weak for

mal institutions in societies. More directly, an international comparison of entrepre

neurs’ social networks (Drakopoulou-Dodd & Patra, 2002) suggested that, in a

fairly developed economy, entrepreneurs’social connections consist more of friends

than of families and relatives.

Although the rationale of the evolution from families to friends is clear in theory,

this transition is not easy in reality because the breakdown of family networks and

the construction of generalized trust for friends are two different processes

(Fukuyama, 1995). Family ties stable over one generation can decline quickly

across generations. Increasing geographical mobility of new generations decreases

connections among family members in traditional communities whether this effect

is desired or not. Talented young individuals may even intend to disconnect from

their families in order to avoid commitment to less able relatives (Munshi &

Rosenzweig, 2005). Members of new generations who are more mobile than those

of previous ones may also be unable to connect closely with each other or the rest

of their families because of a lack of time spent together (Liet al., 2012). The transi

tion from family ties to ties of friendship is complicated further by the challenge of

developing generalized trust and creating autonomous associations in societies

(Portes & Landolt, 2000). Based on mutual agreement, friendship must develop

naturally. Legal systems may back up individuals’interaction and collaboration, but

compulsory regulations cannot guarantee the creation of voluntary associations.

It takes time for individuals to reach consensus on their identities and build accepted

codes of interaction. Only after that point can spontaneous associations of friends

prosper as the main infrastructure for social learning in societies.

Developing regions usually become stuck in a transitional stage, in which local

family structure was destroyed while generalized trust in societies has not been cre
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Fig. 4.3 Afragmented community after the collapse of family bridges (Design by author)

ated (Fukuyama, 1995). This situation, which is neither mechanically nor organi

cally solidified in Durkheim’s (1893/1997) sense,4 corresponds to the worst

conceivable combination of community- and society-based governance for eco

nomic development argued by Rodríguez-Pose & Storper (2006). Falling into this

transitional stage can be an unanticipated consequence of public policies, such as an

unsuccessful plan for urban renewal (Jacobs, 1961) or a blind liberalization strategy

(Meagher, 2007), which destroy the social structure of traditional communities

but cannot build an interactive environment for new social and economic orders. It

can also be an unavoidable outcome of rapid industrialization that quickly under

mines traditional family solidarity while formal institutions and a spirit of civic

engagement are still developing, as in modern China. Figure 4.3 illustrates a frag

mented community in transition after the erosion of family bridges and before the

development of friendship bridges. In contrast to Granovetter’s (1973) argument

that strong ties create separate cliques, it is the decline of strong family ties, espe

cially family bridges, that pulls the community apart. New external knowledge,

even if accessible to some local entrepreneurs, is difficult to share in a fragmented

community of this kind.As a result, the community’s ability to absorb technological

and business know-how becomes weak. Local firms with no social networks for

learning and with weak capacity for innovation have no choice but to enter a race to

4Developing societies in this transitional stage are not socially integrated with individuals who

have common beliefs (mechanical solidarity) or who depend on each other in the division of labor

(organic solidarity) in Durkheim’s (1893/1997) sense.
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the bottom by competing on low costs. This situation describes many industrial

clusters in developing contexts.

Just as the transition from families to friends sheds light on the challenges that

developing regions face, it can be relevant for developed economies as well. In the

global knowledge economy successful regions increasingly need to acquire and

mobilize distant resources, ideas, and innovations, a task that requires generalized

trust in talented people regardless of their races, religions, and national origins.

Dynamic regional economies, such as Silicon Valley, have been creating an open,

friendly social structure to attract immigrant technocrats from all over the world.

These mobile professionals act as global knowledge brokers to facilitate cross

border learning and innovation (Saxenian, 2007). In both developing and developed

countries, regions without this social infrastructure for global learning are becom

ing either isolated or passively integrated into global networks of leading clusters

through transnational brain drains. A new core-and-periphery pattern in the global

knowledge economy may develop along with the great transition of social learning

from closed to open networks. In this sense developed and developing regions are

up against the same challenge of the transformation process.

Conclusion

Social networks for interactive learning are essential for regional knowledge econo

mies. Exploration of socialized knowledge networks in industrial communities is

conducted mainly in successful regions in western individualistic societies.

Developing regions are widely seen to be grappling with challenges that are no

longer concerns in developed economies, such as the development of civic spirit and

the enforcement of formal regulations.A fundamental difference between develop

ing and developed economies is perhaps that individuals in developing contexts are

more committed to families in traditional communities and, hence, act less indepen

dently than individuals in developed countries. These distinctions make developing

regions appear to be a different world. In economic geography, a field in which

knowledge-based theories of clusters are derived from practices of regional econo

mies in developed contexts, the conditions of developing regions have received

scant attention in theoretical discussion of knowledge in space. Focusing on devel

oping regions, I pursue an alternative frame of reference: the evolution of social

learning processes in traditional communities. Specifically, I have posed two theo

retical questions. First, can knowledge be shared in a structured way within family

networks, and if so, how? Second, if family ties can channel knowledge flows, why

is family-based learning so inconspicuous in innovative regions?

The first question invites an investigation into the anatomy of family networks.

Unlike friendship connections, family ties are created primarily by birth and

marriage, and marriage-based linkages can work as bridges for information-sharing

between extended family groups. The connecting role of marriage implies that

strong family ties can be bridges, which differ from weak friendship bridges as
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argued by Granovetter (1973). As bridges, family ties can channel knowledge fertil

ization between two groups; as strong ties, family bridges can be extremely helpful

for technological learning that requires repeated communication and interaction. In

traditional communities family bridges can enable entrepreneurs to learn business

and technical know-how quickly. Traditional family structure is thus not a handicap

of being less developed but rather an advantage for catching up.

The second question requires interpreting the role of family networks for learn

ing from a dynamic perspective. After industrialization, regional economic growth

relies more on technological innovation and knowledge creation than on resource

utilization and business imitation. Being stable and hierarchical in structure, family

networks are most likely to channel and bridge knowledge flows in one direction

from fixed sources. Being localized, family ties are numerically restricted as translo

cal knowledge pipelines. The variety of knowledge pools in family networks there

fore tends to decline after rapid diffusion of technology. In that stage the significance

of ties with friends tends to surpass that of family ties in encouraging knowledge

creation, because friendship networks are more dynamic and open for new informa

tion than family ties are. It is beyond the scope of this chapter to document the

transformation process from family- to friend-based learning. The challenge for

many developing economies is that family networks in local business communities

can quickly collapse in new generations of entrepreneurs while generalized trust

and formal institutions as foundations for spontaneous associations of individuals

take a long way to develop in societies.

The great transition from family-based industrial communities to friend-based

learning regions confronts developing economies and many developed areas alike.

The turbulent global knowledge economy requires regions to develop global con

nections of transnational professionals and entrepreneurs regardless of their back

grounds, yet only a few leading clusters have successfully constructed a friendly

social infrastructure to attract talented immigrants and mobilize innovation on a

global scale. Divergence among clusters and regions may increase in the global

knowledge economy along with the transition from closed to open social learning

processes.

In examining the dynamics of family networks from the perspective of learning

in industrial communities, I do not tend to argue that there is a trend toward substi

tuting friends for families as the only, or even the main, social structure in societies.

This dualistic interpretation of families and friends clearly does not hold from a

sociological perspective. The family remains a basic part of social organization in

modern societies and is not going to disappear.
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Chapter 5

Studying Networks Geographically: World

Political Regionalization in the United Nations

General Assembly (1985–2010)

Laurent Beauguitte

The study of networks from the viewpoint of a geographer does not mean studying

geographical networks as technical infrastructures, especially when one is inter

ested in geopolitical phenomena. It means that the relational nature of a given spatial

phenomenon seems to demand a specific approach, that is, a network one, and that

formalization via a graph (a set of nodes, a set of links between these nodes, and

some attributes) allows discovering unrevealed aspects of a sociospatial fact. The

study of networks often means adopting an interdisciplinary posture, applying tools

and methods developed in other academic fields, and conducting solid conceptual

analysis. For instance, whereas distance and centrality are useful concepts in both

geography and social network analysis, their definition and implications for research

remain quite different and need to be adapted from one academic field to another to

remain efficient and relevant.

This chapter presents results on the political regionalization process on a world

scale, a process understood as the reinforcement of supranational structures based

on geographical proximity. I presume that political actors, and especially state rep

resentatives in intergovernmental organizations, are constrained to work more and

more often supranationally because of the globalization process, a process that can

be understood neither solely nor primarily as an economic or financial phenomenon

but rather as an increase in global issues demanding global responses and a gover

nance shift (e.g., global warming, migrations, and energy). Although much has been

published on economic regionalization since the 1990s (e.g., Mansfield & Milner,

1999), the political aspects have been quite neglected, and when they are studied,

especially in international relations, the approach is mainly qualitative and purely

conceptual (Barnett& Duvall, 2005; Diehl, 2005). The approach investigated in this

chapter is taken from the behavioral school of international relations: If political

regionalization is occurring, it should be possible to measure it, produce indicators,
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and validate the hypothesis by using quantitative and reproducible methods.

Because a political process by nature involves relations among actors, network

analysis appears to be a relevant tool to investigate this regionalization.

I begin with a short overview of network analysis in geographical studies because

the similarity in vocabulary between the sciences can hide a large gap in methods,

procedures of validation, and questions of research. Opportunities for political

geography will be highlighted. Because techniques of network analysis are rarely

used in geopolitical studies nowadays, the strengths and relevance of political geog

raphy will be underscored. The next section presents the main hypothesis, the field

of observation (the United Nations General Assembly from 1985 until 2010), and

the methodological choices made to study world political regionalization. The final

section presents the main results obtained and underlines the relevance of network

analysis for investigating questions of political regionalization. If tools of network

analysis prove valuable in highlighting processes of innovation, they can also pro

duce innovative results when brought to bear on many research questions.

Geographical logics of coalition and policy-making, which in this chapter are inves

tigated on a world scale but can be studied from a multiscalar perspective, can

greatly benefit from such input (Hafner-Burton, Kahler, & Montgomery, 2009).

Network Studies in (Political) Geography:A Quick Refresher

Because I am a geographer, my academic training involved a specific relationship

with the network approach, and I feel it necessary to describe geographical network

analysis briefly before highlighting the opportunities that network analysis offers in

geopolitical investigations. There is no pretense that this description is exhaustive,

and it is based largely on a French perspective. Network literature has grown so

voluminous and diverse since the mid-1990s that it has become nearly impossible

for one individual to follow all the developments—although an overview of rela

tions between complex network studies and geography was recently proposed

(Ducruet& Beauguitte, 2013). This chapter therefore offers not a definitive state-of

the-art treatment of geographical networks but rather some observations on the dis

ciplinary biases inherent in network approaches as well an appeal for dialogue

between disciplines. Since the inception of political geography, its practitioners,

like those of international relations, have intensely investigated the question of

power. Although many definitions of this central concept have been proposed, the

canonical one by Dahl (1957) remains one of the most elegant: “A has power over

B to the extent that he can get B to do something that B would not otherwise do”

(pp. 202–203). This definition underlines the strong relational nature of power. It

cannot be considered an attribute of an individual actor; it implies relations between

actors and at least dyadic examinations.
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Not surprisingly, the term network is polysemous. Its three most widely accepted

definitions can be found in current geographical literature: network as a metaphor;

network as a technical infrastructure; and—similar to, but distinct from, network

studies in the strict sense—network as relational flows between places. The pre

dominant definition of the word is its metaphorical one: A network is a social pro

cess (migratory network) or a system of relations (network of cities) that crosses

borders. It is fluid, moving, and dynamic. In this sense the network is always the

opposite of an enclosed and stable territory. The study of networks from this per

spective does not involve any methodological choice, and the term network could

simply be replaced by another (Glückler, 2013; Grabher, 2006). In political geogra

phy this metaphorical usage is especially strong given the presumed weakening of

the level of the state, which is being overwhelmed by transboundary movements

and the supranational nature of financial and economic actors. P. Taylor’s publica

tions of the Globalization and World Cities Research Network1 are quite representa

tive of this trend, whichmoves awayfrom the state level to consider mainly relations

among the so-called world cities. Although many of these papers are quite interest

ing from a thematic perspective, network remains an emblematic word that implies

neither conceptual nor methodological change. More interesting for my topic is the

coexistence of two intersecting research traditions, one dedicated to technical net

works and the other dedicated to flow studies.

Two Geographic Traditions: Infrastructure Networks

and Flow Studies

As for the nonmetaphorical network, two main approaches exist in current geo

graphical research: technical networks and flow studies. Studies of infrastructure

networks (transport, energy, communication) were predominant starting with the

seminal doctoral dissertation by Kansky (1963) until the middle of the 1990s and

remain at the core of network studies in geography today. Although a minority of

geographers tried to mix methods and propose new ways to study transportation

networks (Ducruet, Ietri, & Rozenblat, 2011; Gleyze, 2007), the canonical tradition

using the series of indices by Kansky (different ratios between the number of edges,

the number of vertices, and the number of cycles derived from graph theory) pre

vails. It should be noted that in the vast majority of cases, networks are planar—

often valued and nondirected—a characteristic that may help explain the lack of

methodological dialogue with social network analysis, in which a network is more

often Boolean, directed, and nonplanar. Even though some methodological

1http://www.lboro.ac.uk/gawc/
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innovation has taken place, especially with respect to place accessibility and multi

level analysis (Mathis, 2003), dialogue with other social sciences remains the

exception rather than the rule. However, these studies can provide valuable input for

political geography because the structure and characteristics of technical networks

can reveal social, economic, and spatial patterns. In what became for decades the

reference handbook of network analysis in geography (Haggett & Chorley, 1969),

one small example puts into perspective the physical aspects, socioeconomic vari

ables (e.g., urbanization, hierarchy of cities), and indices of road and rail networks

(pp. 88–89). The density and connectivity of technical networks are factors that

reveal the level of regional or national wealth that can explain given patterns of rela

tions among these actors.

Another trend in geographical research is relational by nature because it involves

the study of flows between places. The use of a model inspired by laws of gravita

tion became a convenient tool in the 1960s and has been common since then to

study and model patterns of interaction (Nystuen & Dacey, 1961; Tobler, 1970).

Based on valued flows (goods, communication, migration), the techniques devel

oped did not involve any dialogue with social network analysis. Note also that this

literature barely makes explicit reference to the term network. However, several

recent works by physicists draw on these interaction models mixed with complex

network approaches and generally demonstrate that the two methods produce com

plementary results (Gorman et al., 2007). Interest in such approaches for political

geography cannot be underestimated; they are able to reveal, for instance, preferen

tial relations as well as barriers between pairs of actors. Mixing tools from flow

studies and network analysis clearly appears promising for investigating globaliza

tion processes at multiscalar levels (Van Hamme & Grasland, 2011).

Some Recent and Welcome Changes

The soaring number of physicists and computer scientists in the network field since

the 1990s has changed the landscape on two fronts. First, some geographers were

quick to adopt new measurements from related works (clustering coefficient, power

law degree distribution). Rozenblat’s papers on economic and transport relations

between world cities are good examples of this imitation process (Rozenblat &

Melançon, 2007). This early acceptance can be explained by the not-so-new charac

ter of the scale-free network as a power law distribution, which is a common and

well-known process in several social sciences (e.g., rank distribution of cities in

urban geography, Zipf’s word distribution in textual analysis). It must also be men

tioned that the conclusions offered in the works on world cities remain classic yet

are somehow deceptive: Using so-called innovative methods to show that Paris,

London, New York, and Tokyo are the main world cities appears to contribute little

to geographical knowledge (Rozenblat & Melançon, 2007). More noteworthy is the

interest some physicists are taking in spatial networks and models and the methods

proposed to analyze them (Barthelemy, 2011; Gastner & Newman, 2006). Methods
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from social network analysis were less widely adopted by geographers, but several

recent papers have indicated the use of the block model and equivalence (Drevelle,

2013), density and nodes centrality measures (Comin, 2009; Maisonobe, 2013), and

k-cores to reveal a world center–periphery structure (Van Hamme & Pion, 2012).

Once again, the emerging hybridization of disciplinary traditions appears quite

interesting for geopolitical studies. It does not mean that network analysis is the

only way to study conflicts or patterns of relations between actors, whatever the

level of analysis. However, it is worth considering that, for some specific questions,

network analysis can reveal unexpected facts and trends.

In summary, network analysis appears to be of major interest for geopolitical

studies, especially when one is investigating power and hierarchy among actors. In

the following sections I describe the investigation of patterns of relations among

actors in the United Nations GeneralAssembly (UNGA), using network analysis to

test whether political regionalization is taking place on a world scale.

A Relational Approach to the United Nations General

Assembly

Since the 1950s, and especially at the zenith of the behaviorist school of interna

tional relations (1960s and 1970s), a long tradition of United Nations (UN) studies

has explored relations between actors, consequences of decolonization, the rise of

ideological groups advocating a more equitable economic system than the existing

one, the socializing effect of UN sessions, and the specific position of states in the

UN system (although this list is far from exhaustive). The existence of blocs,

regional or ideological, in the UN system, particularly in the UN GeneralAssembly,

triggered a profusion of books, reports, and papers, mainly in the Anglophonic aca

demic sphere. Proposing even a short overview of this literature would hardly be

feasible, even if the scope were limited to quantitative approaches (for a good start

ing point, see Beauguitte, 2011).

The UNGA is of significant interest for researching political geography. During

a session, nearly all the world’s political actors exchange ideas, discuss problems,

confront each other, and attempt to assemble the pieces for more efficient world

governance. Network analysis appears relevant mainly because decisions in the

UNGA involve discussions, negotiations, and relations between actors, and there

are documents available from which to draw the relational pattern between these

actors. Of course, data collected reflect only the final step of dialogue, and the ways

to achieve agreement among actors are generally unknown. At least three mecha

nisms have been identified in the literature: free agreement (two actors are like

minded on a specific topic), bargaining (A votes yes on this topic if B votes yes on

another topic), and pressure (A must vote this way to get financial support from B).

A well-known example of bargaining is the relationship between the Arab League

and the African Union. Since the 1970s, the African Union has supported Arab
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League positions on Palestine, whereas the Arab League has supported the African

Union’s position on economic development. Examples of pressure are less well

documented but are occasionally mentioned in the minutes of the meetings, albeit

without precise targets. Before examination of the voting behavior and speech pat

terns in the UNGA, a short review of the UN system seems appropriate to justify

some methodological choices.

Studying the UN System from a Geographical Point of View

TheUN organization can be considered a relational system and a bureaucratic orga

nization at the same time. First, positions of actors in the UN system depend on the

relative positions of other actors. Moreover, an actor’s behavior in one specific

organ can in certain cases be explained by the position of this actor in another organ

of the UN system. One familiar example is the voting behavior of the United

Kingdom and France in the UNGA—they often vote differently from other member

states of the European Union (EU)—behavior that can be explained only by their

permanent member status in the Security Council. Another relational aspect relates

to the possibility of action in the UN system in general and in the UNGA specifi

cally:Any decision involves a dense network of relations with other actors, with all

decisions being adopted by consensus or majority.

But the UN system is also a bureaucratic organization where the behaviors of

actors are highly predictable (needed to strengthen cooperation), where stability

outweighs evolution, and where reform is always a long and costly process. One of

the most famous examples of this bureaucratic aspect is the reform of the Security

Council, which generated hundreds of speeches, reports, and recommendations but

not one single concrete decision.

Since its creation, the UN system has been extensively studied by academics,

especially by North American academics in the fields of political science and inter

national relations—the U.S. government has always paid a great deal of attention to

UN activities and has financed numerous research projects. Geographers have paid

scant attention to the UN’s decision-making processes. However, at least two

aspects are of particular interest: the geography of cooperation and conflict, and

scale issues related to daily operations. Because nearly all states are represented in

the UNGA, this institution allows one to observe patterns of cooperation on a

worldwide scale, from both dynamic and thematic points of view, and studying

voting behavior provides some valuable geopolitical input.

A brief explanation of the purpose and function of the UNGA seems warranted

at this point. The aim of the UNGA, according to the UN Charter signed in 1945, is

to “consider the general principles of cooperation in the maintenance of interna

tional peace and security, including the principles governing disarmament and the

regulation of armaments” (Charter of the United Nations, Article 11) and to initiate

studies and make recommendations for the purpose of (a) promoting international

cooperation in the political field and encouraging the progressive development of
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international law and its codification; (b) promoting international cooperation in the

economic, social, cultural, educational, and health fields; and (c) assisting in the

realization of human rights and fundamental freedoms for all without distinction as

to race, sex, language, or religion (Charter of the United Nations, Article 13).

When a member state, a regional group, or an ad hoc group of states submits a

resolution proposal to the GeneralAssembly, there can be one of two outcomes. The

first and most frequent one is the resolution’s adoption by consensus without any

vote. Depending on the session, between two thirds and three quarters of all resolu

tions are adopted by consensus.A vote indicates a controversial issue, and member

states have four options (only member states are able to vote): vote yes, abstain,

vote no, or abstain. The last option often indicates a small and/or failed state that

cannot obtain a permanent delegation in the UNGA. It should also be noted that

nearly all states are UNGAmembers: The Holy See and the State of Palestine have

observer status (they can sponsor a resolution but cannot vote), and Taiwan is the

only independent state not recognized by the UN system, a situation due to the

strong and persistent opposition of China.

Geographical Voting Patterns in the UNGA

Studying votes in the UNGA has had a long academic tradition since the seminal

paper by Ball (1951). The main hypothesis is that states that vote the same way on

a vast range of topics are supposedly politically close and like-minded. Kissack

(2007) noted that studying votes has advantages as well as drawbacks, and among

the latter is the inability to infer any cooperative behavior from results obtained. In

other words, in an arena where many resolutions are ritually adopted year after year

over several decades, two states can exhibit the same voting behavior without hav

ing any actual relation. However, in an arena where two thirds of the resolutions are

adopted by consensus, putting an issue up for vote already indicates a lack of con

sensus. Whereas a similar vote does not necessarily imply a close relation, a dis

similar vote conversely indicates opposition between two actors. When dozens of

votes are considered, similar voting patterns can infer a relation between a pair of

actors. Moreover, the autonomy of actors is not equally distributed: Some delega

tions have dozens of members (e.g., diplomats, lawyers, and counselors), whereas

delegations from the poorest countries have only two to five members. It is obvi

ously difficult for the small delegations to study all proposed resolutions, to con

sider their legal implications, and so on, and voting behavior will depend on group

directives rather than on national orientation.

For the two sessions considered here (the 42nd and 63rd), voting results were

selected according to (a) resolutions and (b) member states. First, tables recording

all voting results per session were made from the UNBISnet website, which provides

all details of states’ behavior per resolution.2 Then, near-unanimous resolutions

2http://unbisnet.un.org/
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were deleted (less than 5% of no votes or abstentions). The resolution-based selec

tion was motivated by the presence of very specific resolutions on Israel for which

only Israel and the United States voted against or abstained. These two states are

clearly peripheral in the UNGA, and including these votes would not provide any

supplementary information. The second selection, based on member states, com

prised those states that were often absent and not able to vote. Keeping the threshold

used in previous studies, I chose to delete states that did not participate in at least

30% of the votes. Failing to omit these states would produce a group lacking politi

cal consistency. The final tables included 158 states and 145 resolutions for the 42nd

session (1987–1988) and 178 states and 68 resolutions for the 63rd session (2009–

2010). These basic measurements are congruent with the general trend in theUNGA

in this period: a rising number of member states (with the addition of former

Eastern-bloc countries in the 1990s and many small states in the 2000s) and a

diminishing number of resolutions put to a vote.

Several network approaches can be used to study voting behavior in the

UNGA. The most common method is to create a multibipartite state-resolution

graph and to transform it into a state-state similarity matrix with range values from

0 (two states always vote in a different way) to 100 (two states always vote the same

way). One issue concerns the threshold process because finding a value suitable for

different sessions seems challenging. The solution proposed by Beauguitte (2011)

was to choose the same statistical threshold for all similarity tables in order to allow

comparison. However, transformation from continuous to discrete values remains

quite unsatisfactory. Although some authors proposed this approach in the 1960s

(Lijphart, 1963), multivariate analysis (mainly principal component analysis) soon

became the canonical method of handling this data.

An alternative option that allows keeping link weights is to adopt a variation of

the CONCOR method adapted for valuable matrices; the classification procedure

groups together states that have the same relational profile. Figure 5.1 shows the

regional structure based on voting behavior before the end of the Cold War (42nd

session, 1987–1988), and Fig. 5.2 reflects the situation in 2010 (63rd session, 2009–

2010). The considerable cluster inertia is quite surprising but confirms results

obtained in previous research (Voeten, 2000). Even today, there is one Northern

bloc in opposition to one Southern and Eastern bloc. In 2009 the East appeared

smaller because eastern European countries began to behave like western ones—

adhesion or application to the EU—but the main fracture between developed and

less developed countries continued to be the dominant pattern. The voting pattern of

Turkey, one of the few countries showing a marked change, was becoming more and

more like that of western countries. The cluster inertia is also related to the structure

of resolutions voted upon in the UNGA. The Israeli–Palestinian conflict is the sub

ject of more than one third of all resolutions voted upon in each session. Regarding

this issue, the West strives for a balanced stance, whereas other members share a

pro-Palestinian approach, which partly explains their cohesiveness. In 2009 there

appeared a tiny group of small developing island states that tended to vote like

Southern-bloc states, except when resolutions concern global warming.
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Fig. 5.1 Political regions in the UNGA in 1987 (42nd session). From UNBISnet (Performed by

Philcarto. Design by author)

Fig. 5.2 Political regions in the UNGA in 2009 (63rd session). From UNBISnet (Performed by

Philcarto. Design by author)
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This clustering approach is of particular interest because it is able to sum up

thousands of statements, speeches, and resolutions in order to produce an artificial

map of political regions. The map does not necessarily signify that two member

states in the same group always behave in the same way or share common views on

the vast range of topics examined in the UNGA. However, it does provide an initial

delineation that should be kept in mind for in-depth study.

Other approaches appear valuable and can provide relevant results, such as

investigating resolutions’sponsors by topic or similarities among resolutions to see

whether or not the same type of resolution (on human rights or economic develop

ment) tends to produce highly interconnected graphs. However, studying voting

behavior provides only a partial picture of relational patterns in the UNGAbecause

only one third of resolutions are included.

Whereas studying voting behavior is a traditional way to view relations in the

UNGA, the study of speeches remains less developed even though the General

Assembly can be considered an arena of words rather than decision-making. Each

year, representatives from nearly all countries (Taiwan excepted) issue statements

on a broad range of issues, and these speeches can be considered the official posi

tion of those states’governments. But states are not the only speakers, and the study

of speeches supports multiscalar analysis.

Speech Dynamics in the UNGA:A NetworkApproach

Various individuals make statements in the UNGA: representatives of states (nearly

80% of all statements during a session for the period under consideration), repre

sentatives of groups, of institutions from theUN system, and, less often, representa

tives from NGOs (e.g., the Red Cross) or institutions external to the UN system

(e.g., the European Commission). In the last two decades, a change in speech

dynamics has occurred. Groups issued more and more statements on a growing

range of topics, and states’ representatives have supported their statements more

and more often, two patterns that could be a relevant indicator confirming the politi

cal world regionalization hypothesis. Minutes of meetings from 1990 to 2010 were

reviewed to collect all speeches that affirmed “state A supports group a,” and these

data were studied as bipartite graphs. Occurrences of such speeches were trans

formed into a state-group matrix in which each case indicates the number of times

a stateA supported a statement made by a group a. The poor quality of documents

from older sessions prevents automatic word-searching, and data-gathering was

therefore manual and time consuming.
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Table 5.1 Main properties of bipartite state–group network

Session No. of states No. of groups Density Diameter Components

45 (1990–1991) 10 3 .367 3 2

51 (1996–1997) 52 6 .196 6 2

57 (2002–2003) 54 14 .098 7 5

63 (2009–2010) 100 14 .129 6 3

Source: UNGAverbatim records

Statements by Regional Groups and States

Table 5.1 provides a general picture of this phenomenon. The increase in the num

ber of states that support a group’s statements is quite impressive (from 10 to 100 in

20 years), whereas the progression of groups is less marked (from 3 to 14).

Before the graphs from Fig. 5.3 are interpreted, one distinction is necessary

regarding the type of groups investigated. Some groups can be called ideological

because they defend specific points of view on topics examined in the UNGA,

whereas others can be labeled regional because their main ambition is integration at

a supranational level—although some regional formations may indeed be based on

ideological considerations. (The EU, for instance, is based mainly on the liberal

free-market ideology.)Among the initial groups, the Nonaligned Movement(NAM)

and the Group of 77 (now called the Group of 77 plus China) are emblematic of the

1970s at the UNGA, with NAM supporting an alternative political path between

capitalism and socialism and the G77 promoting a new and less disparate world

economic order. These two groups remain active, giving voice to the weakest states

and advancing their claims.

In 1990 (Fig. 5.3, Session 45) the situation was quite simple: The European

Commission was the only group whose statements were regularly supported by its

member states. Although the EC was not the only group to make statements, indi

vidual states did not support statements made by other groups. The other two sup

ported groups (G77 and the least developed countries) can be considered ideological

because they do not promote a regional integration process but defend a more gen

eral point of view based on uneven economic development.

Six years later (Fig. 5.3, Session 51) the situation was not so different, although

there were more member states that supported groups’ statements. Although EU

member states often supported EU statements, most of the links in the component

illustrated on the left reflected ideological considerations (degree equal to 6 for

NAM, degree equal to 9 for the G77 plus China). Nevertheless, the increase in the

number of regional groups in the strict sense (Latin America and the Caribbean, the

Rio Group, and the Organization of African Unity) was notable, and some member

states chose to support one group or another, depending on the topic under

consideration.
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Fig. 5.3 Bipartite UNGAstate-group graphs. ASEANAssociation of Southeast Asian Nations, AU

African Union, CAIS Central American Integration System, CARICOM Caribbean Community, EC

European Commission,ECCASEconomicCommunityof CentralAfrican States,EUEuropean Union,
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The 57th session (2002–2003) shows the growing importance of regional groups

for all member states, European or otherwise. The G77 plus China maintained its

central position, and NAM moved to a more peripheral position. All other groups

that appear affirmed regional integration as one of their main objectives. Once

again, the EU was a component isolated from other countries and included only

member states (and candidates). This picture confirms previous results according to

which the EU is simultaneously one of the most cohesive groups in the UNGAand

one of the most isolated because it is unable to attract support from other actors

(Gowan& Brantner, 2008). The situation in 2009—not reproduced here because the

density of the graph renders it unreadable—confirms this evolution: the rising

importance of regional groups, the rising number of states supporting several groups

depending on the topic examined, and the cohesiveness and isolation of the

EU. Further studies are needed, especially to investigate concrete mechanisms of

cooperation that groups set up to achieve these results. One can assume that this

trend reflects an increasingly pressing need for member states to see that taking

action through a supranational framework is more efficient than taking action as

individual member states. However, major powers—the best example being the

United States, which never appears on these graphs—do not necessarily need

regional groups. When political regionalization occurs, it is primarily for actors

unable to influence world decisions by themselves. Another question concerns how

the UNGA itself functions. As regional groups become more active (sponsoring

resolutions, making statements, and collaborating with one another), will the orga

nization be able to change its procedures to take this dynamic into account or will it

remain a strictly international organ? The fact that the EU recently gained a higher

participation status—EU representatives (rather than representatives of the state

leading the EU) can now make statements and propose resolutions—indicates that

organizational change is possible to reinforce the role of regional groups.3

From Empirical Observations to Models of Cooperation

and Regionalization

A complementary approach to this discursive regionalization dynamic is to build

ideal types based on the expected behavior of actors instead of measuring the expan

sion of phenomena from one session to the next. This exercise is interesting princi

pally because it identifies the relation between actors and their motivations and

Fig. 5.3 (continued) G77 Group of 77, LAC Latin America and the Caribbean, LDC Least

Developed Countries, LDLC Least Developed and Landlocked Countries, NAM Nonaligned

Movement, OIC Organization of Islamic Cooperation, OAU Organization of African Unity, PIF

Pacific Islands Forum, SADC Southern African Development Community, SIDS Small Island

Developing States (Source: UNGA verbatim records. Design by author)

3http://www.unbrussels.org/general-assembly-grants-eu-higher-participation-status.html

(retrieved June 16, 2014)
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Fig. 5.4 Theoretical models of regional cooperation (Design by author)

connects this trend to conceptual inquiries in political geography and international

relations. Of course, as always, models are not claimed to represent reality in all its

dimensions. They are propositions of a simplified structure that depicts main rela

tions between prominent actors. A model can also serve as a guideline to relate

actual evolution to conceptual inquiries regarding relations between actors on a

world scale.

This regionalization trend poses two main questions, one about cooperation and

the other about the scalar level of decision-making. From a thematic and geopoliti

cal point of view, the rise in regional groups can be regarded as the expression of

political regionalization based on cooperation between actors—primarily, but not

exclusively, national ones. This concept is clearly related to globalization as region

alization emerges as a process in which nation states within geographic proximity

take collective measures to cope with problems of global governance…the more

regionalized the world, the more necessary, enabled and willing for regions to

construct connections with each other [sic]. (Song, 2007, p. 67)

This process does not mean the end of bilateral relations or the end of the state

level, but it does involve anew paradigm for comprehendingworld structures (Chen,

2005). One main challenge in the near future will be to improve coordination of

national interests and group dynamics and to engage the main powers (United

States, Russia, or China) in this process. The multilevel scale of governance inside

international organizations also offers a new angle of research. Although member

states continue to get their own agendas into the international forum, their actions

are increasingly constrained by supranational structures. Figure 5.4, which is based

on both theoretical considerations and the data analysis presented in Table 5.1,

attempts to model this process of regionalization, in which four different types of

cooperation emerge.

The four hypothetical graphs in Fig. 5.4 show the evolution from a pure state

centered situation to an ideal regional configuration. These graphs sum up three key

hypotheses on world political regionalization: (a) the presence of regional groups is

increasing, (b) states are using regional groups more and more often to achieve their

aims, and (c) cooperation between regional groups is rising. Of course, the hypotheses
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apply only if the globalization process continues, change that should not be taken

for granted. One can certainly envision a process of shrinking globalization in

which ever more barriers are erected at the state level. The rising anti-European

feeling serves as a reminder that history does not stand still and that social processes

are far from being linear or predictable.

In the first graph on the far left, several groups make statements and member

states make statements, but there are no links between these two categories of

actors. The second graph depicts conflict between two groups that have the support

of their respective members: The EU-versus-the-rest-of-the-world configuration

observed in recent years closely resembles this pattern. It is also the model that best

lends itself to partitioning the political world. The third graph reflects a situation in

which member states, depending on the topic, choose to support one group or

another, which happens with increasing frequency in the UNGA in the case of the

South American and Pacific island states. The final graph models a situation in

which a process of cooperation emerges between regional groups and in which all

statements by the states assume a supranational scale. This ideal is still a long way

off because national interests are predominant among the most powerful states.

Although these models can be helpful for highlighting processes in a specific

arena and for providing points of comparison, they portray only one of many pos

sible progressions. From a thematic point of view, political regionalization is mostly

a weapon of the weak. Since the 1970s, groups have been used by small, recently

decolonized, and peripheral member states in the UNGA, and it is not by chance

that the United States and Russia are not represented in the graphs in Fig. 5.3. Three

major kinds of group relations can be found in the UNGA. Some states do not need

them (United States, Russia), some powerful states use groups only to reinforce

their interests (France, United Kingdom, and China), and some states need groups

to be heard (the least developed states). It seems that two kinds of political region

alization are distinguishable: voluntary and constrained. The first includes wealthy

states aiming to reinforce their position and internal cohesiveness (the EU); the

second subsumes states too weak to influence decisions by themselves. Qualitative

methods are needed to confirm this hypothesis because network analysis does not

allow differentiating these two types of groups.

Concluding Remarks

Is network analysis necessary? Did the results obtained in this study need these

techniques and methods or can they be obtained by other means? The clustering

method used to produce the maps in Figs. 5.1 and 5.2 is not completely satisfactory,

and other statistical multivariate techniques could easily be applied to data on vot

ing behavior. The results arrived at are congruent with those produced by other

means, but the interpretation of classes remains more difficult than with a principal

component analysis, for example. Where scales of speeches are concerned, network

analysis appears much more relevant than votes and reveals patterns of interaction
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not easily identifiable by other means. So the answer is partly yes: Network analy

sis, like any other technique, is not a one-size-fits-all solution. It is able to produce

unexpected discoveries in geopolitical research.

From a geopolitical perspective network analysis seems a useful tool with which

to investigate regionalization processes, for these processes reinforce links—either

cooperative or conflicting—between several types of actors. If the UNGA com

prises mainly states and groups, then several other forums, notably the major

UN-organized conferences, involve very different actors (e.g., firms, NGOs,

experts), and a network approach would be helpful to improve the understanding of

contemporary dynamics in world governance. If geography matters, it is primarily

because spatial proximity appears to favor cooperation. Furthermore, patterns of

relations create political regions of like-minded actors, and discontinuities are likely

to appear between these regions. For instance, a recent study on human rights issues

have revealed the gapbetween Europe,Africa, and the Middle East (Beauguitte, 2012).

Network analysis is ultimately a powerful way to communicate results, although

the readability of graphs needs improving (Bahoken, Beauguitte, & Lhomme, 2013;

Henry, Fekete, & McGuffin, 2007). Last but not least, network analysis also repre

sents an excellent way to cross disciplinary boundaries and encourage discussion

among researchers.
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Chapter 6

(Post)graduate Education Markets

and the Formation of Mobile Transnational

Economic Elites

Sarah Hall

This chapter is set within the resurgence of interest in economic elites across the

social sciences (see, for example, Daloz, 2010; Savage & Williams, 2008). Clearly

understanding the activity of economic elites, including those who work in the

financial services focused on in this chapter, is not an entirely new endeavor within

economic geography and the broader social sciences (see, for example, McDowell,

1997; Thrift, 1994). Building on this work, however, the recent and growing interest

in elites marks the development of a more sustained academic engagement aimed at

understanding not only the background of elites but also the nature of their work and

its significant implications for the global economy. Beyond the academy, this devel

oping interest in elites has received considerable impetus from the 2007 to 2008

financial crisis and the ensuing recession because of how the elites’ working prac

tices, particularly those undertaken by investment bankers in financial services in

the area of securitization (the process of transforming an illiquid asset into a secu

rity), which are argued to have been central to both causing the crisis and contribut

ing to its geographically disparate consequences (Tett, 2009).

Inspired by this growing interest in elites and their working practices, I focus in

this chapter on the role of postgraduate education in facilitating entry into—and

upward career progression within—early-career labor markets in investment bank

ing in London’s international financial district. I take as my starting point the con

siderable attention that has been paid to the role of educational background in elite

formation, led by the work of Bourdieu (1989/1996). The development of this work,

particularly in the sociology of education, has documented how individuals strategi

cally accumulate credentials in order to secure positional advantage vis-à-vis other

job seekers in their chosen labor market (see, in particular, Brown & Hesketh,

2004). I develop this literature by examining how education beyond the first degree
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level (i.e., beyond bachelor’s degree) represents an important means by which early

career financial elites are inculcated into the meanings and competencies associated

with normalized, legitimated business practices in London and into the corporate

culture of their employing firm.

I suggest that these forms of education, alongside the more widely studied forms

of educational background, have important implications for both the spatial and

social mobility of financial elites. My approach advances understandings of the spa

tial mobility (or otherwise) of financial elites. In this respect work on elites has more

generally often labeled them as, for example, a transnational capitalist class (Sklair,

2001) or global elites (Castells, 1996). These labels, and the discourses that sur

round them, suggest a highly mobile group of topologically linked individuals who

are only loosely embedded in topographical space while being situated within par

ticular geographical locations, cities, or regions. However, by focusing on the role

of education in elite formation, I suggest that elites combine elements of both topo

logical mobility and connectedness with topographical specificity because their

working practices and careers are shaped in part by the still largely national educa

tional systems in which they are produced and the distinctive working cultures asso

ciated with different, place-based economies—the international financial centers in

the case of the financial elites I study here. Meanwhile, I suggest that socially the

case of finance demonstrates how many of the networks created through postgradu

ate education continued to be structured along social lines. In particular, mobility

into and within elite financial labor markets remains comparatively limited to an

educational and occupational elite, in spite of the widely held view that the growing

importance of postgraduate education signaled the rise of a more meritocratic global

economy—and City of London in particular—where individuals can succeed if they

invest appropriately in their human capital (Becker, 1994). Taken together, I there

fore argue that postgraduate education is an important but hitherto comparatively

overlooked element in creating financial elites who combine elements of topologi

cal financial networks inseparable from the topographical dimensions of socioeco

nomic practice in financial services.

I develop these arguments over four further sections. In the next section, I exam

ine how work on the role of educational background, particularly in the sociology

of education, can be developed to provide a fuller understanding of the role of ongo

ing education in shaping socioeconomic practice within elite labor markets. I then

introduce the different elements of the postgraduate landscape as they pertain to

financial elites working in investment banking in the City of London. In the final

substantive section of the chapter, I consider the spatial implications of this ongoing

education for a group of early-career financial elites employed by investment banks

often assumed to be unproblematically transnational and highly geographically

mobile. I conclude by reflecting on the implications of this argument for work on

the geographies of elites more generally and on their spatial and social (im)

mobility.
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Financial Elites, Education, and Socioeconomic Practice

in the City

As noted in the introduction, the relationship between educational background and

entry into elite networks has been extensively studied, led by the work of Pierre

Bourdieu (1980/1990, 1989/1996). A central component of this research is

Bourdieu’s identification of three interrelated forms of capital (economic, social, and

cultural) that form an individual’s habitus (Bourdieu, 1980/1990). Work in the soci

ology of education has focused particularly on institutional capital, arguing that it is

gained through the acquisition of education credentials, as well as through member

ship in other formal groups (see, for example, Waters, 2007). However, although

Bourdieu only discusses education explicitly in relation to institutional capital,

research, particularly in the sociology of education, has revealed how education also

plays an important role in the acquisition of the other forms of cultural and embodied

capital as individuals learn accepted ways of being and doing through their educa

tional experiences (Brown, 2000; Brown & Hesketh, 2004; Waters, 2009).

This emphasis on the ways in which institutional, cultural, and embodied capital

is acquired through education has been particularly evident regarding the relation

ship between education and the financial elites focused on in this chapter. Most

notably, in the case of the City of London educational credentials from a small

number offee-paying public schools and elite universities, the University of Oxford

and Cambridge in particular, have been identified as key determinants of successful

entry into London’s financial labor markets prior to the deregulatory changes of Big

Bangin 1986, (Kynaston, 2002;McDowell, 1997). Educational credentials obtained

from these institutions acted as a form of institutionalized cultural capital by indi

cating the possession of the objectified and embodied forms of cultural capital asso

ciated with “gentlemanly” capitalism (Augar, 2001). Indeed, as Thrift (1994, p. 342)

has argued, gentlemanly capitalism was based “on values of honor, integrity, cour

tesy and so on, and manifested in ideas of how to act, ways to talk [and] suitable

clothing” (see also Tickell, 1996). These embodied forms of working in the City

have been argued to have had important implications for how the City was regulated

by dense social networks based on shared educational backgrounds, through which

trust based relationships could be formed (Pryke, 1991). More recent work has

revealed how newer forms of educational credentials continue to reproduce the

importance of the relationship between the educational background-based entry

into financial elite labor markets and the embodied, institutional, and cultural capi

tal needed to work successfully in these environments. For example, Masters of

Business Administration (MBA) alumni networks from leading business schools

have been shown to be an important way of securing upward career progression

within investment banks, especially those headquartered in the United States where

the MBA is more fully integrated into investment banking career pathways (Hall,

2008).

However, despite the acknowledged importance of educational background in

securing entry into these elite labor markets, it is important not to paint a naively
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simple picture in which obtaining credentials from elite educational institutions was

the only way of entering financial services work in the City of London. Such caution

is particularly important given the marked changes in the nature of elite financial

labor markets and work in the City of London that have occurred since much of the

literature on “gentlemanly capitalism” was written in the 1980s and 1990s. Of par

ticular importance for my focus on investment banking labor markets in this chapter

are the changes associated with financial services work during the period of rapid

finance-led growth and innovation in the 2000s (Engelen, Konings, & Fernandez,

2010; Froud, Johal, Leaver, & Williams, 2006). Alongside the growth of new finan

cial products, particularly securitization requiring greater technical competency and

quantitative skills, this period saw elite financial labor markets in London expand

beyond employment in merchant and investment banks to include new forms of

financial intermediation offered by actors including private equity firms, hedge

funds, and sovereign wealth funds (Folkman, Froud, Johal, & Williams, 2007;

Wójcik, 2011). The related diversification and growth in elite financial labor meant

that the old-school-network forms of recruitment based on educational background

could no longer provide the number of elites demanded by financial labor markets

(Leyshon& Thrift, 1997), suggesting changes in the relationship between education

and elite financial work. In particular, these developments indicate that research

needs to focus not only on the relationship between educational background and

financial elites, but also on the ways in which education, including that undertaken

after a first undergraduate degree, was important in securing entry into elite finan

cial labor markets and inculcating individuals into the required skills, competencies,

and new forms of embodied and cultural capital demanded by the changing nature

of the City of London. These concerns form the basis of the rest of this chapter, in

which I draw on the case of early-career investment bankers in examining the inter

section between postgraduate education and everyday socioeconomic practice in

the City in order to better understand the role of education in inculcating elites into

particular working environments and its geographical implications for those per

sons often assumed to be globally mobile financial elites.

Postgraduate Education and Legitimate Elite Financial Practice

Toaddress theseconcerns, I turn toasetof argumentsmadebyBourdieu (1980/1990,

1989/1996) concerning everyday socioeconomic practice, to his work on doxa—an

idea still not widely developed in relation to education (although, see also

Faulconbridge & Hall, 2014). In so doing, my analysis draws on the wider interest

in normalized practice within socioeconomic life as it relates to processes of learn

ing and the reproduction of practices in geographically specific ways (Amin &

Cohendet, 2004; Wenger, 1998). For Bourdieu, assumptions and understandings

about appropriate everyday practice in any given context, or doxa, strongly influ

ence an individual’s actions and thoughts. This insight is important for the argu

ments in this chapter for two main reasons. First, the concept of doxa suggests that
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the everyday socioeconomic practices of financial elites need to be understood in

relation to the geographically specific understandings of what constitutes legitimate

behavior in any given spatially situated economy. This raises significant questions

about the role of education in reproducing these understandings because its part in

inculcating early-career elites into the accepted and legitimated forms of action

within—as regards this chapter—the City of London. Second, and following on,

Bourdieu highlights through his work on doxa the situated nature of elite action. By

considering the situated and co-constitutive characteristics of education and doxa in

a particular field, it becomes possible to highlight the causes of geographically var

iegated elite practice.

The research I present in the rest of this chapter develops these insights by exam

ining the role of post-first-degree (undergraduate) education in shaping the beliefs,

attitudes, and working practices of earlier-career financial elites in the City of

London. In other words, I seek to address in this chapter how education is used to

inculcate these elites into the situated nature of legitimate socioeconomic activity in

London’s financial district. In so doing, I challenge assumptions that education

facilitates the reproduction of a globally homogeneous elite class, entry into which

has become more meritocratic because of the declining importance of educational

background. Rather, I use these theoretical insights to reveal the ways in which elite

financial work combines both topological and topographical components at differ

ent stages in the career life course to enhance social and spatial mobility for some

while restricting it for others.

Researching Early-Career Financial Elites in London’s

Financial District

The analysis below is based on original empirical research conducted with early

career investment bankers and others professionals in London’s international finan

cial district. The research centered around 105 interviews conducted with that can

be broken down into: investment bankers working in London at an early stage in

their careers to discuss their postgraduate education and training experiences (53

interviews including U.K. and non-U.K. nationals); human resource managers in

investment banks in London (6 interviews); educators and managers of for-profit

financial business education firms in London (10 interviews); and lecturers and

managers in international business schools (36 interviews). Interviews were tran

scribed in full and analyzed iteratively, with theoretical frameworks used to guide

the initial coding. All respondents have been made anonymous and unidentifiable in

the analysis below. These interview datasets were triangulated with desk-based

reviews of: investment bank and education providers’ websites to gather informa

tion about the wider educational landscapes available for early-career investment

bankers; business and specialist new providers to document recent developments in

postgraduate education and training in elite financial labor markets; policy



108 S. Hall

documents from U.K. government departments, particularly the Department for

Innovation, Universities, andSkills (DIUS), theDepartmentforBusiness,Innovation

and Skills, and Her Majesty’s (HM) Treasury; and organizations working to support

graduate employability in the United Kingdom, particularly the Higher Education

Funding Council for England (HEFCE).

Education and the Process of Learning the Legitimate

Socioeconomic Practice of a City Financial Elite

As I have documented elsewhere (Hall & Appleyard, 2009, 2011), ongoing post

graduate education for early-career financial elites can be divided into three broad

types, each of which is aimed at inculcating financiers into a particular set of legiti

mated knowledge’s that are deemed important in order to work within investment

banking in the City of London. First, education plays an important role in circulat

ing and legitimating the technical know-how or “calculative devices” (Callon &

Muniesa, 2005) important within the increasingly technical nature of contemporary

investment banking in the City. A second form of education focuses on the “psy

knowledges” (Rose, 1998) deemed important within such labor markets and include

topics such as leadership, while the third form of education concentrates on ensur

ing that early-career investment bankers meet the regulatory clearances required to

offer investment advice in the United Kingdom. At one level, these types of post

graduate educational experience for early-career investment bankers support

unquestioned assumptions about education’s role in inculcating individuals into the

dominant global discourses that surround financial services (on which see Clark,

2011), particularly into its technical and quantitative nature, which has intensified

since the rise of securitization in the 2000s. As one interviewee noted in talking

about a graduate training scheme undertaken with the other graduate recruits at the

employing investment bank:

At the beginning stage, it’s the technical experience, the grounding that we do…it is very

broad; it’s quite theoretical as well. You don’t get the experience of actually applying it.

(Analyst, investment bank, London, June 2008)

This reflects changes to the investment banking business model associated with

the rise of securitization and structured finance. The new approach shifted the

emphasis away from the areas of mergers and acquisitions and consulting that until

then had dominated investment banking in the City (see Augar, 2009), with the

increasingly valued technical know-how and modeling skills supplanting the client

services and client interactions previously so important in an era of “gentlemanly

capitalism.” However, within this education into the language of global finance

(Clark, 2011) here was widespread recognition that education was much more

important than simply facilitating the learning of the key tenets of quantitative

finance. Rather—building here on my earlier discussion on education’s role in

reproducing legitimate forms of socioeconomic practice—it was widely acknowl
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edged to be an important set of activities inculcating new-graduate hires into the

meanings, cultures, and beliefs that legitimate certain forms of technical know-how.

Indeed, one interviewee put it very strongly, arguing that the technical know-how of

quantitative finance in isolation was “irrelevant to your career” (Investment bank

analyst, City of London, London, June 2008). This suggests that postgraduate edu

cation plays an important role in allowing new early-career elites to learn the cul

tural meanings surrounding the implementation of technical know-how in ways

deemed legitimate and appropriate by colleagues, clients, and rival banks within the

City of London. As the following interview summarized:

You obviously need the theoretical background but something I’ve always experienced is

that you have a theoretical background in something so principled, you then have the tech

nical professional [knowledge] in a particular issue but it is almost impossible to remember

that without the practical application as well. So I think they need to be very closely aligned

and you can’t really have one without the other—things that are really important in the

workplace like presentation skills, soft skills, knowing how to approach a client and how to

address them. (Investment bank president, London, September 2006)

Two elements of the way in which postgraduate education inculcates elites into

the legitimated form of socioeconomic practice in the City are particularly impor

tant in this respect. First, education is essential in reproducing the discourse of client

service that is a longstanding component of City-specific legitimate socioeconomic

activity. This form of embodied know-how resonates in some ways with the empha

sis on client service important in discourses of “gentlemanly capitalism” (see

Anderson-Gough, Grey, & Robson, 2000; Clark & O’Connor, 1997; Thrift, 1994).

Evidence of this was frequently commented on, with the following example being

indicative:

I think in general, one of the biggest skill sets that’s required is client facing skills. Just the

ability to communicate clearly and concisely (Investment bank vice president, London,

October 2006).

While socialization into client service is partially achieved through observing

more senior colleagues, postgraduate education also plays an important part, with

education providers devising innovative teaching techniques to facilitate this form

of learning, often also including elements of observation. Of particular importance

in this respect is the use of simulations, in which client-facing situations are enacted

in the classroom using actors and finance firm senior employees. Education provid

ers seek to offer participants opportunities to learn about the meanings and compe

tencies associated with commercially sensitive client advice through a combination

of observation (of both actors and more senior colleagues) and feedback provided

after the simulation by the educators themselves and senior colleagues.

Postgraduate education is also important because it informs new recruits about

legitimated meanings and competencies associated with City practice by inculcat

ing them into specific organizational and corporate cultures referred to by Erica

Schoenberger (1997) as the “social conventions” within firms. These include infor

mal know-how about acceptable workplace behavior and shared interpretations of

the regulatory norms of London’s financial district The importance of this aspect of
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education illustrates that despite the firms’ broadly similar knowledge bases they

seek as competitors to differentiate themselves by emphasizing how their ability to

deliver what would be considered appropriate advice is influenced by strengths

associated with particular, firm-specific cultures of practice. In financial firms, com

pulsory courses for all new recruits are run in-house on a regular basis, sometimes

by senior staff and sometimes by for-profit education firms. This type of education

is concerned with socializing individuals into the organizationally acceptable ways

of using the standard technologies or “calculative devices” (Callon & Muniesa,

2005) underpinning most investment bank transactions. Here competency relates to

knowledge about firm-specific parameters for the particular risk valuation tech

niques to be used (see Hall, 2008).

Such technology-specific education is supported by the wider socialization

objectives of investment banks’ induction programs targeting new-graduate recruits

with the goal of informing individuals about how to fulfill the expectations of both

the City field and the firm’s senior professionals in terms of everyday practice. The

approach is described by the following interviewee:

There is also quite a lot of time dedicated to them instilling and communicating the values

of the company and what is going to be expected of people and giving guidance on the key

values, what it means to be professional, what the standards are, and what you are expected

to project on a day to day basis, so yes, quite a lot of time is spent on that in the beginning.

I think people expect that. (Investment bank vice-president, London, 2010)

Taken together, these elements reveal how postgraduate education is crucial in

inculcating new recruits in investment banks into the legitimated and expected

forms of socioeconomic practice within these elite labor markets. In so doing, post

graduate education moves considerably beyond simply circulating and facilitating

the reproduction of technical know-how within wholesale financial workplaces in

London’s financial district, to include a range of embodied and sociocultural forms

of knowledge.

Societally and Territorially Embedding Early-Career

Financial Elites Through Education

The analysis so far has revealed the central role of postgraduate education in provid

ing new recruits with an understanding of the legitimate meanings, competencies,

and technologies (and their use) associated with City practice. At first glance, this

analysis might be read as a story about the role of education in helping reproduce

elites using practices attuned to the globally dominant discourses that shape the

financial services sector (on which see Clark, 2011). However, although the kinds of

education experienced by early-career elites in the City allows some such attuning

to global investment banking labor markets, education also acts in important ways

to situate City elites in a London-specific mode of practice. These educational activ

ities suggest that in addition to facilitating entry into the topological networks
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characteristic of financial elites and elites more generally in a process well docu

mented in the literature, postgraduate education also serves to societally and territo

rially embed financiers, temporally at least, in particular national and city-specific

international financial districts. This involvement demonstrates how the topological

and topographical are entwined within financial elite labor markets, as well as the

role of education within this. In the following, I draw attention to two ways in which

postgraduate education serves to embed early-career financial elites into the U.K.

national economy and the City-specific international financial district in London in

particular: first, briefly, by examining the role of education in inculcating elites into

the regulatory frameworks of London and the United Kingdom; and second, by

examining the intersection of what remain predominately national education sys

tems with the more transnational qualities of elite financial labor markets.

Beginning with geographically specific financial services regulatory frame

works, postgraduate education gained importance because it provided individuals

the opportunity to study for the credentials needed to practice as a financier and to

offer investment advice in the City. At the time this chapter’s research was under

taken, this meant being registered with the Financial Services Authority (FSA) in

the United Kingdom, as the following interviewee summarized (for a fuller discus

sion of this element of postgraduate education geographies see Hall & Appleyard,

2009):

TheFSA exams basically mean I can work in the United Kingdom—if I work overseas then

I’d have to go through a similar process—it’s not necessarily a huge problem but it does

mean for the moment I’m really a British banker and there would be some delay in terms of

me generating revenue if I move to Dubai. (Investment bank vice president, London, 2010)

Beyond this regulatory element, the second way elite education served to embed

financiers into particular forms of practice and associated career pathways was

through its relationship to the broader national education landscape in the United

Kingdom. In this respect, although financial labor markets are often assumed to be

global in scope, a significant proportion of new recruits to the City come from the

United Kingdom. These individuals typically hold undergraduate degrees from

either Oxbridge or the Russell Group, a collection of 24 of the most research

intensive and selective universities in the United Kingdom. This fact poses impor

tant questions about how a predominately national education system intersects with

the more global nature of elite financial labor markets and what the implications of

this are for early-career financial elites working in investment banking in London’s

financial district. As Brown and Hesketh (2004, p. 23) argue in regard to graduate

labor markets more generally:

Some occupational elites operate in a global rather than a local context, but they accumulate

elite credentials and other cultural assets within national and local contexts. How domestic

competitions are organized continue to be important to understanding the fates of the even

tual winners and losers.

In the case of finance, one of the most distinctive features of the U.K. university

system impacting how early-career elites enter financial labor markets are the

numeracy skills required by the increasingly technical nature of investment banking
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work. While earlier generations of investment bankers in the City held degrees in a

diverse range of disciplines, throughout the 2000s the recruitment strategies of

investment banks favored the hiring of individuals holding undergraduate—and

increasingly master’s and Ph.D—degrees in numerate subjects, notably mathemat

ics and physics (Hall & Appleyard, 2009; Wilmott, 2000). This preference was

driven by a growing need for numerate graduates to undertake the financial model

ing and analysis underpinning the securitized financial products dominating the

investment banking business model in the 2000s (see also Ho, 2009 on the case of

Wall Street, New York). However, investment banks have become increasingly con

cerned about the skills of U.K. educated graduates and their ability to meet the

operational needs of investment banks, reflecting wider concerns surrounding the

skill sets and employability of U.K. graduates, particularly in science, technology,

engineering, and medicine (STEM subjects, on which see CBI, 2011; DIUS, 2009).

As the following interviewee summarized:

I guess very generally there has been actually a problem with British students coming into

banking. We find that they are just not coming through the interview process or screening

process and I think that’s probably true across the board of most banks. (Human resources

director, investment bank, London, September 2006)

As a result, in an effort to enhance students’ positional advantage within increas

ingly competitive financial labor markets, postgraduate education for U.K. gradu

ates entering finance increasingly concentrates on sharpening those numerical skills

that employers feel undergraduate education has left underdeveloped, The nature of

postgraduate education for investment bankers has become tailored to reflect both

the wider educational landscape of the United Kingdom in which it is situated and

the labor market demands made of domestic and international new recruits into

investment banking, as this example shows:

Because we can’t always get the technical skills we want domestically, increasingly we hire

international graduates on that basis but then recognize that we might need to invest a little

more in their soft skills and their expectations about working in the City. That’s not to say

we only hire internationally, not at all, but we know that the needs of analysts tends to be

different depending on where they studied for their first degree, so, we’ll work with talented

U.K. hires to develop their technical skills, using specialist courses and that kind of thing.

(Human resources director, investment bank, London, 2009)

In conjunction with education aimed at meeting the regulatory clearances needed

to practice as a financier, postgraduate education thus serves as an important set of

activities not only by facilitating the mobility of individuals into elite financial labor

markets but also by serving to—temporarily at least—limit their mobility and ter

ritorially and to embed them societally in the legitimate forms of socioeconomic

practice associatedwith theinternational financial centerwheretheywork (London’s

financial district in the case of this chapter). Indeed, interviewees’ frequently com

mented on the ways in which they had to use training and orientation sessions to

learn about working in other financial districts in order to overcome some of this

geographical stickiness, as the following example demonstrates:
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After my initial training in New York, I was then sent on, I think, six rotations where I was

working for a short period in different functions globally. It was all about learning through

doing, getting a feel for the working culture, the hours, the dress, how you handle clients

and of course colleagues. But that wasn’t just in London even though that is where I work

now. (Investment bank vice president, London, 2009)

Taken together, this suggests that postgraduate education plays an important role

in inculcating early-career financial elites into the topological networks and the

more topographical requirements of working in London’s international financial

district. Indeed, these multiple spatitialities have become increasingly marked as

elite financial labor markets demand ever more quantitative skills from graduates,

something that has not been a historic strength of the U.K. education system pro

ducing many of the early-career elites.

Conclusions

This chapter has taken the growing interest in economic elites as its starting point to

examine the comparatively neglected role of postgraduate education in facilitating

entry into and upward mobility within elite financial labor markets in London’s

international financial district, particularly in its investment banks. Much of the

attention to date has emphasized the role of educational background at a smallnum

ber of elite, fee-paying public schools and universities in the graduate recruitment

process and the importance of the shared educational experience in the development

of trust-based relationships between bankers and their historic regulator, the Bank

of England, in the City of London (see Pryke, 1991). The research presented in this

chapter builds on these insights to sharpen the focus on the significance of ongoing

education beyond the first degree and second schooling in shaping the nature of

socioeconomic practice in the City. In this regard, I have argued that training early

career elites in the technical know-how required to work in investment banks in

London’s contemporary international financial district is only part of the function

these forms of educational experiences fulfill. Rather, education within investment

banks through graduate training schemes and that provided by specialist business

education providers plays an important role in inculcating new investment bank

employees into the expected and legitimated practices, meanings, competencies,

and cultures associated with working in investment banking in the City of London.

The wider significance of this chapter is twofold. First, theoretically, the analysis

reveals the value of extending work on the sociology of education beyond the exist

ing focus on the multiple forms of capital reproduced through educational back

ground to include questions raised by Bourdieu’s wider concepts of field, habitus,

and doxa. By examining what these concepts reveal about practice, this chapter has

begun to develop a valuable approach for considering how education within elite

occupations not only plays an important role for individuals in securing entry into

labor markets, but also serves to (re)produce understandings of legitimated forms of

practice. In particular, and in relation to the focus of this book more generally, such
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an understanding is important because it challenges assumptions that investment

bankers are a globally mobile, homogeneous financial class. Rather, education plays

an important role in embedding (see Hess, 2004) them societally and territorially in

the distinctive cultures of particular financial centers at different points in their

careers. This finding reinforces recent arguments in economic geography that the

topological nature of financial networks cannot be separated from the topographical

dimensions of socioeconomic practice (see Pike & Pollard, 2010).

Second, empirically, by focusing on the educational experiences of early-career

elites, the analysis here has revealed the need for work on corporate and industry

cultures and practices to study more carefully on the role of postgraduate educa

tional spaces in the (re)production of situated practices. This is important because

the cultures of practice within elite work have been the subject of considerable

media and popular debate concerning their continued exclusionary tendencies and

the implications of this for the possible growth trajectories of the global economy

following the financial crisis (Cabinet Office, 2009; Treasury Committee, 2010). In

this respect, it would appear that claims of the end of “gentlemanly capitalism” has

heralded a more meritocratic City where upward career progression is equally avail

able to all recruits provided they invest appropriately in their human capital through

further postgraduate education and training have been exaggerated. Rather, indi

viduals are involved in obtaining training and using it strategically to enhance their

employability and positional advantage relative to other early-career elites in what

remain highly competitive elite labor markets. This suggests that further postgradu

ate education might represent an important site of intervention if political aims to

alter the culture of the City and render it more meritocratic and sustainable in terms

of its financial practices are to be fully realized.
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Chapter 7

Organized Mobility and Relational Turnover

as Context for Social Mechanisms:A Dynamic

Invariant at the Heart of Stability

from Movement

Emmanuel Lazega

Movements following paths that Harrison White (1970) calls “vacancy chains”

(p. 17) can be seen as forms of rotation across systems of places that are often

socially organized circuits.1 White calls such movements “mobility in loops”

(p. 380). From his structural perspective, not all loops or systems of places are nec

essarily visible to the actors involved, or even to managers of organizations who

track, measure, and sometimes steer other people’s careers. Internal or external

labor markets were the first contexts White (1970) identified for such circuits. These

loops are also the daily focus of attention of lay citizens and professional observers

alike, representing revolving doors for a wide range of actors. That group includes

high-status people between the business world and government—from investment

banks to the Treasury, for example. It is composed partly of workers subjected to

employment “flexibility” and struggling step by step to make the necessary moves

a reality while keeping limbos between jobs as short as possible. It also encom

passes managers rotating their employees and themselves from one service to the

other in the company, as with associates assigned to different partners and clients of

the firm in successive and heterogeneous task forces. It consists, too, of directors

moving from one corporate board to the other in a closed chain, and of sales repre

sentatives participating each year in dozens of recurrent and similar trade fairs of

their industry (Brailly, Favre, Chatellet, & Lazega, 2015). Many analogous circuits

1The term place is used here in a general sense to refer to a location that can be occupied by an

individual in any formally organized circuit, which can be geographical, organizational, or both. It

is to be distinguished from the term position (White, Boorman, & Breiger, 1976)—a set of struc

turally equivalent actors called a “social niche” (Lazega, 2001, p. 25) when the ties between actors

in the position are dense. A position makes sense in a system of positions (or niches) that differs

from, though always combined and coevolving with, the system of places (Lazega, 2013). Space

(contiguity) and network (connectivity), for example, are both different and related.
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exist around and beyond labor markets as well. Migrants in comparatively wealthy

countries attract people from the same place of origin and sometimes return there

after having been overused to sweep floors and dig holes. Students can spend semes

ters pursuing their curriculum in universities of different countries before returning

to their alma mater. Geographers and sociologists can ultimately examine broad

residential forms of mobility of individuals and entire communities. By doing so,

they see, for example, mobility in loops of neighborhoods or as life-cycle-related

mobility of young adults moving together into new places, then to bigger places

when they have children, then to smaller ones when the children leave home.

Sociologists have also looked independently at turnover in networks of personal

relations. In an increasingly rich body of literature, they have described and mod

eled relational turnover, using statistical tools designed to deepen the understanding

of network dynamics (Snijders, 1996; 2005). Relational turnover is defined in this

chapter as the set of changes observed in an actor’s relationships between two

moments in time (e.g., the creation or addition of new relationships, the destruction

or disappearance of previous relationships, and the maintenance of relationships).

Dynamic models of coevolution of behavior and networks are based on analyses of

this relational turnover in members’profiles and in the composition and structure of

the collective. When people close their eyes and ignore a situation marked by con

flicts of interest, is it because they have become friends with someone who tends to

do the same thing and influences them in that direction? Or is it because from the

outset they chose friends from among people who, like themselves, close their eyes

when confronted by situations of this kind? Often, both answers are true, but each

effect has a relative weight that can be measured only by observing and analyzing

behavioral changes and relational turnover over time. Without such analyses of

coevolution of behavior and relational turnover, intuitions about concerted igno

rance as a complex phenomenon, i.e. difficult to observe, remain poor and explana

tions of this phenomenon as a social process remain untested.2 The act of changing

structural forms and relational infrastructures triggers changes in social processes

downstream. All the main social phenomena, such as solidarity, exclusion and dis

crimination, social control, conflict resolution, learning, socialization, regulation,

and institutionalization, have a relational dimension, are a function of relational

infrastructures, and reshape structure, at least opportunity structures.3

2In many ways work by Snijders (1996, 2005) strongly reflects the best social science epistemo

logical practice in which researchers measure, formalize, and model the coevolution of behaviour

and interdependencies, of interdependencies and conflicts between actors, both individual and

collective. This approach compares models against reality and measurements of reality, but also

inspires new intuitions about realities too complex and difficult to observe directly. In short, mod

els, measurements, theories, and the object of analysis coevolve.

3The list of social processes that facilitate collective action between status competitors and that can

be modeled by network analysis is indefinite (i.e., there is no finite list of these processes) because

no social processes exist without a relational dimension. Relational processes that characterize

collective action undertaken by interdependent entrepreneurs have been the object of neostructural

formalizations: integration, assimilation, cooptation, balance of power, evaluation of product qual

ity, exploitation, extraction of economic performance, discrimination, and desolidarization. These
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Often overlooked in the literature, however, is the systematic, recursive, and

transformative link between the two realities—mobility (rotation) across systems of

places and relational turnover—and that link’s implications for social life. There is

a connection between movement and human relationships, for actors switch places

in these circuits and change occurs as a consequence, at least in part, in their respec

tive sets of relationships—and, by extension, in their relational capital. In addition,

the latter change affects the evolution of the system of places itself, an evolution that

is apparent only if places are regarded not as purely contextual and exogenous but

rather as endogenized by members themselves and thus as endogenous to the mech

anisms under study. The connection between movement and relational capital is

often explored in detail in specific areas of social life. Migration networks, for

example, are prototypical. When members of a family migrate across continents,

separations between them and the family remaining in the country of origin are

often devastating for individuals and social communities. The focus in studies on

their situation is therefore justifiably on coping with the costs of leaving families

behind, on marginality, loneliness, and the creation and management of new rela

tionships by agents striving for their own or their children’s social mobility and

assimilation. But the mechanics and social costs of this link also deserve explora

tion, as do the effects that such movements have on the structure and governance of

the system of places. It is about the stability and change of the system and the

opportunity structure that it represents for its members.

The structuration, or transformation, of organized mobility and relational turn

over (OMRT) may be called the complex dynamics that lead individuals and orga

nizations to change part of their relational and social capital as they switch places in

relatively closed, partly overlapping loops, whether formally institutionalized or

emergent. These dynamics trigger social processes that may, under specific circum

stances, reshape the initial opportunity structure of some members of the setting but

not that of others. Each domain of social and economic life and every field of atten

dant research in the social sciences has its OMRT structuration processes. I define

OMRT structuration as the dynamic link—as mediated by “dynamic invariants”—

between places and positions. I use the label organized to qualify mobility, for both

social actors and the social system create paths and rules for movements that are not

allowed to be random. Whether physical or social or both, these linked, articulated

movements and changes are fundamental to social structure and social order in the

processes, which together contribute, for example, to cooperation between competitors, remain

separate only for analytical purposes. They are dynamically linked, as by retroactive effects. The

redefinition of rules can engender new solidarities. Normative beliefs produced by the regulatory

process influence choices of advisors and, hence, learning, among other processes. Controversies

in part energize the evolution of structures that facilitate collective learning. They contribute to the

endogenous formation of the constraints that actors can then consider legitimate or not legitimate

and that they submit to more or less voluntarily. Research is only just beginning on the manner of

connection (articulation) between these processes and the forms of social discipline that they cre

ate (see Lazega, 2009; 2012).
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organizational society (Perrow, 1991).4 They are created by the social organization

of these milieus and end up, under conditions that remain to be spelled out, restruc

turing these milieus, taking some members somewhere and others nowhere.

Dynamics of OMRT are not simply a recursive and alternating movement between

two separate poles influencing each other while competing in doing the same thing.

OMRT dynamics involve more complex evolution because they have an impact on

fundamental social processes. These processes all have a relational dimension, and

all depend on relational infrastructure that facilitates their deployment (Lazega,

2001, 2003, 2012).

A neostructural approach to the relationship between behavior and position in

the social structure takes these dynamics into account and provides this endogenous

understanding of social change and system stability.5 From this perspective, posi

tion in the structure is not a static place in a static order. It results from specific

social dynamics. These dynamics can be approached through the notion and mea

surements of relational infrastructures, i.e.social forms in the sense meant by

Simmel (1908/2009). At least two such forms are needed to position actors in the

structure, describe their attempts to modify their opportunity structure, and explain

the deployment of generic social processes that help them, as members of a collec

tive, deal with the pitfalls of collective action (e.g., freeloading and crowding in the

production and consumption of collective goods). The two social forms are niches

and status, which represent underlying social differentiations, horizontal and verti

cal, in the social space. It is not surprising that status as a social form is key to the

deployment of social processes. In general, sociological theory, status refers to a

member’s relative position in the formal hierarchy of the group, as well as in its

internal networks of exchanges (Blau, 1964; Hughes, 1945; Lenski, 1954; Merton,

1957). Members’ status can be understood as a translation of their present and past

contributions to the group’s cooperative system into a right to participate actively,

and sometimes to lead. Sociological classics have long stressed the salience of many

dimensions of social status and social approval. Weber (1924), for example, distin

guished between three—economic (based on the control of production apparatus),

social (based on honor and prestige derived from birth and from human capital, or

education), and political (based on control of the state apparatus)—which can over

lap in stable economic conditions.

4The term organizational society has several dimensions. According to Perrow (1991), it means

that large-scale public or private organizations “absorb” (p. 726) societal functions that can be

performed by communities. It also means that a system of interdependent organizations interlinked

at the mesolevel in a multilevel network shapes the opportunity and constraint structure of citizens

by coordinating, for example, various forms of opportunity-hoarding (Tilly, 1998). Lastly, the term

organizational society is a metaphor for the tendency of individuals to act at the individual and

organizational levels simultaneously and for the observation that domination (in the sense meant

by Weber, 1924) is linked to the control of organizations as “tools with a life of their own”

(Selznick, 1949, p. 24).

5Contemporary neostructuralism is different from the structuralism of the 1960s in that the former

draws on a theory of individual and collective action to articulate structure, culture, and agency

(Archer, 1988; Lazega& Favereau, 2002).
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This chapter focuses on status to theorize the relationship between OMRT

dynamics and social processes, in particular collective learning. In neostructural

vocabulary social processes differ from OMRT dynamics. In a collective of interde

pendent members, social processes are combined and iterated actions and interac

tions that help these members manage the dilemmas of collective action by

constituting a form of social discipline that the same members consider to be legiti

mate, at least temporarily. OMRT dynamics are the micro- and macrophenomena

that shape and reshape these social processes and can be considered as being among

the determinants thereof. The process taken as an example in this chapter is collec

tive learning. In this process status is a central relational infrastructure (Blau, 1964;

Krackhardt, 1990; Lazega, 1992). Indeed, the quest for status (an individual’s

importance) in the collective, which presupposes participation in status competi

tion, is another way of seeking to modify one’s opportunity structure to one’s advan

tage. Social status is an inevitable basis for strategies intended to modify opportunity

structures. In effect, the multiple dimensions of social status can be measured as

concentrations of different kinds of resources. Network analysis offers measures

(essentially, centrality and prominence), that identify heterogeneous and endoge

nous forms of status (and not simply exogenous forms as in Weber). From a more

endogenous perspective, a person can achieve status in many local ways, such as by

demonstrating great competence, assuming administrative responsibilities, gaining

popularity, concentrating various sorts of specific assets, or even receiving the

endorsement of members with status. Status competition paves the way to a man

date to represent the collective, control resources, gain authority, and define the

terms of social exchanges, but also to protect one’s regulatory interests and partially

resist being thrust from “above” into overt competition.

Status will thus help construe and measure these dynamics for an indispensable

process of collective action and social life in communities in which it is a nota

ble relational infrastructure: collective learning. This example will illustrate

that such infrastructures have a salient role in linking OMRT and social processes.

Theorizing these dynamics shows that geographers, historians, and sociologists

have a strong interest in collaborating in research onOMRT structuration and on the

social costs it entails.

Illustration: A Spinning-Top Model of Collective Learning

It may be useful to start this exploration with an empirical case study that illustrates

some of the complexities of OMRT dynamics. The research was used to explore the

OMRT model and permits a look at intraorganizational learning networks at the

intersection of the sociology of organizations, economic sociology, and the sociol

ogy of law. Intraorganizational learning has been considered a significant process in

organizations ever since the publication of March and Simon’s (1958) perspective.

The relevance of studying this process has grown with the number of knowledge

intensive organizations, which thrive on innovation, and with the concomitant
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search for new competitive advantages. Learning as a relational and interactive pro

cess can be captured through the study of advice networks. In organized contexts it

is usually possible to consult with someone through social exchange in whichmem

bers obtain advice in exchange for recognition of the advisor’s status and authority

(Blau, 1955), which can be called epistemic status. Members with epistemic status

usually have hierarchical authority, professional authority, or expert authority, if not

two or even all three of these forms of authority combined (Lazega, 1992).6

The case is based on an organizational and longitudinal network study of advice

seeking among judges at the Commercial Court of Paris. The French Commercial

Court is a judicial, local, first-level consular jurisdiction dealing with commercial

litigation and bankruptcies in the French economy.7 Its judges are unpaid lay volun

teers from the local business community, and they are expected to pool their experi

ence and knowledge of business practices and customs in order to find solutions to

conflicts therein. They are elected or coopted for 2- or 4-year terms (but no morethan

14 years) by an electoral body composed of other judges already sitting at the same

court and by representatives of the trade associations of the Chamber of Commerce

of their local jurisdiction. Most consular judges remain for the whole 14-year tenure,

allowing social groups to form and be sustained within the organization. Of the 156

consular judges at the Commercial Court of Paris in 2005, 38% were bankers and

insurers, for the financial industry is currently the only one that can afford to send

large numbers of senior managers to perform as judges in such an institution (see

Lazega, Lemercier, & Mounier, 2006; Lazega & Mounier, 2009, 2012; Lazega,

Mounier, Snijders, & Tubaro, 2012; Lazega, Sapulete, & Mounier, 2011).

The court is composed of 20 specialized and general chambers dealing with

bankruptcies and widely diverse forms of commercial litigation (such as corporate

law, European Union law, international law, unfair competition, multimedia, and

new technologies). It handles around 12% of all the commercial litigation in France,

including large and complex cases for which companies decide not to go to arbitra

tion courts. The consular judges rotate annually from one chamber to another. The

policy of rotating judges across the chambers is intended to prevent corruption and

6Expert authority can be defined as professional authority exercised among nonprofessionals, i.e.

by sharing minimal knowledge for action with the latter across the professional/lay boundary.

7An explanation of the term consular is in order. The consulat was a mode of urban government

practiced in the Middle Ages in the southern part of the Kingdom of France by cities with a right

to self-administration and self-defense. Consulatus is a noun formed from consul, meaning “coun

cil.” The word referred to a community’s ability to deliberate in an assembly (likewise called the

consulat.). Urban communities governed by a consulat could call themselves cities. All had mar

kets, and many had fairs. In a régime consulaire the community governed itself through consuls,

who varied in number and qualification. Merchants organized as socially distinct guilds occupied

a pivotal place in the régime consulaire. Drawing on the lex mercatoria (commercial law), they

managed to negotiate, with the emerging French state, something akin to joint regulation of their

business activities within the consulat framework: Their local self-regulation was to be founded on

the state’s sanctioning power. The state, whose own administration was still embryonic, may para

doxically have seen this cooptation by local merchants as a means of further extending its central

control over the country.A major component of the consular regime is the tribunal de commerce,

or commercial court, whose purview evolved over time.
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conflicts of interests (as could occur if judges were to comefrom the banking industry

and concentrate in bankruptcy chambers).

Tasks are complex, and judges have discretion in many areas of business law.

Disagreements over solutions to many legal problems abound. Commercial litiga

tion varies, with conflict resolution often depending on knowledge of the specific

business and industry in which the conflict has arisen. To manage these uncertain

ties intraorganizationally, the judges are keen on seeking each other’s advice, draw

ing on their professionally heterogeneous set of colleagues. When a judge coming

from the hotel industry must decide in a case brought by two opposing banks, for

example, she has many banking-sector colleagues with whom she can consult about

customs and current issues in the financial industry or about banking law.

Data for this chapter was gathered at three points in time (fall 2000, fall 2002,

and fall 2005). All the judges were interviewed face to face about their advice

seeking among each other. The following name generator was used:

Here is the list of all your colleagues at this Tribunal, including the President and Vice

Presidents of the Tribunal, the Presidents of the Chambers, the judges, and “wise men.”

Using this list, please check the names of colleagues from whom you have asked advice

about a complex case in the previous two years or with whom you have had basic discus

sions outside formal deliberations in order to elicit a different point of view on it.

Ahigh average response rate (87.1%) over the three stated periods made it possible

to reconstitute the entire advice network (outside formal deliberations) among

judges at this courthouse at each point in time. The number of judges at the court

from 2000 to 2005 varied from 151 to 156.

Longitudinal analyses of the advice network among these lay judges have facili

tated a close look at the structural factors that explain relational turnover in the

network—that is, the creation of new ties and the discontinuation of previous ones.

This work was based on Snijders’s (1996, 2005) Siena models of dynamic analysis

of the evolution of this network (see Lazega et al., 2006; Lazega et al., 2012). They

tease out a cyclical process of centralization and decentralization in the network

over time. Movement in this organizational system of places, change in the system

of places, and the attendant emergence of status are all visible in this cycle of cen

tralization–decentralization. Through these cyclical dynamics individuals eventu

ally attain epistemic status and displace incumbent status-holders at the top of the

hierarchy. Such evolution helps reproduce the persistent organizational structure

and characterizes the continuous collective learning process in the organization.

OMRT Transformations as Determinants of Collective

Learning: Cyclical Dynamics of Advice Networks

An advice network represents a set of paths through which appropriate information

circulates among members of an organized setting. The allocation of this resource

through informal ties and interactions reduces the costs of its acquisition during the
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process of making decisions to solve problems. Members of organizations see

expertise and experience as accumulated by the organization, and they rely con

stantly on advice from others. However, intraorganizational learning through

advice-seeking does not simply result from the accumulation of individually and

informally acquired information. The process is socially organized in a sophisti

cated way.

In organizations examined by researchers, advice-seeking converges toward

senior and recognized members and reflects a process of epistemic alignment with

(or orientation to) members who have gained epistemic status and the “authority to

know,” who give social approval for specific decisions, and who contribute to inte

grating the organization by linking the individual, group, and organizational levels.

This alignment may be thought of as a key ingredient of intraorganizational learn

ing. Providing a social incentive for actors to share their knowledge and experience

with others, a status hierarchy helps explain the social organization of the learning

process. For example, social exchange and status help solve a learning dilemma in

which it is rational for individuals to pursue the maximum organizational share of

joint learning by taking more knowledge than they give. At the same time, the rela

tive withholding of knowledge reduces the total amount of joint learning from

which persons attempt to appropriate their individual share (Larsson, Bengtsson,

Henriksson, & Sparks, 1998).

Because advice networks are usually shaped by such status ‘games’, they are

usually highly centralized. They exhibit a pecking order that often closely follows

the hierarchical structure of the organization (Lazega, 2014). Members of formal

organizations rarely declare that they seek advice from “people below” in this peck

ing order. In addition to a core set of central advisors, the periphery of the network

can be complex and characterized by homophilous (Lazega & van Duijn, 1997)

horizontal ties (i.e., ties among peers). Members use such ties to mitigate the nega

tive effects that this strict rule can have on intraorganizational action and learning

(e.g., unwillingness to show that one does not know the answer to a question).

Advice networks thus tend to be both hierarchical and cohesive (at least within sub

sets of peers), with the hierarchical dimension usually being stronger than the cohe

sive one. In some firms advice ties are crucial in facilitating the flows of other kinds

of resources in coworkers’ and friendship ties (Lazega & Pattison, 1999).

A “spinning-top model” accounts for the dynamics of advice networks in orga

nizations by furnishing a main metaphor for research on the relationship between

formal organization and intraorganizational process. It shows that intraorganiza

tional collective learning depends on the organization’s capacity to generate an elite

group of authoritative advisors with epistemic status that remains stable. By con

trast, advice ties among other organizational members undergo rapid turnover (due,

say, to rotation policy, career movement, or the need for new knowledge that old

advisors cannot offer; Ortega, 2001; Kane, Argote, & Levine, 2005). More gener

ally, the spinning-top model illustrates a new approach to the relationship between

formal organization and informal social behavior and processes.

As a model for a dynamic process, the spinning-top heuristic brings together at

least three components: a rotating body, a rotation axis, and a fragile equilibrium
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that depends partly on characteristics of the first two components. I define these

terms metaphorically and loosely. The rotating body represents the learning organi

zation—the population of judges who switch places once a year in a circular system

of places, as with a carrousel or “mobility in loops” (White, 1970, p. 380). The rota

tion axis represents a pecking order: a vertical differentiation between the judges

and the emergent hierarchy of members with epistemic status. This axis can be

pictured as the spinning top’s shaft, which supplies the angular momentum that

keeps the spinning top erect. It allows learning to take place in a system that remains

stable thanks to its movement. The fragile equilibrium created by the rotation move

ment represents the structural condition for learning collectively in the organization

and depends on the stability of the rotation axis and the shape of the organization.

Time is taken into account through rotation and speed. These members have the

authority to know in the organization. Formal structure is summarized in rotation

rules across intraorganizational boundaries and in status differences. Infrastructural

stability, that is necessary for collective learning and social processes in gen

eral, comes from movement.

The endogenous evolution of advice networks is characterized by three interre

lated moments. First, the centrality of members with high epistemic status varies

over time. It initially tends to be reinforced. Pivotal members become ever more

central in a Matthew effect (Merton, 1968): The more they attract advice-seekers,

the more their reputation grows and, in turn, the more they are sought out. Among

other members, there spreads the impression that turning to such a source for advice

is safe and legitimating for their own knowledge claims, and that making this choice

signals a rise in relative status. Concentration of epistemic authority thereby intensi

fies with the centralization of advice networks as learning comes to depend on a

dwindling number of sources of authoritative knowledge.

Second, in real-life organizations this centralization creates an overload for

members with high epistemic status. These members tend to manage this overload

by sharing someof their epistemic status, redirecting advice-seekers to other sources

through recommendations. When advice from the handful of the supercentral advi

sors becomes inaccessible, irrelevant, inaccurate, untimely, or rare, members turn to

these other advisers, creating new epistemic stars. Sharing epistemic status (a form

of delegation) enlarges the number of advisers and lessens the centralization of

the network.

Third, the expansion in the number of central members with high epistemic sta

tus in the organization creates a problem of epistemic conflicts, consensus, and

coordination among epistemic authorities. If it is easy to co-orientate with them,

equilibrium is established. If not, conflicts between epistemic authorities trigger

recentralization. When collective action eventually becomes endangered by an

excessive number of epistemic leaders, some of them withdraw or retire, and others

are disqualified in one way or another.As their numbers decrease, it becomes easier

at the top to recreate consensus around a common definition of the situation, to give

coherent social benchmarks for homogeneous judgments of appropriateness

(Lazega, 1992).
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These dynamics of centralization and decentralization in advice networks may

not be purely endogenous. In other words, it might not be that overload due to

centralization leads the supercentral advisors to redirect advice-seekers to surrogates

and thereby create new epistemic stars. The pattern of advice relations can be influ

enced by the content of the advice sought, and external events may make one poten

tial advisor a better source of advice than another. Nonetheless, the existence of this

endogenous dimension of the process provides at least one mechanism that explains

how particular supercentral elites are able to stabilize their position and surf at the

top of the structure thanks to strong competition for epistemic authority and status.

This picture is heuristic for several reasons. First, it suggests that time is impor

tant in allowing organizations to select members who possess epistemic status. The

epistemic status of a person appreciates with his or her reputation for expertise, with

the capacity to provide quality control without raising excessive controversy or con

flict over the definition of the situation, and with the trained capacity to speak legiti

mately on behalf of the collective. Acquiring this status takes effort and time. The

authority to know stems from prolonged individual and collective investment that

can be ruined if members with epistemic status leave or behave too opportunisti

cally. The equilibrium achieved by the spinning top thus suggests that members

with status and epistemic authority in the organization have a strong incentive to

keep both over time, even at extra expense, to avoid losing advantages that come

with their relative standing (see Frank, 1985).

Second, this heuristic suggests that the equilibrium achieved by the spinning top

is fragile. It is not only the centrality but also the number of members with high

epistemic status that varies over time. There are several conceivable reasons for this

number’s fluctuation. One is that members tend to choose advisors whom they per

ceive to be the most popular (i.e., already chosen by a large number of colleagues).

Because such widely sought-out members within the organization are perceived to

be safe and legitimate choices as advisors, their reputation grows. Given the mic

ropolitical perspective that all people seek status and that they believe they will

improve theirs, access to advisors higher up the ladder becomes in itself a sign of

relative status. The implication is that a member highly sought out in time t1 will be

even more intensely sought out in time t2.

Another reason for the rise and fall in the number of members with high epis

temic status is that the first period in this process demands too much of the small

circle of highly central advisors. Because these individuals often manage the over

load by delegating, by referring the advice-seeker to other advisors, the number of

new central advisors inflates to the point that the stability of the pecking order is

jeopardized. Even without such delegation, however, the equilibrium remains frag

ile, and for the same reasons. These elites must thus work together to avoid destruc

tive status competition between them and avert infighting over the definition of the

situation. In turn, this strategy either triggers formal attempts at coordination among

the elites or reduces the number of central advisors through retirement or

delegitimation.

The existence of this oscillation in the centralization of the advice network was

detected through dynamic analyses of the network’s evolution (see Table 7.1). This
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Table 7.1 Collective learning as a cyclical process: increase, then decrease, of centralization in an

advice network over time

Parameters for period 1aIndependent variables (Wave 1–Wave 2) Parameters for period 2b

(Wave 2–Wave 3)

Rate parameter 22.25 (2.03) 30.58 (3.14)

Density −1.74 (0.09) −2.23 (0.18)

Reciprocity 0.95 (0.16) 0.71 (0.13)

Transitivity 0.50 (0.04) 0.19 (0.01)

Popularity of alter 3.34 (0.40) 3.84 (0.25)

Activity of alter −14.44 (1.84) −1.86 (1.87)

3-cycles-of-generalized- −0.29 (0.09) −0.07 (0.01)

exchange effect

Note: Adapted from Lazega et al. (2006), p.119

a N=91. bN=113. Standard errors are in parentheses

approach entailed a close look at the structural factors that explain the network’s

relational turnover, that is, the creation of new ties that are added to or supplant

hitherto existing ones.

This heuristic spinning-top model helps illustrate an OMRT context for pro

cesses such as intraorganizational learning. The dynamics of the advice network

examined in this commercial court can indeed be represented intuitively as a spin

ning top. They are driven by the rotation rule in the formal structure of organization.

Because judges seek advice first within their own Chamber, and because they

change Chamber every year, the relational turnover in this network is high. Each

year, each judge leaves behind several advisors and creates new advice ties within

his or her new Chamber. This turnover, however, is compensated for by the creation

of a set of advisors with epistemic status to whom judges turn for advice thanks to

the Chamber in which they work. The centrality scores of members with epistemic

status rise, then tend to decline over time, showing that the stabilization of this elite

set of judges adds to the complexity of the dynamics of advice networks. Those

dynamics come to include formally induced homophily, relational turnover, emer

gence of status as an endogenous effect reinforcing exogenously defined status,

centralization of the advice network, and strategies of stabilization of this elite

under capacity constraints. It is likely that empirical observation will find a perpet

ual cyclical pattern of centralization and decentralization in the advice network and

that relative structural stability is achieved in part through OMRT.

These detailed analyses show that most judges achieve centrality over time, some

of them to the point of losing part of it and their corresponding status in the cyclical

dynamics precisely because they succeeded at sharing their status by delegating a

degree of their advisory function to other colleagues (Lazega et al., 2011). Lack of

space in this volume precludes detailed treatment of the substantive reasons for

these dynamics of the advice networks in this specific context. The complex story

behind this process of collective learning is a matter of alignment with the supercen

tral judges who maintain themselves by trying to exercise epistemic control and

balance excessive requests for advice (when too few colleagues occupy the top of
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the pecking order) and to build consensus among the epistemic leaders (when too

many of them occupy the top of the pecking order).

Further analyses (Lazega & Mounier, 2009) have shown that this relationship

between networks, rotation across places, and learning leads to collective learning

when judges make decisions requiring their discretion. Such circumstances include

the choice of whether or not to award damages (punitive or otherwise), to intervene

in boards (by supporting minority shareholders against the management of a com

pany), or to intervene in markets (by preventing a given party from terminating a

contract that was meant to support a weaker party). What is learned in the process

of collective learning, through a status game leading to upward and outward spirals

of temporary epistemic status, is the solution that the court considers to be appropri

ate for problems for which the law does not always provide clear answers. For

example, in controversies pitting bankers against colleagues mainly from the build

ing industry, collective learning leads most judges to align their deliberations and

decisions with the solutions proposed by bankers who hold a law degree. Collective

learning thereby becomes equated with a form of normative alignment (if not insti

tutional capture; see Lazega, 2011; Lazega & Mounier, 2012) by which most judges

are receptive to the solutions outlined by the dominant players in this institution

(Lazega et al., 2012).

Dynamic Invariant: Stability from Movement and Emergence

of Epistemic Status in OMRT Structuration

These processes are not simple. The spinning-top heuristic suggests that centraliza

tion of advice networks can remain stable or eventually expand or contract to find a

balance between elite overload and conflicts between interpretations that these het

erogeneous elites offer. This metaphor leads to the following claim about the struc

ture and dynamics of advice networks and intraorganizational learning.

Intraorganizational learning, as an informal process, depends on at least three fac

tors: (a) the way that members manage their advice ties in the context of this formal

organization; (b) the ways that central advisors handle overload and conflicts

between definitions of the situation; and (c) the ways that formal structure can help

actors deal with the advice network’s oscillation between centralization and decen

tralization. In effect, variations in centralization over time suggest that this oscilla

tion serves as a pump in the spinning top. If OMRTcan be represented by a spinning

top, it is because this image accounts for one of the main processes taking place in

OMRT: the emergence of status in organized social settings.

The extent to which the emergent relational infrastructure in an organization

remains the same over time—despite the combined turnover of its members and

turnover in their respective relational profile—is one of the most interesting ques

tions raised by structural analyses applied in organized social settings. In this case

the emergent structure of this organization remains the same overall. The finding is
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that the emergent relational structure remains unchanged. This answer is a function

of the degree to which observers focus on structure and on the dimensions of the

structure they examine. As shown in the following section, the existence of a peck

ing order and of the core–periphery structure itself remains relatively stable thanks

to their intertwining with formal hierarchy and status competition. But social dif

ferentiation measured in terms of role relationships and the division of labor shows

that the relational structure does not remain the same, depending on when and

where observers look at the process. Intraorganizational relational processes, such

as collective learning, impose varying constraints on different kinds of members

over time, and the overall relational structure reflects their changing responses to

those limitations. Because the processes vary, so does the relational structure, as

does the resulting emergent overall structure. Even when these dynamics are the

same, they do not produce identical outcomes. They transform very different initial

situations. Radical, orthodox structuralism turns out to be wrong.

OMRT and Catch-up Dynamics at Superimposed

Levels of Agency

Where does the energy for rotation in OMRT come from to begin with? Posing this

question is like asking what OMRTs take place in which context. Granted, OMRTs

are the context of social processes, but they are themselves embedded in a wider,

macrosocial context. In the example of the spinning top, the energy comes from an

organizational rule that obliges representatives of an institution to switch places, a

compelled rotation that is meant to control their behavior given the exogenous sus

picion of corruption. But at the interorganizational level such rules do not always

existin such a formalized way. Nevertheless, if organizations are open systems, then

they are part of interorganizational systems of interdependencies (observed as “net

works”) and are thus part of somewhat self-contained systems with a certain level

of closure and their own dynamics. Movement makes sense from both below (the

perspective of individual actors who orient their actions to multiple levels) and

above (the fact that mesosocial order and agency take place in superimposed sys

tems of interdependencies and collective agency) (Lazega, Jourda, & Mounier,

2013; Lazega, Jourda, Mounier, & Stofer, 2008).8 In such multilevel systems the

temporalities of each level differ from each other. Each level must adjust and adapt

to the evolution of the other level. Attempts at synchronization, however, are usually

more costly for one level than for another. The level that is dominated will be com

pelled to pay for synchronization. This imposition can take the form of catching up

in the competition for status.

The answer to the question about the origin of the energy for OMRT rotation

therefore has to do with the functioning of the mesolevel in its macrocontext. The

8This logic is related to a theory of action that stresses attempts by actors to reshape their opportu

nity structure (see Lazega& Mounier, 2002; Tilly, 1998).
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energy stems from the way power and class struggles function in the organizational

society: in collective efforts to hoard opportunities and to saddle others with con

straints while still encouraging or obliging everyone to compete for these same

opportunities and resources. The clearest way to comprehend the origins of the

energy for rotation in OMRT is to understand that it is used to concentrate power in

a stratified organizational society, a society made of superimposed levels of agency.

Such a society spends a great deal of energy catching up in status-related competi

tion imposed from above, self-imposed from below, or both. That struggle is not so

much about catching up with the Joneses next door as it is about adjusting to top

down constraints on maintaining or enhancing one’s status. The promise of sharing

power and status takes the power differentials generated by the structure of organi

zational society and turns them into a source of energy. Of course, decentralization

is followed by recentralization. But each step in this catch-up cycle is what pro

duces the energy for OMRT.

These OMRT are intrinsically multilevel, and the only way to understand them is

to develop models depicting the dynamics of multilevel networks. These develop

ments will be at the heart of future explorations in the social sciences. The mesoso

cial order and the multilevel dimension of social phenomena show that systems of

superimposed interdependencies (one interorganizational, the other interindividual)

create dynamics specific to each level. But because levels are partly interlocked,

dynamics across levels drive each other. Drawing on Simmel’s (1908/2009) ideas

about social circles and Breiger’s (1974) “dual” approach to the coconstitution of

individuals and groups in society, sociologists have begun to look at the dynamics of

multilevel structure and their consequences for societies (Lazega & Snijders, 2016).

Articulation of distinct levels of action for that purpose can be partly accounted

for, beyond bipartite structures, with a method called structural linked design,

which brings together networks of different levels by using individuals’ affiliation

ties, be they single or multiple (see Fig. 7.1). Statistical analyses of linked-design

data (Wang, Robins, Pattison, & Lazega, 2013; 2015) show that two levels are not

just superimposed but highly intertwined without being necessarily rigidly nested.

That relationship implies that changes in ties at one level contribute to changes in

ties at the other level even if the capacity to force changes at the other level varies

with socioeconomic attributes of the actors.

At each level actors attempt to structure the contexts of their interactions and

have to manage the attendant contextually imposed constraints by trying to redesign

their opportunity structures. In this approach each complete network is examined

separately and then combined with that of the other level by means of information

about each individual’s membership in the first network (interindividual) and in one

of the organizations of the second network (interorganizational). Work undertaken

so far within this framework has shown that dual or multiple positioning in super

imposed systems of interdependencies makes it possible to formulate and test pre

cise hypotheses about the relation between members’ position in the structure and

individual achievements, especially when this positional reckoning is based on
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Fig. 7.1 Real life multilevel network based on a linked-design approach to studying an interindi

vidual advice network (bottom), an interorganizational contract network (top), and vertical affilia

tion ties for the individuals in the organizations (Illustration by J. Brailly)

strategies of actors. Using this multilevel approach and reasoning in terms of the

dynamics of these networks will help specify OMRT dynamics.

This form of dual positioning in the structural contextualization of action distin

guishes between two levels of agency (one individual, the other organizational) and

their coconstitution, but without conflating them. Insofar as each level constitutes a

production and exchange system that has its own logic—its own division of labor

and system of roles—it is important to examine the various levels separately (as is

usually the case in the literature) but also jointly. Studying the levels jointly means

identifying, in particular, the actors who profit from comparatively easy access to

resources that circulate at each level, and it means measuring their relative achieve

ment. The term strategy refers to the fact that actors manage their interdependencies

at different levels by appropriating, accumulating, exchanging, and sharing

resources, both with peers and with hierarchical superiors or subordinates. One

observes these strategies by looking at the choices made by interindividual and

interorganizational exchange partners.

In the multilevel context of this organizational society, individual actors can try

to reshape their complex opportunity structure by creating new ties and languages

that escape the control of the organizations with which they are affiliated. In the

multilevel system actors try to take advantage of spatial and temporal gaps between

different levels of agency. By doing so, they reap benefits that may prompt them to

move and set up new organizations that are meant to protect access to these benefits

and to hoard the new opportunities created by breaking off the constraints that had

been imposed on them by their former affiliations and bosses. Under specific cir

cumstances, ongoing interactions between interpersonal and interorganizational
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networks therefore bring about changes, as opposed to mere consolidation, at each

level. These changes may be great enough to reconfigure the multilevel system if

they drive the creation of new organizational actors (new collectives). Culture plays

a substantial part in these dynamics. No collective can be set up without the

language needed to formulate the conditions under which “synergy” (Archer, 2013,

p. 13) is achieved and without institutionalization of its rules. The major task of

culture is thus to produce the language for creating relationships with heteroge

neous others and to strengthen the institutional dimension of organizations that

emerge from this effort. The multilevel and cultural dimensions of collective action

are the two sources of energy that coevolve with OMRT transformations and affect

social processes such as collective learning.

Why would individuals willingly incur the costs of adjustments and adaptation?

Answers to this question abound. People may be coerced into accepting such behav

ior if they are the weakest parties in the system. They may want to increase their

status. Or it may be culturally and symbolically rewarding to do so. From the per

spective of the individual actors, such movements (across places) and associated

relational changes are part of the costs or benefits of reshaping opportunity struc

tures, if not opportunity-hoarding, in the organizational and class society. Saying

that structure reflects both opportunity and constraint is equivalent to saying that

individual actors eventually try to manage the constraints in order to reshape their

opportunity structure in this organizational society. The opportunities include, for

example, those of landing a job, obtaining funding for a project, arranging credit for

an apartment, finding a place in a suitable kindergarten or school for the children,

and maintaining a steady flow of business.

Individuals trying to reshape their opportunity structure can be portrayed as stra

tegic, but interdependent, actors who seek contexts in which they can find and

exchange these resources at low cost. Once in such contexts they can seek various

forms of concentration of these resources—an initial dimension of power—and

thereby enable themselves to define the terms of such exchanges, to determine the

rules of the game. At the individual level this set of goals is the answer to the ques

tion about the source of the energy for rotations and movements across places: It

comes from efforts to close the gap between levels of agency. It comes from the

competition for status.

This view calls for a contemporary definition of social class that is more complex

than existing ones, for relatively invisible dimensions of opportunity structures are

growing in significance at the intra- and interorganizational levels. Tilly (1998)

offered such an organizational view of mechanisms that generate inequality. They

are the organizational structures that allow for exploitation, entrench it, and make it

seem natural. From this perspective contemporary social stratification also articu

lates exploitation (by the elites who hold many of the resources and much of the

power in society) and opportunity-hoarding (by intermediary classes) as two com

plementary means for perpetuating inequality. Opportunity monopolists organize

themselves legally and socially in ways far less conspicuous than the distinction
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between the bourgeois and the proletarians, constructing well-organized communi

ties able to dominate the opportunities created by movement. It is not easy to see

whether someone has the opportunities that others may not have. These opportuni

ties are comparableto the very efficient implicitor informal rights, often self-granted

in an organized group, that are linked to the positions in the inconspicuous relational

structure (White, 1970).

Organizations, for example, help align social cleavages to create a system of

inequality in which these cleavages reinforce each other, achieving exclusion and

exploitation. In the monopolization of opportunities, Tilly (1998) saw the keymech

anism that reproduces social inequality, joining the mesosocial level to the macro

social level. Organizations and stratifications reinforce each other, even though the

knowledge of their own opportunity structures for the individual actors is not obvi

ous or the modality and the yield of monopolizing are not mechanical. They depend

on the link-up of a long-term process at the macrolevel and the operations of local

organizations with their stabilized and specific social disciplines. The starting point

proposed by Tilly is a complex socioeconomic process at the heart of the neostruc

tural approach to relations between the meso- and macrosocial levels. Neostructural

sociologists can measure and model this monopolization by using social and orga

nizational network analysis as a method that was developed for updating the various

forms of conflicts and interdependencies between actors and between categories of

actors.

If synchronization is necessary for the organization to benefit from the individual

action of its members, especially from individual action that takes place outside the

organization, creating asynchronies is sometimes what helps individuals break free.

Collective action at two vertically interdependent levels of agency can thus also be

a story of one level’s emancipation from the influence of the other and of either

catching up with that other level or creating a new emergent structure (or, more

modestly, a new substructure). The lag between the two vertically interdependent

levels of collective agency can be considered the main source of morphogenesis,

and the generalization of lags can be seen as the cause of morphogenesis unbound:

Structuration at one level drives structuration at the other in mostly conflicting,

chaotic, and unequal ways. There is not always time to adjust and adapt; enormous

waste and disorganization may characterize the multilevel structuration process.9

When agents emancipate and create their own organizations, structure and culture

9Because this morphogenesis creates dynamics of multilevel networks marked by different levels

of agency, a new family of models is needed to account for such dynamics. This family of models

could be a multilevel extension of Snijders’s (1996) model of network dynamics and could use

characteristics of a level 2 network as a set of exogenous factors in the evolution of a level 1 net

work and vice versa. The coevolution of both level networks is added to the coevolution of behav

ior and relational choices. In terms of model specification, new independent variables from

interorganizational networks operate at the interindividual level and vice versa. A multilevel ver

sion of Snijders’s model of network dynamics could, for example, introduce dual alters or induced

potentials (extended opportunity structures as defined by Lazega et al., 2013) into Snijders’s for

malism in order to propose concepts such as multilevel closure and to measure the effects that one

level of agency has on the other.
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can be brought together as status and rules by which opposing parties collaborate

nevertheless. Catching up “depends upon the swift succession of positive feedback

cycles…, all of which lead to new variety fostering further variety” (Archer, 2013,

p. 14).

It also matters who manages to stabilize their powerful position in multilevel,

OMRT systems. Analyses in the courthouse case study above show that organiza

tional members who have enough staying capacity, status, and epistemic authority

also represent specific forces in the joint regulation of markets: bankers with a law

degree. The study shows that advice-seeking does converge toward central and

supercentral members and reflects a process of epistemic alignment with members

who have gained the authority to know, who provide social approval for specific

decisions. Actors and their groups do not learn mechanically. This capacity to learn

collectively depends particularly on their stability and reframing capacities in

changing networks, that is, on their switching capacities across social boundaries

(Breiger, 2010; White, 2008). Members with specific forms of status frame collec

tive action by providing the judgments of appropriateness that are shared in collec

tive learning (Lazega, 1992).

OMRT is thus based on limited transformation of the structure (examined in this

chapter through the status system), which could nevertheless either be controlled

homeostatically or change more profoundly. This juncture is where such transfor

mation can, in turn, change the social processes that help members manage the

problems of collective action.

Endogenizing Systems of Places: OMRT Research Agenda

for Sociology and Geography

Reasoning in terms of OMRT dynamics is important because it helps one under

stand how stability in the system can be precisely created by the enormous quantity

of movement that it organizes, directly or indirectly. New attention to OMRT

dynamics is also needed because they assume new forms in contemporary society

(Archer, 2013, 2014). Speed matters more than ever in everything, members are

exposed to increasingly open competition as they descend through the social hierar

chy, and social control has become ever more intrusive. When various sorts of

mobility slow down or accelerate, new people are left behind and disenfranchised in

many respects, exclusion that reproduces or creates new social inequalities and hier

archies. Actors who know how to instrumentalize organizations do better than oth

ers because they can navigate or even reshape the prior system of places. Relational

capital of individuals and social capital of organizations have always been leading

determinants of inequalities (Breiger, 1990, 2011). Some people’s movements and

mobility create and recreate the stability and wealth of other people, including the

capacity of those others to acquire and capitalize resources (e.g., status) and
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positions (e.g., niches) in advantageous relational infrastructures. In the organiza

tional society individuals are part of organizational systems, and organizations are

part of interorganizational systems. The coevolution of the levels is not necessarily

peaceful and harmonious. Synchronization entails costs of adaptation to the other

level, and the costs of adjustments in dual and asynchronized opportunity structures

are dumped onto the weakest parts of the system (Lazega, 2013, 2014, 2015). These

costs can be measured only if one understands how OMRT dynamics shape the

coevolutionary, recursive nature of the transformations they create—that is, struc

tural emergence.

Much remains to be done to carry out this program. Changes in social mecha

nisms that help members of collective actors manage the problems of collective

action are occurring in contexts defined more and more by OMRT dynamics and

structuration derivable from residential, educational, and professional forms of

mobility. Collective learning is only one of the processes that help members of soci

ety deal with these dilemmas (Glückler& Hammer, 2012, 2014; Lazega, 2012). The

capacity of societies to adapt to changes and environments that they themselves

have brought about depends on their OMRT dynamics.

In addition, this chapter’s exclusive emphasis on status as a relational infrastruc

ture of vertical differentiation is due only to lack of space. Other such social forms,

such as horizontally discrete social niches and systems of niches, can be regarded as

linchpins between OMRT and collective action. They represent forms of the social

division of labor in all socially organized contexts, with their multilevel and super

imposed role systems. Social niches in their system of niches are among the rela

tional infrastructures that precondition social processes such as solidarity and social

control. They are part of the definition of the initial system of places across which

mobility takes place to begin with. Niches and status alike are forms by which

socially rational actors seek to structure the contexts of their interactions and their

social and economic exchanges. If the changes in the system of places itself are

interpreted as OMRT driven and as the ultimate expression of domination, then

places will no longer be regarded as exclusively exogenous entities in the social sci

ences but rather as coevolutionary detrminants and outcome of social processes.

It is fundamental to understand that the links between interdependent processes

also have an effect on the relational infrastructures reconstituted by the observer and

endogenized by the actors. These effects lie at the origin of the dynamics of rela

tional structures: New rules can reconfigure a system of niches; exercise of social

control can encourage the emergence of new forms of social status and modify

principles of status consistency. In turn, the new processes that result from these

changes facilitate new modes of coordination. To improve the understanding of

what agency means in this interpersonal, interorganizational, and dynamic context,

neostructural sociologists must still develop methods that combine the systematic

study of longitudinal and multilevel data on identities, trajectories (in the long

term), exchange networks, and representations (or controversies). The fact that new

rules can reconfigure a system of places is not obvious. Orthodox structuralists have

challenged such statements (Pizarro, 1999, 2007). It is on this point that sociolo
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gists, geographers, and historians need to collaborate when pursuing the joint

research agenda of tracking OMRT and their effects on collective action.

Indeed, it may be that the social sciences are able to treat these systems of places,

these forms of the division of labor, as endogenous only with the assistance of geog

raphers or other specialists on spatial and organizational movement (Bathelt &

Glückler, 2011; Glückler, 2012, 2013). Geographers become crucial in the

description and modeling of OMRT dynamics of all kinds because the social reality

that such researchers observe is spatial, organizational, relational, multilevel, and

dynamic. Contemporary public statistical datasets are ill suited for this purpose and

for the measurement of OMRT dynamics in interaction with social stratification

in the organizational society. Geographers and sociologists can design joint research

projects on residents switching neighborhoods (e.g., Lévy, 1998), people migrating

from countryside to the city and back (Lemercier & Rosental, 2008), entire popula

tions making an exodus from one continent to the other, and the changes occurring

at the meso- and macrolevels because of such movements. Much of what happens

in social life at meso and macro levels combined is OMRT-related phenomena char

acterized by the dynamics of multilevel structures where relational infrastructures

necessarily function as gears driving evolution. They can be reconstituted in all

areas of social life provided that a longitudinal perspective articulates coevolution

ary changes across places (mobility) and in relationships (networks). Neostructural

sociologists argue that social change at the mesolevel must be examined process by

process at each level of agency (interindividual or interorganizational). To describe

and analyze these systems adequately, the challenge is in observing and reconstruct

ing these combined dynamics in interdisciplinary collaboration conceived to make

sense of vast amounts of heterogeneous data gathered on various scales. That work

will provide the framework for building a general theoretical approach to such

OMRT phenomena with up- and down-stream effects.

Mapping and modeling OMRT is how geographers and sociologists can account

for the link between the meso- and macrolevels, indeed for the way in which meso

level actors build the macrolevel. Therefore, their function in documenting and

explaining social change is to explore these OMRT dynamics at multiple levels

simultaneously. These modalities are the ways in which actors manage the multi

level dimension of their society, moving (or not) from one level to the other and

organizing these adjustments and their costs.As shown in analyses of regulation and

governance, such exploration can yield a theory of action to guide dynamic, multi

level modeling and, eventually, to afford a fresh look at politics. In this respect much

remains to accomplish.
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Chapter 8

Trajectory Types Across Network Positions:

Jazz Evolution from 1930 to 1969

Charles Kirschbaum

The study of organizational fields has been prevalent throughout organizational

studies, strategic management, economic sociology and economic geography. The

field construct has emerged as a powerful analytical concept that affords a holistic

view of a social system. In this chapter, I espouse the idea that a field is a social

space that encloses the main aspects of certain actors’ institutional lives, and where

the field’s actors interact with each other in a more intensive way compared to their

interactions with outside actors (DiMaggio & Powell, 1983). Specifically, the jazz

field includes musicians, critics, schools, magazines, and so on. Its formal and infor

mal institutions include, inter alia, how music is constructed and interpreted, as well

as the main practices in recruiting musicians for recording sessions. Its interactions

include, inter alia, relational events such as playing together in jam sessions or in

studios.

Throughout this chapter, my concern is to contribute to the literature of field

dynamics. In particular, I explore the transition from a normative to a competitive

configuration (Anand & Peterson, 2000). In a normative field, social action is usu

ally driven by rule-following, with these norms being enacted by central and domi

nant players. In competitive fields, by contrast, central actors dominate other actors,

too, but norm-following does not rely on rule enforcement. Softer power, such as

influence, becomes much more prevalent in competitive fields.

To be sure, both these field ideal types evoke the core-and-periphery framework,

as though such a structure could be taken for granted. However, a closer inspection

of the concrete historical process that leads from one ideal type to another can shed

light on whether such a structure remains the same and indicate the extent to which

topological changes during the process constitute main events and turning points.

This examination may reveal that a core-periphery structure looks very similar in
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both ideal types, although the core is fragmented and rearranged in the course of the

process.

Although this macro-topological investigation is itself important to understand

ing field dynamics, I claim in this chapter that it is necessary to add the actor’s tra

jectory into the analysis. If a field migrates from a normative logic toward a

competitive one, what happens to the members of the incumbent elite? Assuming

that they are able to sustain their dominant position through coercion or by hoarding

key resources in the field, what is their fate as the field migrates to a competitive

logic? Are they displaced and expelled? Or are they able to reconnect?

The goal of this paper is to address these lines of inquiry by using of the coevo

lutionary and network perspectives, taking as an example the evolution of jazz

musicians’ trajectories from 1930 to 1969. I begin by exploring the structural

changes in the jazz field during those almost four decades. I have also obtained a

blockmodeling image of musicians’ networks throughout this period in order to

understand how musicians associated with different trajectories were positioned

vis-à-vis each other. The jazz case provides a rich context for understanding the

shift between types of field configurations given the transformations it experienced

during these decades and the correspondent impact on musicians’ trajectories

(Kirschbaum, 2007). Furthermore, the geographic location of recording sessions

became less centralized in New York (specifically) and the United States (in gen

eral). Results shown later in the chapter suggest that competitive fields present a

lower distinction between core and periphery than do normative fields. Increasing

centrifugal forces causes a paradigm crisis.As a result, although anew elite emerges

and become central, members of the former elite eventually play the role of brokers

when younger musicians become distant from each other.

Normative and Competitive Field Structures

Anand and Peterson (2000) and Peterson and Anand (2002) identify two kinds of

organizational fields: normative and competitive.1 Within normative fields, individ

uals are driven mainly by norms established by dominant authoritative actors.

Central players dominate peripheral actors by controlling the field’s main resources

and schemata.2 It is unsurprising, therefore, that innovations are usually introduced

top-down, relatively buffered from competitive pressures. Along these lines, a

classical example of a normative field is described by DiMaggio’s (1991) research

on U.S. art museums that shows central players sanctioning the field’s norms.

1Fields are defined as “a community of organizations that partakes a common meaning system and

whose participants interact more frequently and fatefully with one another than with actors outside

the field” (Scott, 1995, p. 56).

2A schema is defined as “the set of shared assumptions, values, and frames of reference that give

meaning to everyday activities and guide how organization members think and act” (Rerup &

Feldman, 2011, p. 578).
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In contrast, individuals in competitive fields are less constrained by normative

rules and driven more by competitive forces. In contrast to action driven by norma

tive rules established by authority, action impelled by competitive forces registers a

balance between innovation and imitation (Anand & Peterson, 2000). Leblebici,

Salancik, Copay, & King (1991) provide the example of the transformation of the

radio broadcasting industry in the United States, showing that most innovations

were introduced by peripheral actors.

Both these ideal-type depictions of a field evoke a core-periphery network topol

ogy. But while innovations within normative fields are first adopted at their core, in

competitive fields they are initially created and adopted on the periphery.

Nevertheless, in both depictions it is assumed that the overall core-periphery struc

tureremains thesame,orthatchanges aretoosubtletobeaccountedfor. Undoubtedly

it is possible to envisage distinct mechanisms in play that help generate equivalent

core-periphery structures. Within normative fields, dominant actors are assumed to

use their power to remain at the core of the field. Conversely, new musicians enter

ing the field are attracted to established players, a process that creates an asymmet

ric structure (Barabási, 2003). Because individuals prefer to connect to prominent

actors who control key resources, peripheral actors will connect more frequently to

core actors than with each other. As a result, a core-periphery structure emerges in

which the field is dominated by a cohesive core that is surrounded by a fragmented

periphery.

Alternative mechanisms may also work to generate an equivalent core-periphery

structure in competitive fields. Although core actors cannot simply coerce periph

eral actors to follow standards and rules, they may be able to exert influence. This

occurs because central actors have better access to information (Lena & Pachucki,

2013). Furthermore, peripheral actors may still attempt to connect to core actors in

order to associate with high-status musicians (Podolny, 2001).

In spite of this apparently similar outcome in competitive and normative fields, it

can be asked whether the asymmetry between core and periphery is actually the

same. While most resources in normative fields are controlled by core actors, in

competitive fields resources are more freely allocated among musicians. To illus

trate this distinction, it is useful to look at a recording session in these different

settings. In the normative phase of the jazz field, bandleaders are usually hired by

recording companies under long-term contracts. This situation gives bandleaders

considerable powers of discretion to employ sidemen of their choosing for the

planned recording sessions. In the competitive phase of the jazz field, by contrast,

musicians do not have long-term contracts with recording companies (Perrow,

1986). Although the latter approach represents an instability factor, it also encour

ages a musician to constitute a band by inviting sidemen to play together, with lower

production costs making it possible for them to record samples to send to recording

companies. The combination of the centripetal tendency (new musicians continuing

to look to play with core actors) with the centrifugal force (cheap production and

distribution costs enabling higher levels of entrepreneurship activity) can result in a

core-periphery structure in which peripheral actors may present higher cohesion

among themselves than is seen in a normative configuration’s structure. This
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discussion leads me to investigate the following aspects underlying normative and

competitive fields: Is there a core-periphery structure within both normative and

competitive fields? Are these structures distinct from each other? What can be

learned from the process of transition from one configuration to another?

So far I have explored the macro-topological structure of competitive and norma

tive fields. In the next section, I explore the musicians’ trajectories as an analytical

dimension additional to the topological.

Networked Trajectories

Most analyses of field structure rely on topological descriptions. In each cross

sectional analysis (or temporal slice), individuals are aggregated into positions.

Rarely is an individual’s history in the field preserved. The best way to illustrate this

problem is by evoking a Markovian world. In a Markov chain approach, social sys

tems are modeled as if trajectory were meaningless. Hence, if individuals are allo

cated to a position (whether core or periphery) at a given point in time, it does not

matter where they were before that point. While this kind of approach simplifies the

analysis, it generates several problems. First, it assumes that those individuals have

no memory, and that their past experience is entirely subsumed in their present loca

tion. Second, from a relational point-of-view, it assumes that other individuals will

be indifferent to one’s trajectory, without any consideration of reputation, pedigree,

and other biographical factors.3

In contrast, the existing literature has shown that trajectory is an important con

struct because it reveals how similar outcomes are attained through different pro

cesses among, for instance, firms (Stark &Vedres, 2006), poets (Dubois & François,

2013), or painters (Accominotti, 2009). Moreover, I argue that individual trajecto

ries do indeed matter and that these are best understood as embedded in the field’s

historical evolution (Bourdieu, 1993; Giuffre, 1999).

In order to illustrate this idea, I take the example of a normative field, which is

typically characterized by stable stylistic rules enacted by dominant players. One

possible career track is the elite trajectory, represented by individuals who attain

centrality in the field and who remain in central positions for a long period of time.

On the other hand, there may be individuals who stay on the periphery but are able

to survive in the field for a long time as well. Finally, some musicians might stay in

the field only for a short time, limited to the periphery. One important line of inquiry

is studying how dominant players interact with individuals from other trajectories.

Do elite trajectory individuals relate only among themselves? If wanna-be trajec

tory musicians (short-lived and peripheral) attempt to break into the field, in what

circumstances are they able to play with elite musicians? In normative fields, one

3A third point could be added to this list: The sequence of events does not matter (Abbott, 2001). I

do not explore this third point in this chapter because it would require an approach similar to

sequence analysis.
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can envisage a social system in which tiers of players relate to each other. Dominant

musicians (with a high centrality and a long period in the field) recruit musicians

from a surrounding tier (mid-periphery players, with long periods in the field). The

latter, in turn, recruit players, but having fewer opportunities than dominant players,

they are only able to secure shorter-duration performance gigs for their recruits. As

a result, some of these more peripheral sidemen will have to leave the field to earn

an adequate income from other sources.

By contrast, when a field migrates from a normative to a competitive configura

tion, new elites challenge previous ones in order to establish new paradigms. From

this perspective, artists who start their trajectory as avant-garde challengers to the

established artistic idiom strive for recognition among peers and critics. If this rec

ognition is granted, these individuals are likely to attain a dominant position in the

field (Bourdieu, 1993, 1996). What effect does this type of disruption have on the

fate of individual trajectories? Taking trajectory as a key analytical concept again,

how do individuals with different trajectories relate to each other?

If all that is being observed is a turning point, whereby one paradigm is displaced

by another (i.e., the field remains normative and only a change of stylistic paradigm

occurs), then it could be suggested that an established elite is replaced by a new one.

Concretely speaking, the new elite would have strong presence at the field’s core

and also demonstrate a long period in the field, like the previous elite. Nonetheless,

distinct apex moments may be found from one generation to the next.

However, when a field migrates from a normative to a competitive configuration,

dominant actors are less able to maintain hegemony, and new elites displace exist

ing ones over shorter temporal cycles. As a consequence, musicians with a history

of presence at the field’s core may also present shorter permanence in the dominant

position. Butwhat happens to the “fallen” elite?Do they become obsolete, as though

musicians were similar to technologically outdated pieces of machinery? Are they

able to reconnect with other musicians outside of the new elite? Displaced musi

cians might be compelled to play with peripheral musicians. If so, it should be pos

sible to observe a higher level of social intercourse between musicians from different

trajectories in competitive fields. This discussion leads me to ask how competitive

fields impact the length of musicians’ occupation of dominant positions.

The main goal of this preliminary discussion is to identify the initial challenges

to understanding the evolution of a field vis-à-vis its embedded trajectories, while

evoking a set of basic building blocks in order to construct its narrative.

Data Collection

Source of Relational Data

Musicians establish various types of relationships, from friendships to romantic affairs,

in contexts ranging from joint session recordings to non-recorded jam sessions.

Innovations can, of course, emerge as a result of all of these interactions. Nonetheless,
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I focus on one specific kind of relationship: joint session recordings. In joint session

recordings, musicians are in their closest contact with the commercial side of the jazz

art world, and their final product success has a direct impact on their trajectories. To

gather the album data, I consulted the Crazy Jazz website. Crazy Jazz is a compact disk

(CD) seller specializing in jazz titles. The universe of music albums at Crazy Jazzcom

prises 5572 LPs (long play albums records) produced between 1930 and 1969.4

The ideal would be to consider only those titles that reflect original recording

sessions as relational data. However, many of the titles available are collections and

compilations that could interfere with an accurate interpretation. Collection titles

could establish relationships that did not exist (e.g., the compilation All Star Swing

Players could wrongly link Benny Goodman to Duke Ellington). On the other hand,

compilations may cover a lengthy period of the artist’s production and include

changes of style, making it difficult to identify when relationships with other play

ers were established, and when the artist in question developed a certain style (e.g.,

Dizzy Gillespie’s biography could mistakenly relate swing to Afro-Cuban jazz).

In order to minimize these effects, I eliminated collection albums from the data

base. Nonetheless, I could not simply eliminate compilation albums, because sev

eral titles were originally released individually as singles and later reissued on

compilation CDs. As a solution, I limited compilations to a maximum 5-year range,

taking the release year as the initial year of the period covered.5

Preparation of the Network

From the information taken from the LPs and their featured artists, I built three

preliminary databases: a list of musicians, a list of LPs, and a list of relationships

between LPs and musicians.

The LP database was divided into 85-year periods: 1930–1934, 1935–1939,

1940–1944, 1945–1949, 1950–1954, 1955–1959, 1960–1964, and 1965–1969. For

each period, I counted the number of titles recorded by all pairs of musicians. In

order to build the database of ties, I considered only those pairs that had at least two

titles recorded in common. Next, I dichotomized all relationships without consider

ing the strength of the tie. Table 8.1 shows descriptive statistics for each period’s

network.

4It is worth highlighting the consequences of building this database using currently available com

mercial data as its main source. The first consequence is that I have had to rely on Crazy Jazz’s

criteria when it comes to defining what is relevant. In terms of revenues, low-selling albums might

not be included, although they may well have reflected important relationships at their time.

Additionally, Crazy Jazz’s commercial classification of what jazz is may differ substantially from

the viewpoints of other members of the jazz community. These sampling constraints underline the

exploratory status of this paper. See DiMaggio (1987) on classification problems in art, as well as

proposed solutions using network analysis.

5In future investigations I intend to turn to a direct analysis of recording sessions in order to elimi

nate the distortions I experienced with the LP titles.
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Analytical Strategy

Classifying Trajectories

My first concern was to gain an understanding of different trajectory types by exam

ining relevant factors. I selected three aspects: lifespan, average betweenness cen

trality, and the number of periods of membership in the network’s core. In this

section I explore each of these dimensions in turn.

Probably the most critical indication of an artist’s success is the ability to earn an

adequateincome in the chosen artistic field. Zuckerman, Kim, Ukanwa, and Rittman

(2003) show how novice film actors frequently submit themselves to typecasting in

order to establish a foothold in the industry. Even if an artist is able to enter the

industry, survival is never entirely guaranteed, because fads and shifts in fashion can

impact an artist’s fate (Hirsch, 1972/2011). Hence, one’s lifespan is a measure of

success in a networked industry.

Better connections with other players increase the likelihood of an artist being

able to exploit resources. On the other hand, higher coupling to the industry struc

ture can constrain the artist’s action and creativity. Nonetheless, more resources and

information generally increase the odds of an artist being employed in the most

attractive opportunities (Granovetter, 1973/2011). The method I chose to measure

the resources available to an individual was to calculate the average betweenness

centrality across his or her lifespan in the field because it indicates the extent to

which an actor functions as a broker for a network’s paths (Hanneman, 2001).

Kadushin (2004) observes that the stability of a field can be grasped by the com

position of a network’s core. A polarized core can trigger social changes. Core

membership empowers its holders to influence a field’s rules. Core members are

able to establish a consensus among different actors. Conversely, membership in the

core provides the opportunity to disrupt the current consensus and to fight to estab

lish new rules. It can be asked whether membership in a network’s core does not

automatically entail a high betweenness centrality, making dimensions such as

betweenness and core membership redundant. This correlation would be high for

star networks in which the center is occupied by a single member and all peripheral

actors are connected only to the center. In more decentralized networks, peripheral

actors might control critical resources despite their positions. Conversely, novice

actors might have a very early opportunity to develop a project with a core actor. In

doing so, they would become central actors as well. However, if their only connec

tion is to their “godfather” at the core, they have relatively less freedom of action

than better connected peripheral actors.

I performed a K-means cluster analysis using the variables average betweenness

centrality, lifespan (periods), and number of periods at the core to obtain six clus

ters of musicians (see Table 8.2). The limitation of the period of analysis to the years

1930–1969 resulted in left and right censoring effects, given that it therefore did not

encompass the entire history of jazz. For instance, the trajectory of a musician that

began in 1925 would have a longer lifespan than the trajectory captured in my anal

ysis. In order to mitigate left and right censoring effects, I excluded from the trajec
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Table 8.2 K-means cluster analysis of trajectories

Cluster

Key trajectory variables 1 2 3 4 5 6

Average betweenness centrality 0.29 0.03 0.98 0.52 2.80 0.13

Lifespan (periods) 6.55 1.16 6.63 3.88 6.40 3.69

Number of periods at the core 0.70 0.02 3.89 2.26 1.80 0.21

Number of individuals 180 3614 71 128 5 725

tory analysis those musicians who consistently had decreasingly betweenness

centrality as of period one, and those who had consistently increasing betweenness

centrality up to period eight. I included these in the Clusters 7 and 8, respectively

(see Table 8.2 for the number of musicians in each cluster). Looking at Table 8.2,

one can distinguish different types of trajectories and propose some tentative

classifications:

Cluster 1: Ivory Tower. Cluster 1 presents the second longest lifespan (6.55 peri

ods); however, it has a low presence in the core (0.7) and average betweenness is

only 0.29. This suggests a group of musicians who are able to sustain themselves

in the network, but have limited involvement with both the core and with other

musicians. Examples of musicians in this cluster are Duke Ellington and Ella

Fitzgerald.

Cluster 2: Wanna-be. Musicians in Cluster 2 present the lowest betweenness aver

age (0.03), lowest lifespan (1.16), and lowest membership in the core (0.02).

Unsurprisingly, it is also the largest cluster, with 3614 musicians. This is the typi

cal fate of novice musicians: After a few appearances and slammed doors, they

choose to leave the industry.

Cluster 3: Elite. This cluster has the longest average lifespan (6.63 periods) and the

highest presence at the core (3.89 periods). It also has the second highest average

betweenness centrality. I labeled the musicians “elite” because of their low num

ber (only 73 musicians), their long presence in the network, and high core pres

ence. Examples of musicians in this cluster are Dizzy Gillespie, LouisArmstrong,

Miles Davis, and Stan Getz. Cluster 4: Shooting Stars. Members of this cluster

have half the Elite’s average betweenness (0.52) and medium lifespan (3.88).

However, they have the second highest core membership (2.26), higher than

those in the Ivory Tower cluster, who presented a longer time in the network.

This suggests that members of Shooting Stars, though able to remain at the core

for a significant portion of their lifespan (almost 60% of their lives), are unable

to maintain their positions for as long as Elite musicians. Remarkable examples

of Shooting Stars are Charlie Parker and Artie Shaw, both of whose trajectories

ended prematurely.

Cluster 5: Ivy League. There are only a handful of members (five) in this cluster.

However, they share some interesting characteristics with other trajectory types.

Like their Ivory Tower and Elite colleagues, they have a long lifespan (6.4) and a

medium level of membership in the core (1.8), but the highest average between
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ness centrality. It is worth mentioning them by name: Benny Goodman, Henry

“Red” Allen, Sidney Bechet, Don Byas, and Woody Herman. These are founders

of swing music who were able to survive in the network. In contrast to Louis

Armstrong, who knew how to reposition himself at the core, these players

remained on the outskirts of the core. Although not always in the core spotlight,

recording with these players was just as coveted as playing with Elite

musicians.

Cluster 6: Up-Starters. This is the second largest group (725 musicians), with an

average lifespan similar to Shooting Stars. However, their average betweenness

and membership in the core are low (0.13 and 0.21, respectively), higher only

than the Wanna-be cluster. I identified important musicians in this cluster, includ

ing the likes of Dave Brubeck and Quincy Jones. Nonetheless, this may indicate

that musicians who were commercially successful were not necessarily active at

the core of the jazz community during their heyday.

I would like to point out some potential issues with the Elite and Shooting Stars

clusters. Both groups spent an average 60% of their lifespans in the core, a statistic

that suggests the existence of different generations. Failure to distinguish between

generations might lead to poorer comprehension of the trajectory of different musi

cians. For this reason, I split these two clusters into two generations using a 2-mode

faction search. The Elite first generation spans from 1930 to 1944 (Cluster 31), while

the second generation spans from 1945 to 1969 (Cluster 32). The Shooting Star first

generation runs from 1930 to 1949 (Cluster 41), while the second generation runs

from 1950 to 1969 (Cluster 42). See Table 8.3 for descriptive statistics on these new

clusters. Table 8.4 summarizes the evolution of musicians by each trajectory type.

Blockmodeling the Jazz Field

In order to obtain a topology of the jazz field structure over time, I applied a block

modeling approach from the social networks analysis tradition. The use of block

modeling has become widespread in organizational research. DiMaggio (1986) was

Table 8.3 Clusters Obtained by Splitting Elite and Shooting Star Groups

Clusters

Key trajectory variables 31 32 41 42

Average betweenness centrality 1.29 0.84 0.51 0.52

Lifespan (periods) 7.14 6.41 3.74 3.94

Periods at the core 4.00 3.84 2.15 2.30

Number of individuals 22 49 39 89

Note. Cluster 3 (Elite) split into first generation (1930–1944) Cluster 31 (Elite-1) and second gen

eration (1945–1969) Cluster 32 (Elite-2). Cluster 4 (Shooting Star) split into first generation

(1930–1949) Cluster 41 (Shooting Star-1) and second generation (1950–1969) Cluster 42

(Shooting Star-2). (Design by the author)
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Table 8.4 Evolution of trajectory types in the Jazz field

Type oftrajectory 1930–1934 1935–1939 1940–1944 1945–1949 1950–1954 1955–1959 1960–1964 1965–

1969

Trajectory type musicians per period

1 70 118 144 132 119 142 106 105

2 188 519 418 622 497 930 881 142

5 5 4 4 4 4 3 3 1

6 64 181 237 394 382 442 350 207

7 74 41 16 10 7 7 7 5

8 9 38 26 40 53 124 232 957

31 17 19 20 21 18 20 19 15

32 13 23 42 47 47 49 44 40

41 6 10 12 17 23 28 27 21

42 3 6 20 51 67 76 70 50

Total 449 959 939 1338 1217 1821 1739 1543

Percentage of trajectory type per period

1 16% 12% 15% 10% 10% 8% 6% 7%

2 42% 54% 45% 46% 41% 51% 51% 9%

5 1% 0% 0% 0% 0% 0% 0% 0%

6 14% 19% 25% 29% 31% 24% 20% 13%

7 16% 4% 2% 1% 1% 0% 0% 0%

8 2% 4% 3% 3% 4% 7% 13% 62%

31 4% 2% 2% 2% 1% 1% 1% 1%

32 3% 2% 4% 4% 4% 3% 3% 3%

41 1% 1% 1% 1% 2% 2% 2% 1%

42 1% 1% 2% 4% 6% 4% 4% 3%

Total 100% 100% 100% 100% 100% 100% 100% 100%

Note. Cluster 1: Ivory Tower; Cluster 2: Wanna-be; Cluster 5: Ivy League; Cluster 6: Up-Starters;

Cluster 31: Elite, first generation (1930–1944), Cluster 32: Elite, second generation (1945–1969);

Cluster 41: Shooting Star, first generation (1930–1949); Cluster 42: Shooting Star, second genera

tion (1950–1969). (Design by the author)

one of its first proponents and used the approach to study the relation among theater

managers in the United States. Other seminal works using blockmodeling are

Mohr’s study (1994) of non-profit organizations at the beginning of the twentieth

century, and Padget and Ansell’s (1993) investigation of relationships among

Florentine families in order to understand the rise of the Medici. The idea behind

blockmodeling is to group together those individuals who share similar patterns of

relationships with other individuals in the network (see Breiger, 2004, for a review

of the methodology). As a result, musicians placed in the same block will be struc

turally similar, meaning that they will be likely to display the same pattern of ties to

other actors in the network. Nevertheless, structurally similar actors are not neces

sarily connected.

There are several methodologies for obtaining block models from a given net

work (for a review, see Ferligoj, Doreian, & Batagelj, 2011). CONCOR
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(CONvergence of iterated CORrelations) is the oldest and works as follows: First

the algorithm calculates the correlation between each pair of actors in a series of

iterations. The aim is to identify those actors with the highest likeliness of ties.

Then, based on the matrix of correlations, it splits the network into two partitions. I

chose to split the network three times, thereby obtaining eight blocks.As Hanneman

(2001) indicates, there is no good or bad number of blocks. I chose eight blocks

because this number would yield a less complex output.

I used UCINET 6.64, a network analysis software, to obtain a permutated matrix

and its respective image matrix. The image matrix is obtained from the permuted

matrix by calculating the density of ties in each block. Next, I dichotomized the

density matrix of each period using the following procedure: If the density of a

given block was above the average density of the image matrix, I considered a tie to

exist between a pair of blocks (represented as a solid line in Fig. 8.1a–h). If the

density of a block was between the average density and half of this value, I consid

ered this a weaker tie (represented by a dashed line in Fig. 8.1a–h). In the case of

diagonal blocks (reflexive relationships), the higher the density, the higher the like

liness of including a cohesive group of musicians.

Figure 8.1a–h show the results of this blockmodeling of the jazz musician net

works. I also identified the most important blocks for each trajectory type as fol

lows: Whenever the percentage of a particular trajectory type was above 12.5% (the

expected percentage average per block, given the eight blocks generated by

CONCOR), I identified the number of musicians from that category who are mem

bers of that block. Furthermore, in order to increase the clarity of the schemes, I left

blank isolated blocks with no relevant trajectory type.

Relationships Between Trajectory Types

In order to understand the relations between the trajectory types over time, I built

density matrices for each period, associating pairs of trajectory types. In an approach

similar to the blockmodeling exercise, I obtained an image matrix (see Fig. 8.2a–h).

This image matrix is dichotomized: Above average density is marked “1,” while

below average density is marked “0.”

Several phenomena can become evident through this analysis. First, it is possible

to ascertain to whom each trajectory type was related during each period. Some of

the questions I address with this approach, therefore, are how Elite Cluster members

interact and whom an emerging Elite member dealt with before attaining a domi

nant position. Second, in a strictly regulated society where social roles are highly

differentiated, role types cannot freely interact with one another. The less differenti

ated a society (i.e., interactions between individuals are mainly driven by the social

norms embedded in social roles), the more outbound are the ties observable between

groups. From this perspective, the greater the number of ties, the less differentiated

one trajectory type is from another. Third, by analyzing the sociograms generated

by the dichotomized matrixes it is possible to identify which trajectory types are
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Fig. 8.1 CONCOR blocks per studied period (Design by author)
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Fig. 8.2 Evolution of ties among trajectory types in the Jazz Field. Cluster 1: Ivory Tower; Cluster

2: Wanna-be; Cluster 5: Ivy League; Cluster 6: Up-Starters; Cluster 31: Elite-1, first generation

(1930–1944), Cluster 32: Elite-2, second generation (1945–1969); Cluster 41:Shooting Star-1, first

generation (1930–1949); Cluster 42 Shooting Star-2, second generation (1950–1969). Black nodes

= cohesive groups; white nodes=non-cohesive groups. (Design by author)
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Table 8.5 QAP matrix Pearson Correlation between periods

Period

Period 1930–1934 1935–1939 1940–1944 1945–1949 1950–1954 1955–1959 1960–1964 1965–1969

1930–1934 1

1935–1939 0.186 1

1940–1944 0.295 0.434* 1

1945–1949 0.405* 0.691*** 0.386* 1

1950–1954 0.473** 0.46** 0.371 0.754*** 1

1955–1959 –0.027 0.354** 0.306* 0.092 0.406** 1

1960–1964 0.036 –0.163 0.364*** 0.117 0.405*** 0.189 1

1965–1969 –0.289** –0.132 –0.163 –0.058 0.004 –0.089 0.333** 1

1930–1934 1

Note *p<.05; **p<.01; ***p<.001

Two-tailed tests.

central, which roles are peripheral, and which trajectory types play a brokerage role.

The results of this analysis are shown in Fig. 8.2a–h. I have left the original cluster

numbering visible on the sociograms. White nodes denote below-average-density

cells, which can be interpreted as groups with low cohesiveness.

I also verified how similar each period was to any other period of time. Webster,

Freeman, and Aufdemberg (2001) argue that actors in similar social contexts will

establish similar network patterns. Following this analytical approach, I used

Ucinet’s QAP Matrix tool to obtain a matrix of Pearson correlations among all peri

ods (Table 8.5). The diagonal under the main diagonal (with 1 s) represents the

correlations between subsequent periods. Given the high incidence of right and left

censored trajectories in the periods 1930–1934 and 1965–1969, I warn against pos

sible misinterpretations of the very low Pearson correlation at both extremes of this

diagonal. Hence, I excluded Clusters 7 and 8 (left and right-censored trajectories)

from this analysis in order to mitigate their phasing out and phasing in effects.
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Results: The History of Jazz from a Structural Perspective

The Pre-swing Era: 1930 to 1934

In the early thirties, jazz was considered a dead style, alive only in the memories of

connoisseurs nostalgic for a pre-DepressionAmerica (Lopes, 2002). “Sweet” bands,

headed by classical-music-educated maestros such as Paul Whiteman, controlled

the emerging phonographic industry of the period. Nonetheless, some sidemen

musicians such as Benny Goodman, who played for big bands and had contact with

early jazz musicians, started to introduce “hot” elements. The musical style they

were developing would be eventually called swing. It is worth noting that more than

90% of the recording sessions were concentrated in three cities: NewYork, Chicago,

and London (Fig. 8.3). This geographic concentration was reinforced by the record

ing industry structure.

It is evident that during this period Ivory Tower and Ivy League musicians domi

nated the network’s core (Fig. 8.1a in the Core and Core Intermediary blocks). Both

generations of the Elite Cluster were already present, but they played a minor role,

which can be observed by the limited number of musicians in these categories

(Table 8.4). In Fig. 8.4 it is apparent that betweenness centrality was higher than

degree centrality, indicating that few musicians were instrumental in playing the

role of brokers.

Figure 8.2a shows the relationship between trajectory types. It is interesting to

observe that despite the large number of ties between trajectory types, only three

Fig. 8.3 Distribution of recording sessions by major city (Design by author)
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Fig. 8.4 Evolution of centrality measures: degree and betweenness (Design by author)

groups are cohesive: Elite-1, Ivy League, and Shooting Star-1. Elite-1 and Ivy

League clearly occupy a central role vis-à-vis other trajectory types, suggesting that

those two groups played a coordinating role in this field.

The Swing Era: 1935–1945

The consolidation of swing as a popular style came in the late 1930s. The popularity

of its musicians enabled them to bridge racial chasms, as exemplified by Goodman’s

partnership with Teddy Wilson. A close connection with a monopolistic recording

industry also helped structure a centralized organizational field. As Peterson and

Anand (2002) observe, in the mid-1940s the phonographic field in the United States

migrated from a normative to a competitive model. Several explanations exist for

this shift. The first relates to the domain of law and regulation. The founding of

Broadcast Music, Inc (BMI) in 1942 broke the American Society of Composers and

Publishers’ (ASCAP) monopoly on music royalty distribution agreements and per

mitted the shift from the NewYork Tin Pan Alley formula to the introduction of new

styles (Hobsbawm, 1989; Peterson & Anand, 2002). The number of recording ses

sions fell dramatically in 1942 (see Fig. 8.5), which had the effect of loosening the

leadership of established swing musicians.

Aninspection of the geographic distribution of the sessions reveals that NewYork

and Los Angeles still accounted for the majority in the mid-1940s. However, there

was a clear shift from NewYork to Los Angeles due to the usage of jazz in movies

(Fig. 8.3). In Europe, jazz declined in London, but expanded in pre-World-War-II
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Fig. 8.5 Evolution of recorded jazz sessions included in the sample (Design by author)

Germany. After the 1942–1944 musicians’ strike against the recording industry in

the United States ended the number of recording sessions soared (see 1944 in Fig.

8.3). Due to World War II, though, this recovery mainly occurred in the United

States, while the European share dwindled (see Fig. 8.5).

The shift from a normative to a competitive field is observed in the field articula

tion. Figure 8.4 indicates that the periods 1935–1939 and 1940–1944 both have low

betweenness and high degree centrality (a combination typical of more cohesive

networks). In this type of configuration, brokerage is less important. The loose artic

ulation of the field, along with the presence of experienced sidemen, was a crucial

ingredient in the subsequent revolution of the jazz field. Nonetheless, older genera

tions still controlled the field. A low QAP (Quadratic Assignment Procedure) cor

relation is observable between period 1 (1930–1934) and period 2 (1935–1939)

(Table 8.5). This may be explained by a structural change in the network. As cohe

sion increased, so concentric paths became established. In contrast, the patterns of

relationships did not change dramatically from period 2 (1935–1939) to period 3

(1940–1944) (Table 8.5 shows a 0.43 Pearson correlation, similar to Webster et al.’s

(2001) level). This suggests that with the articulation in the 1935–1940 period rela

tionships changed at a slower pace.

In Fig. 8.1b a Core block articulating the field’s record production is quite clear.

Ivory Tower musicians predominated over other trajectory types (Fig. 8.1b).

Nonetheless, a connected periphery started to emerge, which balanced the domi

nance of the core. In Fig. 8.1c the emergence of shared Core blocks can be seen.

Ivory Tower, Ivy League, and Elite-1 musicians were still controlling the field.

There was, however, no clear-cut core articulating the entire structure. It is worth
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noting that 29 musicians from Elite-2 (or 75% of this generation) were already pres

ent in the field, all concentrated in a single block.

Figure 8.2b, c reveal details of interactions between trajectory types. Shooting

Star-2 musicians (Cluster 42) came to dominate the interactions in both periods. In

view of the fact that Shooting Star musicians experienced short periods at the core,

my findings suggest that in parallel to the institutionalization of swing most interac

tions were articulated by players with lower permanence in the network. It is also

worth noting that despite the concentration of all Elite-2 musicians in the same

block (as pointed out for Fig. 8.1c) they were not cohesive as a trajectory type (Fig.

8.2c). As a possible interim interpretation, I suggest that their relationships during

this period were not best captured within the phonographic industry, but in more

informal, less commercial, uncoupled locations such as jam sessions and night

clubs (Becker, 2004).

The Bop/Cool Era: 1945 to 1960

PetersonandAnand(2002)notethatbythemid-1940sanewFederalCommunication

Commission (FCC) regulation had broken the monopoly held by the major radio

stations. Furthermore, in 1948 there was a second musicians’ strike in the U.S.

recording industry, leading to a general decline in recording sessions (see Fig. 8.5).

The emergence of television networks also impacted the radio industry. Companies

shifted their advertising budgets toward television, causing the radio networks to

view smaller and local radio stations as unattractive. Both factors—the end of the

radio stations’ monopoly and the emergence of television networks—led to the sale

of licenses to local entrepreneurs. As a result, a flood of new licenses were issued to

local radio stations, which had few resources to invest in live shows. Instead, they

played albums published by small recording companies, increasing the diversity of

styles reaching the public (Peterson & Anand, 2002, p. 268). With this change, pro

moters of new styles were able to challenge the dominance of established musi

cians. It is worth noting that when the number of recording sessions did once again

increase again the strike (see 1950 in Fig. 8.5), New York and Los Angles were

unable to retain the geographic concentration they had held during World War II.

In the mid-1950s this picture changed as young America embraced rock. Jazz as

an embracing paradigm lost touch with a large share of the American audience,

resulting in its loss of dominance to rock music in the sales charts published in

Billboard magazine. In spite of these changes, demand for jazz recording sessions

was still rising at the end of the 1950s (see Fig. 8.5). Although the NewYork scene

did remain stable, most of the growth came from Los Angeles and European-based

recording sessions (see Fig. 8.3). These changes in the industry and the demograph

ics of jazz musicians accelerated the shift from the normative to the competitive

configuration.

To be sure, relationships across periods were reasonably stable (see Table 8.5,

correlations were around 0.4). Furthermore, an examination of the field’s block
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model structure (Fig. 8.1d–f) shows the stability of a core and connected periphery

configuration, reinforcing the idea of a fairly cohesive field. Yet in Fig. 8.4 a slight

shift from the superiority of degree centrality towards betweenness centrality is

detectable. When the field reaches the 1955–1959 period, there is a relative equilib

rium between the average betweenness centrality and the average degree centrality,

indicating that the field was swinging back towards a more centralized

configuration.

Elite-2 musicians, mostly associated with the emerging bop style, were impor

tant players from 1945 to 1960. In Fig. 8.1d it is evident that Elite-2 musicians

dominated the core, partially displacing Ivory Tower and Elite-1 musicians to the

periphery or to the outskirts of the core. Nonetheless, in an increasingly open sys

tem as the phonographic field was becoming (Perrow, 1986, pp.178–218), uncon

tested dominance was not guaranteed. During the following period, from 1950 to

1954, Elite-2’s dominance of the core was shared with Elite-1 and Ivory Tower (Fig.

8.1e).

It was first during the 1945–1949 period that Elite-1 and Elite-2 trajectory musi

cians became more prominent than other trajectory types (Fig. 8.2d). This promi

nence was maintained throughout the ensuing period (Fig. 8.2e). Although Shooting

Star trajectory musicians had been prominent during the previous period (see Fig.

8.1c), they were now pushed into a more peripheral role.

However, the leadership of Elite-2 members was not sustained for long: It soon

became a dispersed and low cohesion group (Fig. 8.2f). Although Elite-2 musicians

were still central (Fig. 8.1f), they showed low levels of collaboration among them

selves, spending more effort in exploring outbound relationships. In contrast, those

in the Elite-1 and Ivory Tower clusters, along with both generations of Shooting

Stars, were the only cohesive groups in this period. These findings have several

implications. In the previous period, Shooting Star musicians were central in the

interactions (Fig. 8.2b, c), but Elite and Ivory Tower musicians dominated the most

prominent blocks (Fig. 8.1b, c). Now, however, Elite musicians were both central in

the interactions (Fig. 8.2d–f) and dominant in the Core blocks (Fig. 8.2d–f).

The Jazz Renaissance: 1960–1969

During the 1960s, jazz became increasingly associated with the “older generation,”

and its decline quickened (see Fig. 8.5). In response to this downturn several musi

cians looked for outside the traditional canon for ways to reinvigorate that field of

music. For instance, Miles Davis introduced fusion, while Stan Getz helped bring

Bossa Nova to American jazz. All these efforts to mitigate jazz’s decline led to an

increasingly loosely coupled field. To be sure, there was abundant reaction to dis

qualify some of these new idioms. Miles Davis’s fusion was thought to be more a

style of rock than of jazz, while Coleman’s free jazz was unacceptable to some tra

ditional jazz musicians. Geographically, this period also represents a sharp decline

in the U.S.-centrism of jazz. The large American cities cited in Fig. 8.3 represented
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71% of recording sessions in 1960, falling to 54% by 1969. By contrast, the large

European cities cited in Fig. 8.3 had 19% of recording sessions in 1960, but rising

to 27% towards 1969.

Jazz scholars identify this period as strongly fragmented because of the adoption

of distinct styles. Figure 8.4 shows that the average betweenness centrality during

this period is higher than the average degree centrality, indicating higher reliance on

brokers. With greater stylistic differentiation emerging, musicians can be expected

to play increasingly among peers sharing the same style. The shift from the more

cohesive configuration seen in the1945–1960 period to the less cohesive configura

tion of the 1945–1960 period is also accompanied by a stark change in the pattern

of relationships (see Table 8.5 for the statistically non-significant correlation

between the 1955–1959 and 1960–1964 periods).

Figure 8.1g shows the division of the field’s core into two, nonetheless intercon

nected, shared cores. In other words, although musicians were going in different

directions, the process cannot be termed fragmentation, because the field’s blocks

remain connected. Elite musicians (from both generations) are represented occupy

ing the shared Core blocks together with Ivy League musicians. Figure 8.2g reveals

a rearticulation of Elite-2 from 1960 to 1964, with the cluster occupying a more

central role, articulated with Shooting Star-2 and Elite-1.

In the period from 1965 to 1969, the network was relatively stable in comparison

to other periods (see Table 8.5,0.333 correlation across periods), while the tendency

for further prominence of brokerage over cohesion was still operating. Table 8.1

indicates that the average betweenness centrality is higher than the average degree

centrality. In comparison to the previous period, a clearer core-periphery configura

tion (Fig. 8.1h) is seen.

During this period, several Elite-2 musicians were present at the core (Fig. 8.1h).

As a group, though, Elite-2 became less cohesive (Fig. 8.2h). New groups emerged

as central and cohesive, like Cluster 6, the Up-Starters (Fig. 8.2h). It is worth noting

that Elite-2 was neither able to entirely displace older groups nor become a peren

nial cohesive group. In addition, Fig. 8.2h shows a return of Elite-1, although the

expectation would be for the core to be held by the newly established generation.

This evidence suggests that, given a stylistic crisis in the field, previous Elite gen

erations were able to fill the void left by the competing new generation.

Discussion

The above analysis reveals a rearrangement in the field structure. While the field

was relatively centralized (both geographically and socially) during the 1930–1934

period, it became more cohesive in the following periods, regaining a higher cen

tralization toward the 1965–1969 period (Fig. 8.4). In broad strokes, this is observ

able throughout the different blockmodeling configurations (Fig. 8.1a–h). A clear

core-periphery structure is discernible during the 1930–1934 period, with the

peripheral blocks becoming more connected throughout the coming periods, and
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shared core positions emerging. Peripheral blocks remain connected, despite the

higher centralization of the 1964–1969 period and the reemergence of a distinct

core position.

Hence, it can be inferred that in normative fields there is high centralization and

a core-periphery distinction. With a shift to a competitive field, more spontaneous

interactions take place, leading to better distribution of interactions throughout the

field. The field again attains a higher centralization, possibly due to stylistic differ

entiation and geographic localism. Yet there is lower core-periphery distinction

compared with the 1930–1934 period.6

It is evident that Shooting-Star musicians were prominent in the network (Fig.

8.2b, c) at the dawn of the transition of the jazz field from normative to competitive,

In the 1945–1949 period, Elite musicians attained this centrality. However, this

achievement of centrality was fairy unstable: Elite musicians across generations

displaced each other. Looking at Elite musicians vis-à-vis the blocks in which they

are located (Fig. 8.1a–h), it seems, though, that Elite prominence consolidated up to

the 1945–1949 period. The distinction between these two sets of analyses sheds

light on the value of blockmodeling: While cohesion-based prominence is impor

tant (Fig. 8.2a–h), structural equivalence (Fig. 8.1a–h) allows identification of those

musicians who dominate blocks analytically constructed to capture asymmetries

across relationships. In substantial terms, if individuals who dominate core blocks

are not the same as those whose centrality is cohesion-based, it can be inferred that

a loosening has occurred between global and local key players. While the global key

players might enjoy higher brokerage gains, local key players may be able to

command specific styles, fads, and fashions, as suggested by the prominence of

musicians with short-timespan trajectories.

In most periods, Elite Cluster musicians dominate the Core blocks in both the

normative and competitive field configurations—unsurprising given that this group

ing was obtained by clustering together musicians with high betweenness centrality

and long lifespan. However, during the reconfiguration years (from 1945 to 1964),

the Elite musicians were also prominent in its cohesion-based centrality. Hence,

during the transition from one configuration to another, the Elite musicians played

both the high-cohesiveness and high-status roles. But when the field became rela

tively centralized again, and musicians dispersed into distinct styles, younger gen

erations yielded the central position to older musicians.

Conclusions

Aldrich (1999) suggests that communities evolve in a nested way. He suggests a

coevolutionary approach concerned with how sets of populations coevolve over

time. From this perspective, trajectories are constrained and supported by a

6Of course, here I am assuming that the field reached in equilibrium in 1969. Further analyses of

right-censored data could show a decline in interperipheral connections.
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macro-structure. Conversely, the macro-structure is shaped by the nested micro

trajectories. The idea of coevolution can be extrapolated to different levels of analy

sis: regions, countries, organizations, and individuals.A field’s evolution in terms of

its structural and normative elements is better explained by describing the coevolu

tion among its members.

This research contributes to the literature in question by showing that changes in

the jazz field structure from normative to competitive in the mid-1940s occurred in

tandem with significant changes in the positioning of jazz musicians within the

network.

This research presents an empirical puzzle: More competitive structures are ben

eficial for emerging artists because they grant them better access to resources previ

ously concentrated in established musicians’ hands. Consequently, the shift from a

normative to a competitive field is likely to enhance individual creativity and allow

for the emergence of a new elite. However, if the new elite is unable to establish a

new normative era and to curtail the competitive forces, its new styles may be

quickly put to the test and its central position disputed by even more recently recog

nized musicians. As a result, the drive for innovation and better positions leads to

the weakening of a field’s paradigm. Once faced with a crisis and the additional

challenge of reestablishing normative controls, newly ensconced musicians are

likely to look to previously predominant musicians who still retain social capital

and status.A radical shift toward a competitive field is therefore likely to reestablish

formerly prevailing musicians in core positions, contrary to a common sense intu

ition that those musicians would be left to occupy peripheral areas of the network.
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Chapter 9

Topology and Evolution of Collaboration

Networks: The Case of a Policy-Anchored

District

Laura Prota, Maria Prosperina Vitale, and Maria Rosaria D’Esposito

Despite all the increased mobility of capital, goods, and labor, modern globalization

has failed to produce a placeless market economy. Contrary to expectations, local

differences have radically emerged, creating uneven economic landscapes (Amin&

Thrift, 1995). Regions and localities increasingly compete to attract and retain

resources through innovation (Cooke, 2005; Cooke, Uranga, & Etxebarria, 1997;

Morgan, 2007). Innovation, from this perspective, is intended as a collaborative

process linking science, technology, industries, and institutions within a coherent

system able to produce positive spillovers and favor systemic learning (Asheim,

Smith, & Oughton, 2011; Morgan, 2007).

From a theoretical point of view, these interactions are likely to produce vital

regional innovation systems with enhanced potential for growth (Doloreux & Parto,

2004). The industrial-cluster model proposed by Porter represented a first concrete

example of this process of systemic learning. Since Porter’s conceptualization (Porter,

1998), clusters havebecomea flagship model for innovation all over the world, inspir

ing policies in Europe and other OECD countries at all levels as well as in emerging

economies. As clusters were replicated and sustained by public policies, there

emerged an array of diverse empirical applications reflecting different aims, gover

nance, institutions, and composition. According to Martin and Sunley (2003), how

ever, this organizational variety made the very meaning of the cluster concept vague

and pointless, calling for a detailed classification of experiences and practices.
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The initial enthusiasm for clusters gradually thus dampened, and thought turned

to the question of what type of connections were really to be encouraged, given that

“being connected” is just not enough. Moreover, the promised gains of regional

competitiveness were difficult to assess, given that the institutional complexity

involved in regional innovation systems could not be easily translated into competi

tiveness as though clusters were firms (Martin & Sunley, 2003). The evaluation of

regional innovation systems is even more problematic when clusters’members have

key public targets, as in the case of policy-anchored districts, whose major drivers

can be government tenants such as capital cities, military or defense facilities, pub

lic universities, or national research centers (Markusen, 1996). The specific issues

inherent in these policy-anchored districts still need to be properly addressed.

Researchers contributing to a growing body of studies are investigating social

network analysis as an effective means with which to examine the structure and

dynamics of regional innovation systems. Collaboration networks represent the

backbone of systemic learning. According to Powell et al., (1996), the wider the

industrial knowledge base is, the more collaboration networks become essential for

exploiting and exploring a firm’s capabilities. Such networks are not one-time

dyadic interactions aimed at filling in a firm’s gaps in knowledge. On the contrary,

networks are the loci of innovation representing the means through which collective

learning unfolds. Studying clusters as networks has therefore become increasingly

popular in the literature. Network analysis has been used to explain how the innova

tive capacity and performance of firms vary with network attributes such as central

ity or density (Boschma& Ter Wal, 2007; Giuliani, 2007; Tsai, 2001). Alternatively,

network properties and configurations were explained as resulting from firms’ char

acteristics, such as knowledge bases (Baum, Shipilov, & Rowley, 2003). However,

to the best of our knowledge, there are no studies formally analyzing networks as

coordination mechanisms administered by a formal local institution devoted to

orchestrating the network’s developmental trajectory (Provan, Fish, & Sydow,

2007).

Our study contributes to this literature on regional innovation systems through a

formal network analysis of a network-administered, policy-anchored district,

Ingegneria dei Materiali polimerici e compositi e Strutture (IMAST), located in the

region of Campania in southwestern Italy. Policy-anchored districts are often criti

cized as suffering from technological and political lock-in, where member organiza

tions are well-established, large corporations primarily interested in consolidating

and reproducing a given structure through multiple embedding mechanisms

(Tödtling & Trippl, 2005). We want to determine the extent to which a process of

consolidation of existing structures applies to IMAST or whether behavioral

changes are emerging.

IMAST is a high-tech district focusing on polymeric and composite materials,

engineering, and structures. This modern corporate research center was built in

2004 on the initiative of a public university, a national research center, and a set of

public and private firms in strategic industries such as aeronautics, transport, and

defense. A dedicated administration was established with the explicit mission of

orchestrating members’ relations and facilitating the integration of the different
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knowledge bases for the common goal of fostering exploratory research on complex

polymers.

An ideal core–periphery configuration is taken as a benchmark against which to

compare the evolution of the observed patterns of collaborations within the IMAST

project network. We conduct a prespecified blockmodel analysis of IMAST’s col

laboration network for research and development (R&D) in each of the 7 years from

2006 to 2013 to determine how far its observed topology was from a core–periphery

model configuration at each time point (Doreian, Batagelj, & Ferligoj, 2005). The

core–periphery model used as a benchmark was defined as a multiple-core model

with a bridging core connecting all the others (Kronegger, Ferligoj, & Dorein, 2011).

Blockmodeling can provide a synthetic and effective visualization of the evolu

tionary trajectory of the cluster. It is thus possible to use prespecified blockmodeling

to assess the extent to which the observed trajectory was path dependent. From an

evolutionary perspective, we operationalize the concept of structural variations

introduced by Glückler (2007) to explain how a developmental trajectory can be

shifted away from its path. Lastly, we examine what type of actors occupied key

structural positions and what degree of positional mobility there was in the period

examined.

The available theories on cluster configuration and evolution are reviewed in the

first section, with particular attention to the core–periphery model. The second sec

tion introduces the case study characteristics and the data used for the analysis. In

the third section we illustrate the method of prespecified blockmodeling and opera

tionalize key indicators of path reproduction and variation. The fourth and fifth

sections contain the results of our prespecified blockmodeling analysis, which

shows the evolutionary trajectory of IMAST. This part of the chapter also has a

detailed discussion of the organizations’ attributes. The final section presents our

conclusions and recommendations.

Cluster Topologies in the Literature: Generative Processes

and Configurations

Innovation in a knowledge economy is conceptualized as an interactive process of

learning that involves different actors in a system (Cooke & Morgan, 1999). This

learning process is shaped by a variety of institutional routines and practices, defined

as organizational patterns of behavior. The delicate role of managing collaborations

and harmonizing practices and routines is particularly sensitive when technology

and science-based organizations are called on to coexist within the same cluster

(Autio, 1998). In these cases a dedicated administration can be instituted as a

knowledge integrator in the network-administered organizations (NAO) (Provan &

Kenis, 2008). The literature on innovative clusters does not directly examine top

down management strategies of collaborations, probably because top-down man

agement is not an ideal model that fits all cases. However, several economic
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processes have been identified as generative of cluster topologies from a bottom-up

perspective. These processes suggest that a core–periphery structure is the most

likely one to emerge in innovation networks.

Owen-Smith and Powell (2004) identified geographical proximity and owner

ship as the main explanation for cluster configurations. In their view, geographical

proximity facilitates informal knowledge transfers by providing trust-based chan

nels of communication. In the absence of face-to-face interactions that are perceived

as secure, information needs to be formally protected. Distant knowledge transfers,

therefore, are more likely to occur through codified conduits of knowledge regu

lated by property rights.

These underlying processes have been shown to affect the resulting structure of

the network providing different positional advantages to actors. Owen-Smith and

Powell (2004), for example, estimated a model using data on the Boston biotechnol

ogy industry and showed how geographical proximity and ownership have an

impact on centrality. Geographical proximity favored a process of embedding by

which groups became cohesive over time. Cohesiveness benefited all members,

regardless of their centrality. Conversely, in geographically sparse communities,

being central is essential to success. The study by Owner-Smith and Powell showed

that ownership also mattered in terms of configuration. When clusters were driven

by private commercial firms, networks ties likely spread across the globe to reach

key partners. Policy-anchored districts, by contrast, tended to take root in the com

munity to which they belonged, thus creating dense local networks.

The dyad of local–tacit versus global–formal knowledge transfers was discussed

by Bathelt, Malmberg, and Maskell (2004), who argued that both these types of

interactions need to coexist. Cognitive proximity is considered in their study as the

baseline mechanism of cluster topology. Based on the consideration that collabora

tion requires a certain degree of cognitive distance, local buzz is seen as a way to

reduce distance and acquire familiarity with different knowledge bases. In order to

maintain creative diversity within the cluster, it is simultaneously essential to have

intakes of fresh information via pipelines connecting the buzz to the rest of the world.

Should the buzz prevail, the cluster risks technological lock-in. Should pipelines

overmultiply, the cluster risks disintegration. Finding the balance between inward

and outward-looking ties is, therefore, key to sustainable cluster development.

Zooming out from individual ties, we note that the configuration resulting from

the process of cognitive recombination is a core–periphery model in which the buzz

represents the cohesive nucleus of the topology and the pipelines its periphery. In a

study on the wine districts in Italy, Giuliani (2007) also underlined the importance

of knowledge bases in producing a core–periphery network configuration. She con

sidered two distinct relations: a knowledge network built on survey data tracing

technical advice, and a business network recording any type of business relations

among cluster firms.Amodel was then estimated to understand the effect of knowl

edge bases and firms’ characteristics on degree centrality. Estimation results were

reinforced by calculating a core index to locate core actors within the networks.

Results showed that the two networks had very different configurations. Although

the business network was complete, representing a collective and pervasive
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community, the knowledge network was highly centralized, producing a selective

and uneven environment. At the core of the knowledge network sat the firms with

the strongest knowledge bases.

Furthermore, Balland, Suire, and Vicente (2010) distinguished the effect of geo

graphical proximity and knowledge bases by project phases such as in a knowledge

value chain approach. In this very thought-provoking study, two-mode data on the

Global Navigation Satellite System in Europe (GNASS) were used to define two

network projections. The first network projection, describing project-to-project

relations, was used to divide projects into three phases of the knowledge value

chain: exploration, integration, exploitation. The second network, showing an

organization-to-organization network, was used to distinguish firms by their knowl

edge bases: synthetic, analytic, and symbolic. Finally, a blockmodel was used to

find cohesive local clusters and pipelines linking these clusters to global partners.

Results from social network analysis showed that the project network indeed took a

core–periphery configuration, the core consisting of exploitative projects close to

the marketing phase and with a high concentration of pipelines. By contrast, local

embeddedness dominated the periphery where exploratory projects required trust to

exchange sensitive information and reach closure.

The relation between the core and the periphery of an innovation network was

further discussed by Glückler (2014) with an analysis of BASF’s cross-departmental

knowledge flow linking the center to a peripheral unit in Argentina. The study dem

onstrates that the periphery can become a particularly suitable location to develop

controversial innovations due to its organizational features. The unit examined was

able not only to capitalize on its local market connections to develop a new business

model but also to exploit the global organizational viscosity of BASF by establish

ing contacts with distant units.

From this literature it emerges that geographical and cognitive proximities as

well as ownership can set in motion underlying processes that ultimately produce

core–periphery structures. The extent to which an observed network approximates

a core–periphery model can be captured through blockmodeling. This method is

well established in social network analysis and has been used since the 1970s to

reduce a network to its key topological features (Doreian et al., 2005). In this chap

ter, we use a variant of blockmodeling that permits prespecifying a theoretical core–

periphery model and then using it as a benchmark against which to measure the

configuration of the observed project networks over time.

The temporal dimension is particularly important in this study because it allows

one to understand the extent to which the district development trajectory was path

dependent (Martin & Sunley, 2006). The presence of a core–periphery structure in

a specific moment of a cluster life does not necessarily mean that the structure will

persist in the future. In this study we consider the emergence of a core–periphery

structure as an indication that an underlying process of preferential attachment is

taking place. This process implies that new ties are more likely to form around

already central actors, reinforcing the cohesiveness of the core against the periphery

(Glückler, 2007). However, this correspondence between topologies and processes

persists only if the processes are protracted.
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From an evolutionary perspective variations can occur such that the entire sys

tem shifts toward a new configuration. Variations are defined as ties (or behaviors)

capable of modifying the whole structure because their formation countervails the

prevailing reproductive rule of the system. Glückler (2007) identifies three types of

variations with potential structural impact: (a) ties that establish global bridges

between the local cluster and distant alters (e.g., the pipelines theorized by Bathelt

et al., 2004); (b) ties that establish local bridges by connecting groups that are proxi

mate but disconnected (due to gaps in the knowledge bases, for instance); and (c)

actors who are part of different groups and act as brokers. All these types of varia

tions are operationalized by making explicit hypotheses on the expected location of

block-model inconsistencies. Before we move on to the method, the next section

introduces the case study and the data used for the analyses.

The Case Study: The Experience of Italian Technological

Districts

Influenced by the theory of regional innovation systems, European policies have

encouraged the creation of several R&D infrastructures (Landabaso, Oughton, &

Morgan, 1999). In this section we focus on the specific case of policy-anchored

technological districts (TDs). As reported in Lazzeroni (2010): “A technological

district is defined as a territorial system specialised in hi-tech activities and endowed

with factors that determine system innovativeness” (p. 48). In Italy this policy ori

entation led the Ministry of Education, Universities, and Research to set up 29 TDs

between 2002 and 2004. The creation of TDs was the implementation of a region

oriented policy aimed at fostering innovation and competitiveness through “local

aggregations of high-tech activities, made up by public research centers, firms and

local governments, geographically concentrated” (Bertamino, Bronzini,DeMaggio,

& Revelli, 2014, p. 6). Thus, TDs are characterized by three elements: territoriality,

specialization in high technology, and system innovativeness. TDs represent a key

region-oriented policy instrument aimed at stimulating interorganizational collabo

rations through subsidization (Fornahl, Broekel, & Boschma, 2011).

Even though TDs stem from the same policy, they have different specializations,

governance systems, and geographical contexts. Given the high level of heterogene

ity characterizing these clusters, cross-cutting comparisons remain problematic

(Lazzeroni, 2010; Miceli, 2010). We undertake an in-depth analysis of a specific

case study by adopting an evolutionary perspective aimed at capturing changes with

respect to a theoretical model (for a related approach, see Prota, D’Esposito, De

Stefano, Giordano,&Vitale, 2013; Prota& Vitale, 2014; orArdovino& Pennacchio,

2012; Capuano, De Stefano, Del Monte, D’Esposito, & Vitale, 2013).

The case study investigated, IMAST, conducts exploratory research on compos

ite materials and polymers engineering. It was conceived as a corporate research

center bringing together in horizontal collaborations the largest Italian firms in stra

tegic industries such as defense, aerospace, aeronautics, maritime shipping, and
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transport.1 Beyond this highly technological core, the district was also given a sci

ence base through involvement of public universities and the national research insti

tute. The governance was a holding of industrial and public laboratories and

institutes. This holding was managed by a dedicated administration whose role was

to orchestrate collaborations to promote horizontal partnerships and encourage the

recombination of knowledge bases. The explicit mission of the district, as knowl

edge integrator, was to intensify public-private collaborations and to put in place

private-to-private interactions connecting firms from different industries within and

outside the district.2

This cross-sectoral approach to baseline research was orchestrated by the admin

istration through active management of the network. Not only were projects were

selected, but district members and external partners were called upon to participate

in order to encourage the convergence between science and technology. IMAST

management was able to attract an increasing number of firm leaders (the number

doubled during the 10 years examined), and the science base was expanded to

involve an increasing number of departments, universities, and institutes. In the fol

lowing section the R&D collaboration network among members is first defined and

then analyzed by means of social network analysis.

The data in this chapter refer to all IMAST R&D projects subsidized by both

national and international grants. These projects can be used to study the structure

of collaboration networks linking members among themselves and with the rest of

the world.3 They also express IMAST’s policy on collaboration insofar as they were

the direct result of the administration’s innovation strategy.

Thedata encompass24R&Dresearch projects undertaken by thedistrictbetween

2006 and 2013. These project data constitute a two-mode network of organizations

participating in projects. More formally, let N be the set of n TD’s members (asso

ciated members andobserved for the n external partners) and P be the set of themembers over time. An affiliation matrix Ap
(n
R&D´

p)
projects

can be

defined. The matrixthe project kPÎ , andentryis equalaik is equal to 1 if the organisation i
NÎ

to 0 otherwise. participates in

We use the conversion approach (Everett& Borgatti, 2013) to obtain an actor-by

actor adjacency matrix G from the two-mode network. In matrix G the entries are

equal to the number of research projects shared by two organizations and 0 if two

organisations have never collaborated in a research project. In order to highlight the

structural changes that occurred over time, separate adjacency matrices werederived

forasof each yearaactorsgraphnGNÎT(Prota(N,LT,& Vitale,
),

withand the links2014).Tl Each of these temporal slides can be described

being the set of ordered time points t TÎ. The set

LÎ change over time according to individual par

ticipation in the projects.

1http://www.imast.biz/index.php?option=com_content&view=article&id=1&Itemid=2&lang=en

2The governance structure, the rules, and the composition of the district were highlighted by the

manager during an in-depth interview held in February 2014. In particular, the active role of man

agement was clarified by the manager and further discussed with members.

3We thank the TD’s administrative staff who helped us update the data to March 2013.
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In Table 9.1 some whole network measures are provided for each yearly collabo

ration network examined.4 The table shows two main waves of funded projects: an

initial wave in 2006–2007 when six and seven projects were funded, respectively;

and a second wave in 2013 when seven projects started. The number of organiza

tions involved in the collaboration network notably increased over time, going from

19 organizations in 2006 to 82 in 2013. The proportion of associated members to

external partners also changed dramatically. From 2006 to 2011, most of the orga

nizations were local research institutions and firms formally engaged with the

TD. In 2012 and 2013, the number of external partners exceeded that of associated

members. However, the number of the external partners involved in the European

R&D project since 2008 is much larger (50 organizations) and has been shrunk to

only one representative node in order to simplify the analysis.5

Figure 9.1 shows the evolution of the collaboration network. Structural hole

measures were used to highlight group clustering.6 These measures provide infor

mation on (i) dyadic constraint, which indicates the extent to which a single organi

zation bridges two cohesive groups; and (ii) associated constraint, which measures

the degree of organizational embeddedness within a cohesive group. In the graphs,

TD members with high aggregate constraint are drawn closely together, whereas

low dyadic constraint is shown as longer links to highlight structural holes.

We note that the one-mode projection of the data has generated perfect cliques in

correspondence with joint participation in projects. However, clustering cannot be

entirely attributed to this data distortion. Since the very beginning of the TD, a sub

set of organizations have collaborated on more than one project, suggesting the

emergence of a substantially cohesive core. Furthermore, key brokers have charac

terized the network in each time period. In the start-up phase, only two actors within

the TD bridged otherwise disconnected groups. From 2009 onward, however, the

number of brokers notably increased.

4We calculated the reported measures by disregarding isolates (the TD’s members not involved in

projects in each year).

5Given that only six members were involved in the EU project, we decided to subsume all the

international partners in one representative node. In this way the pattern of collaborations internal

to theTD remained stable, and at the same time the analyses and visualizations were simplified. If

we were to count all the partners involved in the European project, the number of external partners

collaborating with theTD since 2008 would increase by 50 units.

6Pajek software for social network analysis (de Nooy, Mrvar, & Batagelj, 2011) was used for all

analyses and visualizations in the study.
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Capturing Cluster’s Topology with Prespecified

Block-Modeling

We used prespecified blockmodeling to gain a synthetic view of the structural evo

lution of IMAST collaboration network (Fig. 9.1). Blockmodeling is a type of clus

tering for relational data intended to reduce complex networks into simpler graphs,

with nodes representing groups of equivalent actors (positions) and ties represent

ing the relation between positions (roles) (see Ferligoj, Doreian, & Batagelj, 2011;

Wasserman & Faust, 1994). These reduced graphs (also called images) are used in

this study to facilitate synthetic visualization of the overall topology of the IMAST

collaboration network and its evolution.

Toreduce acomplex network into its image, a single node subsumes similar actors

if they are equivalent. This study uses the definition of structural equivalence to

reduce IMAST collaboration networks. Actors are considered equivalent if their pat

tern of ties to and from alters is identical (Lorrain & White, 1971). In practice, when

structural equivalence is used, the network matrix is permuted to form either null or

Fig. 9.1 Energized graphs by structural-hole measures of collaboration networks in selected years

(2006, 2009, 2011, 2013). Nodes represent the IMAST’s associated members and external part

ners; line lengths=dyadic constraint; node size=aggregate constraint; node shape=IMAST’s

associated member (circle), partner (triangle); node color: firm (gray), research institution (black),

other organizations (white), and external partner (yellow) (Source: Authors’ elaborations based on

R&D collaboration within the technological district)
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Fig. 9.2 An example of network reduction through prespecified blockmodeling. Panel A:Atheo

retical multiple-core model. Panel B: The multiple-core model fit to data. Inconsistencies between

observed and expected ties are marked in red. Panel C:An example of reduction where the parti

tioned matrix in Panel B is presented as a reduced graph (Source: Authors’ elaborations based on

R&D collaboration within the technological district)

complete blocks (Batagelj, Ferligoj, & Doreian, 1992; Doreian et al., 2005). The term

block refers to the ties linking equivalent actors to alters in this permuted matrix.

In prespecified blockmodeling, a hypothesis on the overall configuration of the

network is formulated a priori on theoretical grounds. Subsequently, this model

configuration is fit to the data by means of a local optimization algorithm. The algo

rithm partitions the network to minimize the overall number of inconsistencies

between the expected and observed ties. Lastly, the permuted matrix can be reduced

to a simpler graph (the image), which represents an instance of all the possible con

figurations compatible with that prespecified block model.

Figure 9.2 presents the prespecified block model used to reduce IMAST net

works (PanelA) and exemplifies the process of reduction (Panels B and C). PanelA

reports, in a matrix format, the multiple-core blockmodel specified to fit the data.

This particular blockmodel was introduced by Kronegger et al. (2011) to study col

laboration among Slovenian academics. The rows and the columns of the matrix in

Panel A represent groups of organizations, whereas the cells of the matrix indicate

how these groups are related to each other (i.e., the role they play in the system). As

mentioned, we specified the groups to be formed according to the definition of

structural equivalence.

The topological hypothesis advanced by this blockmodel is that multiple cores of

completely connected actors exist in the observed network. We express this hypoth
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esis formally by specifying that diagonal blocks are complete. In our specific case,

these diagonal cores can be interpreted as research units or project partnerships. In

keeping with Kronegger et al. (2011), these cores are hereafter referred to as simple

cores.

Furthermore, the blockmodel allows simple cores either to be connected to each

other through bridging blocks or to stay disjointed. In our specification, off-diagonal

blocks can be either null or complete. The former condition is the case when no

overlapping exists between two research groups, whereas the latter condition sig

nals brokerage.

The final block (5,5) of the blockmodel representing the periphery of this

multiple-core blockmodel is left unspecified so that it can be either complete or null.

The network will have a periphery if the last block is null, implying that the actors

in the respective cluster 5 will have no relations among themselves. Pajek software

for social network analysis was used to fit IMAST project networks to this block

model at each time point.

Panel B of Fig. 9.2 reports how the blockmodel fits the IMAST collaboration

network in the year 2006. As mentioned, the observed network was permuted using

structural equivalence so that organizations (rows and columns of the network

matrix) formed either complete or null clusters (identified by blue lines in Panel B).

The cells of the network report the number of times actors collaborated with each

other. The higher the number of collaorations, the more intense the color.

Inconsistencies between the observed network and the blockmodel hypothesis

are reported in red. The location and pattern of inconsistencies can be examined to

arrive at a substantive interpretation of blockmodeling solutions (Prota & Doreian,

2016). More specifically, in this study inconsistencies are used to operationalize the

key concepts of cohesive cores and structural variations as discussed in the first

section as follows:

1. Complete diagonal blocks with no inconsistencies refer to clusters whose mem

bers collaborated on exactly the same research projects or on a single research

project. All the organizations participating in the same R&D project are, by defi

nition, collaborating with one another and form a complete clique or a 1-covered

block.

2. Complete diagonal blocks with inconsistencies indicate effective cohesive cores.

Through the use of structural equivalence, inconsistencies in a complete diago

nal block imply nonidentical patterns of ties between a cluster’s organizations. In

other words, organizations recursively collaborate in slightly different

partnerships.

3. A diagonal core is a bridging core when all the off-diagonal blocks associated

with it are complete. This operationalization applies to block (1;1) in Panel B of

Fig. 9.2, whose associated columns and rows are all complete. In our example

the two research institutions in cluster 1 collaborated on all the projects under

taken by the district. By identifying a specific group of organizations participat

ing in all research projects, bridging cores can be taken as a measure of local

brokerage as discussed by Glückler (2007).
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4. Inconsistencies in null off-diagonal blocks identify brokerage. An example of

this pattern of collaboration is shown by the red ties in block (2;5) and (4;5).

These inconsistencies show that individual organizations in clusters 2 and 4 are

also taking part in the projects undertaken by the organizations in cluster 5.

These organizations cross a structural hole.

Note that all the inconsistencies reported in Panel B involve the peripheral block

(5;5), which happens to be null for that year. In other words, the network in 2006

indeed took a classic core–periphery structure with a bridging core (block (1;1)) and

a disconnected periphery (block (5;5)). An increased number of inconsistencies

involving actors in cluster 5 will ultimately have an impact on the core-periphery

structure of the network by eliminating the periphery. In that eventuality, this local

bridging would represent a structural variation (Glückler, 2007).

Finally, Panel C of Fig. 9.2 illustrates an example of network reduction by which

the rows and columns of the partitioned network matrix in Panel B are shrunk to

single nodes if they are equivalent. The reduced graph represents the observed con

figuration consistent with the prespecified blockmodel. In the reduced graph, nodes

with loops represent simple cores (complete diagonal blocks in Panel A), whereas

ties indicate cross-cluster bridging. Dotted red lines indicate a discrepancy between

the network observed and the ideal core-periphery model tested.

Blockmodeling Results

The blockmodel specified in the previous section is used to reduce the observed

networks (as illustrated in Fig. 9.3) in each year from 2006 to 2013.7 The reduced

graphs obtained are presented in Fig. 9.3.

Empirical results confirm that a process of structural transition characterized the

evolutionary trajectory of the IMAST collaboration network. Between 2006 and

2009, the network configured as a core–periphery model with few inconsistencies.

In each year of that period, it was possible to identify a clear bridging core linking

all the other clusters in a star configuration. Moreover, during those years, there

were only a few cross-cutting ties connecting clusters beyond the bridging core, and

they were all defined as inconsistencies (reported as red ties in Fig. 9.3). Lastly,

from 2006 to 2008, a clear periphery was identified. Members of cluster 5 did not

have collaborations among themselves (there was no loop on the cluster), but they

did have systemic ties with the bridging core and sporadic ties with other clusters

(inconsistencies).

In 2009 there occurred a variation capable of shifting the network evolutionary

path toward a new configuration. The shift is signaled, among the other things, by

7An increasing number of clusters (from 4 to 10) were used for reduction. Only the best solutions

are reported. The chosen solutions are those that minimize the number of clusters and inconsisten

cies and still provide stable results. One thousand repetitions were done for each fit.
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Fig. 9.3 Reduced graphs of IMAST collaboration networks over time. Nodes represent clusters of

structurally equivalent actors; links represent intergroup relations; loops signal within-group con

nections. Red ties signal positive ties in blocks specified as null (bridging ties) (Source: Authors’

elaborations based on R&D collaboration within the technological district)

the fact that the periphery (cluster 5) suddenly became the bridging core. Figure 9.3

shows that in 2009 cluster 5 was connected to all the other clusters but it had no

loop. That is, its members were disconnected from each other, but they have become

key structural brokers within the network. This result alone calls into question the

very concept of network periphery. In addition, in 2009anewbridging core emerged

from the inconsistencies in cluster 4. The new bridging core indicates that inconsis

tencies were becoming structured and that a new collaboration pattern was being

established from below.

From 2010 onward, the development trajectory of IMAST remarkably phased

away from a core–periphery model, and the pattern identified in 2009 gradually

evolved into a new trajectory. In 2010 cluster 6 represented the main bridging core;

like cluster 5 in 2009, it also had no loop. This evidence further confirms that struc

tural transformations were taking place at the periphery of the network. Moreover,

in 2010 cluster 4 remained a bridging core connected through inconsistencies, just

as it was in 2009.

This process of transition from a classic core–periphery model culiminated in

2011, when the periphery suddenly disappeared. From 2011 to 2013, all clusters

had loops, indicating that intercluster collaborations were occurring. The hypothesis

that a core–periphery structure persisted from 2006 to 2013 can therefore be

rejected. Instead, the collaboration network evolved toward a new model character

ized by multiple bridging cores and an increasing number of sporadic ties linking
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clusters to one another. In 2012 a third bridging cluster emerged (cluster 3), whereas

in 2013 the institutional bridging function seemed to have lost out to increasingly

diffused bridging ties captured by the model as inconsistencies.

In the next section the pattern and location of inconsistencies are examined to aid

in understanding what types of variations occurred and what types of actors were

involved in this process of recombination.

Inconsistency Analysis and Structural Variations

This section includes an in-depth analysis of inconsistencies to aid in understanding

(a) what types of variations shifted the IMAST development trajectory from a core–

periphery to a multiple cores topology as discussed in the immediately preceding

section (Results) and (b) what types of actors were involved in terms of knowledge

bases and geographical location.

Inconsistencies in blockmodeling do not have a straightforward interpretation.A

blockmodel solution cannot be accepted or discarded based on the number of incon

sistencies it produces (Doreian et al., 2005). The number of inconsistencies depends

mostly upon the shape of the block (Prota& Doreian, 2016). Rather, inconsistencies

need to be interpreted in the light of the equivalence chosen for the reduction. From

this perspective, inconsistencies indicate where and how the observed network devi

ates from the specified block model. With this consideration in mind, we have used

blockmodel inconsistencies in this study to operationalize structural variations such

as local and global bridging.

To explore the location of the inconsistencies the data produced, we examine the

inconsistencies matrices as reported in Fig. 9.4. The matrices offer an alternative visu

alization of the reduced graph presented in Fig. 9.3 and highlight different aspects of

the solutions. Although graphs provide an immediate idea of the evolutionary trajec

tory of the network, matrices allow a more detailed analysis of inconsistencies’ loca

tions. In each reduced matrix of Fig. 9.4, rows and columns represent clusters of

similar organizations (nodes in the graphs of Fig. 9.3), and cells represent relations

between clusters representing ties in the graphs of Fig. 9.3. Matirx’s cells are hereafter

referred to as blocks (row #; column #). Black cells indicate complete blocks, and

white cells represent null blocks. Numbers indicate inconsistencies.

As expected, complete diagonal blocks without inconsistencies identify organi

zations collaborating on a single project. We refer to these project groups as simple

cores. Simple cores are, for instance, all diagonal blocks in year 2006; block (1;1)

in 2009; and all diagonal blocks but blocks 3;3 and 5;5 in 2013.

We defined cohesive cores as complete blocks on the main diagonal with incon

sistencies. Examples include block (3;3) in 2007, blocks (2;2), (3;3), and (5;5) in

2011, and blocks (3;3) and (5;5) in 2013, as in Fig. 9.4.

Beyond simple and cohesive cores, the blockmodel also identified bridging

cores. Particularly central to the system of collaboration are block (4;4) in 2007,

block (5;5) in 2009, and block (6;6) in 2010. These clusters are peculiar insofar as
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Fig. 9.4 Image matrices of IMAST collaboration networks over time. Black cells represent com

plete blocks; white cells represent null blocks; numbers indicate inconsistencies between observed

and expected ties (Source: Authors’ elaborations based on patterns of R&D collaboration within

the technological district)

they included only a few organizations linked by strong collaborative ties involving

all other clusters (all the blocks on the associated rows and columns are complete).

These key bridging cores had ties spanning all the other research units and played

the role of pivots for the whole collaboration network.

Finally, the number of positive ties in null blocks signals that individual broker

age was occurring. Figure 9.4 shows that there was a systemic and generalized

increase in this type of inconsistency over time. In 2013, inconsistencies spread

across full rows and columns in correspondence with cores. This pattern suggests

that a single organization acted as a broker linking more cores, as if it were a bridg

ing core embedded within another type of core. Examples are provided by blocks

(1;1), (2;2) and (3;3) in 2013 whose associated rows and columns present a signifi

cant number of inconsistencies.

To verify this substantive interpretation of the results further, blockmodeling par

titions are fitted onto the original network data. In Fig. 9.5, the observed collabora

tion networks in selected years (2007, 2009, 2011, 2013) are shown by means of

blockmodeling partitions.

The changes that occurred within the main cohesive core can be appreciated in

Fig. 9.5. Whereas in 2007 all cores were exclusively connected to the bridging core

(block (4;4)), in 2013 a large group of local organizations was right in the middle of

the graph (red nodes in Figure 9.5, diagonal block 3;3 in Figure 9.4) and was linked

to a number of other cores. This group fully represented the heterogeneity of knowl

edge bases in IMAST: firms from the defense, aeronautics, maritime, transport,

aerospace, and automotive industries, and public universities were all embedded

within this cluster along with private research centers and universities.
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Fig. 9.5 Energized graphs of four collaboration networks (2007, 2009, 2011, 2013). Circular

nodes represent the technological district’s associated members; triangles are partners from a dif

ferent geographical region or nation. Numbers indicate clustering partitions. Red circles around

nodes indicate bridging through inconsistencies (Source: Authors’ elaborations based on patterns

of R&D collaboration within the technological district)
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The graphs in Fig. 9.5 clearly illustrate the transformations related to the role

played by the bridging core within IMAST. In 2006 and 2007, the bridging core was

the very center of the network. Cluster 4 included the local public university (under

whose initiative the district was first instituted) and the national public research

institute. In 2009 and 2010 the local public university entered the cohesive block

(4;4) (blue nodes in Figure 9.5, block 4;4 in Figure 9.4). The bridging core (pink

node in Figure 9.5, block 5;5 in Figure 9.4) was composed, instead, of the national

public research institute alone. The district itself, took part in a large European proj

ect together with some of the district members, acting as an institutional global

broker between the European partners and the district (yellow node circled in red in

Figure 9.5, block 4;4 in Figure 9.4). In 2011 a further bridging core emerged within

the system, encompassing two firms (white nodes in Figure 9.5, block 6;6 in

figure 9.4).

Lastly, in 2013, the only bridging core remeinedwas this block (6;6) that included

a firm and a private research center from two different industries (aerospace and

transport). Collaboration, however, assumed a completely new pattern because

many actors individually connected cores one another, as was the case with two

public research institutes (circled in red) from cluster 1. Similarly, in cluster 2 both

IMAST itself and the local public university had explicit brokerage functions. In

cluster 4, a university from another region linked the cohesive cluster with the rest

of the project members, acting as a global broker.

These ties linking individual organizations from a core with all the members of

other cores account for the generalized increase in the inconsistencies reported in

the matrix of Fig. 9.4. We have circled these broker organizations in red to indicate

that their behavior is inconsistent with the model. It is worth noting that, in 2013,

broker organizations connected the local cohesive core (circles) with actors external

to the district (triangles). This global brokerage very much recalls the buzz-and

pipeline configuration described by Bathelt et al. (2004).

These results support the conclusion that IMAST is characterized by a clear

structural transition froma core–periphery topology towardanewbuzz-and-pipeline

configuration.

Conclusions

We have tackled the problem of analyzing the topology and evolution of collabora

tions within a policy-anchored district by using prespecified block modeling.

Through analysis of the patterns of collaboration established during the period from

2006 to 2013, our study has traced the evolutionary trajectory of IMAST’s R&D

collaborations. Given that collaborations were actively managed by the administra

tion, the study has also provided an assessment of the district’s governance and

inherent innovation policy.

We used prespecified blockmodeling to define a benchmark topology against

which to measure structural changes. Empirical results clearly show that theIMAST
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collaboration network evolved from a neat core–periphery structure toward a new

structural topology characterized by an increasing number of local and global bro

kers’ ties. This new topology closely resembles the buzz-and-pipeline model

described by Batheltet al. (2004).

In analyzing this structural change, we have taken an evolutionary approach that

takes both retention mechanisms and variations into account (Glückler, 2007).Among

the retention mechanisms, the analysis identified the formation of a large cohesive

core represennting key knowledge bases of IMAST. Examining the changing compo

sition of this cohesive core over time, we found an increasing integration of the sci

ence and technology bases. The core included not only private and public firms but

also a growing number of university departments and research institutions. The con

vergence of knowledge bases through joint research activities undertaken at the core

of the district remained a constant characteristic of the district’s development.

In addition to this cohesive core, a bridging core also characterized the system at

its initial phase. This bridging core can be thought of as IMAST’s institutional base

constituted by the main local university and the national research institute. Over

time, however, not only did the composition of the bridging core change to include

firms, but new broker organizations also emerged. By 2013 the bridging function

spread across clusters and became a characteristic behavior of broker organizations

crossing structural holes rather than an institutional function. We note also that,

although the original bridging core linked local cores to one another, new bridging

ties linked the local cohesive core to external partners as in a buzz-and-pipeline

model (Bathelt et al., 2004).

From a policy perspective, the structural analysis undertaken in this study is

important because it allows an assessment of how the network was governed over a

10-year period. The structural changes were the result of an active administration

pursuing a coherent development strategy.

A similar analysis can be replicated in other contexts to compare developmental

trajectories across other policy-anchored districts in Italy and beyond. If under

taken, such study would probably open new questions about the variety of topolo

gies of innovation networks and the role local institutions play in managing the

structural transitions from one topology to another.
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Chapter 10

Platforming for Path-Breaking?

The Case of Regional Electromobility

Initiatives in Germany

Jörg Sydow and Friedemann Koll

Electromobility Ante Portas?

Formulating platform policies, or “platforming” for short, is becoming increasingly

popular in both innovation research and practice, where they are used for either

inducing regional knowledge-creating processes or overcoming the closed nature of

regional clusters that have, or have been, developed (Asheim, Boschma, & Cooke,

2011; Cooke, 2011). Platforming is the process of arriving at “regional resource

configurations based on the past development trajectories but presenting the future

potential to produce competitive advantage existing in the defined resource configu

rations” (Harmaakorpi, 2006, p. 1089). It focuses on injecting diversity or, more

precisely, what is commonly called “related variety” (Boschma & Frenken, 2011b;

Frenken, van Oort, & Verburg, 2007), into regional developmental processes in

terms of knowledge resources, agents, activities, and relations. To this end, plat

forming sets out from the already existing knowledge base of a particular region but

is commonly understood as a strategy that is more combinative than cumulative, as

one designed to foster cross-sectorial coordination and learning aimed at cross-fer

tilization. But can such platforming be used to break away from an established

regional knowledge path? That is, can it be used to reconstitute choice for the actors

who follow the current path but succeed in deviating from it in some significant

way? This definition of path-breaking builds on the increasing convergence in theo

rizing path dependence, at least in organization science and regional studies.
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The electromobility initiative in Germany, launched in response to global warm

ing caused by high carbon emissions, and boosted in the aftermath of the global

financial crisis that erupted in 2008, provides a suitable case for investigating the

potential of platforming to unlock path dependencies that are likely to be more than

technological in nature. Battery electric vehicles (BEVs) might be on the way to

becoming the most serious challenger to the traditional fossil-fuel powertrain tech

nology driven by internal combustion engines. Even though significant technologi

cal progress is a crucial factor, it is not enough in the development of the electric car

(Kirsch, 2000). Battery-charging infrastructure has to be built, new organizations

created and existing ones adapted, intelligent traffic concepts developed, and new

business models designed to pave the way for this technological alternative. All

these technological and socioeconomic challenges are addressed in the correspond

ing policy initiative, the National Platform for Electromobility (NPE) set up by the

federal German government in 2010. Involving all the relevant national actors, yet

adopting a clear regional focus, it offers a framework for discerning the extent to

which platforming can change an entrenched technological path at a regional level,

that is, tightly intertwined with institutional and organizational path dependencies.

At the very least, platform policies such as the NPE may be capable of opening new

opportunities.

We ask under what conditions platforming may be a suitable, if only a comple

mentary, strategy for regional path-breaking change. To answer this question, we

first review the present state of theorizing on path dependence and path-breaking

and locate the role of platform policies systematically within this effort, paying

particular heed to regional knowledge-creation processes. We then summarize the

emergence and development of the electromobility initiative in Germany, which has

a strong regional focus, during the four and a half years from summer 2007 through

early 2012. After describing our research setting, we explain our research design

and methods. That section is followed by a presentation of our empirical insights

from two metropolitan regions that differ significantly in their current knowledge

resources and their dependence on the automotive industry: the region of Germany’s

capital city, Berlin, which has little industrial production; and of Stuttgart, a core

hub of Germany’s automobile production. We begin with the idea that platform

policies may, under certain circumstances, contribute to breaking a technological,

institutional, and/or organizational knowledge path, or may at least open new oppor

tunities. Our empirical insights lead us to the tentative conclusion that platforming

may contribute to path-forming but not necessarily to path-breaking at a regional

level.

Our study contributes to the rising discourse on the possibilities and limitations

of platforming as a potential “post-cluster” (Cooke, 2011, p. 307) regional policy

approach with a particular focus on breaking or forming technological, institutional,

and/or organizational paths in regions. With regard to the continuing emphasis on

regional knowledge creation and exploitation, our inquiry contributes broadly to the

knowledge-based theorizing of regional economic development and, thereby, also

to popular evolutionary and institutional theorizing about regional development

processes.
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The Theory of Path Dependence and Path-Breaking

and the Role of Platforming

For decades regional clusters (e.g., Bathelt, 2005; Lazzeretti, Sedita, & Caloffi,

2014; Martin & Sunley, 2003; Porter, 2000) have been seen as hot spots of knowl

edge creation and transfer or, more broadly, learning (e.g., Bathelt, Malmberg, &

Maskell, 2004; Cooke, 2001; Ibert, 2007; Malmberg & Maskell, 2002; Maskell,

2001; Morgan, 1997). This view cumulated over the years into the conception of

clusters as the institution for knowledge-based economic development, although

negative path dependencies andeven the dangers of lock-ins have also been recorded

with respect to clusters for some time (Grabher, 1993; Hassink, 2005, 2010;

Henning, Stam, & Wenting, 2013; Lagerholm & Malmberg, 2009; Martin, 2010;

Martin & Sunley, 2006). The path dependence of knowledge development has been

noted for regions and geographical network trajectories (Glückler, 2007) as well as

for firms and other types of organizations and their knowledge management prac

tices (Coombs & Hull, 1998; Nooteboom, 1997). In regional clusters this phenom

enon is, hence, likely to have its roots not only in technological but also institutional

and organizational path dependencies (Sydow, Lerch, & Staber, 2010).

Path dependence is mostly used with the broad meaning of “history matters,” less

often in a much more specific, analytical sense alluding to the seminal works of Paul

David (1985) and W. Brian Arthur (1994). In this chapter we adopt this latter under

standing, which is currently also conquering the analysis of regional development

processes and might eventually be used for additional cumulative knowledge pro

duction on cluster formation and transformation processes in economic geography

(Bathelt & Boggs, 2003; Boschma & Fornahl, 2011; Henning et al., 2013; Li,

Bathelt & Wang, 2012; Tödtling & Trippl, 2013; Wolfe & Gertler, 2006). What is

more, we try to clarify the relationships between this particular understanding of

path dependence and the challenging task of path-breaking—and the role that plat

forming may have therein. Such clarification is necessary if actors wish to have

strategic influence on the development of a regional cluster.

According to David (1985), who developed this understanding based on his

research on QWERTY,1 path dependence is understood as a tapering process trig

gered by a small event and leading, at least potentially, into a lock-in. For three

reasons, this understanding is more specific than the general argument that history

matters. First, a small event (which in the case of QWERTY is still debated; see

Kay, 2013) triggers the tapering process of becoming more dependent on the course

of action embarked on after this event. Second, from a certain point in time often

retrospectively called a “critical juncture” (Collier & Collier, 1991), positive feed

back mechanisms take over and make it increasingly difficult to leave the given

course of action, or path. These mechanisms make the once-chosen path increas

ingly attractive. Economists typically refer to this phenomenon as “increasing

1QWERTY refers to the most common keyboard layout for Latin script. The name derives from

the sequence of the first six keys in the upper left row of letters when read from left to right.
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returns” (Arthur, 1994), although they have also become more receptive to explana

tions other than decreasing unit costs or network effects (David, 2001). Third, this

path-dependent process is likely to lead to a lock-in, that is, a situation in which

actors are stuck with former choices because an alternative course of action is no

longer feasible.

Building on the works of David andArthur as well as on that in political science

(e.g., Mahoney, 2000; Pierson, 2000; Thelen, 1999), the ascendant theory of orga

nizational path dependence (Sydow, Schreyögg, & Koch, 2009) highlights the

importance of imprinting processes, the notion that history already matters in the

preformation phase of a path. In keeping with earlier contributions and with much

thinking in economic geography (see Henning et al., 2013), this theory also under

lines the importance of self-reinforcing processes triggered by one or more events

or actions that narrow down alternatives in the formation phase, including coordina

tion, complementarity, and particular kinds of learning effects. Finally, like the

original conception by David and Arthur, the theory of organizational path depen

dence stresses the lack of any realistic alternatives in the lock-in phase. Nevertheless,

it asserts the importance of considering agency also in this last phase because agents

do not simply have to take the path; they are capable of making on-path changes

and, under specific circumstances, of shaping, leaving, or even breaking the existing

path.

Although this theory is fairly new, it has already been applied explicitly to the

analysis of a nascent cluster (optics), for which the relevance of technological, insti

tutional, and organizational factors for regional path dependence was pointed out by

Sydow et al. (2010). More significant, however, the theory of organizational path

dependence is consistent with recent developments in the theory of regional path

dependence (in the fields of economic geography and regional studies, see espe

cially Henning et al., 2013; Martin & Sunley, 2006). Table 10.1 gives an overview

of the most important features of this theorizing in four important streams of

literature.

Path-breaking activities, which do not necessarily imply the creation of a new

path, can be different in nature and degree, but there is a minimum requirement:

Since the process of becoming path dependent has been framed as progressively eliminat

ing the scope of decision making, this minimum condition is the effective restoration of a

choice situation—the insertion of at least one alternative course of action. However, open

ing the window for an alternative is necessary but not sufficient. The new alternative has to

be a superior one (Arthur, 1994), because implanting an inferior one would not constitute a

real choice. (Sydow et al., 2009, p. 702)

Of course, what is perceived as a real choice by the actors or outside observers

depends heavily on context. In reality, it is less a question of choice or no choice

than of degree.A more realistic understanding of path-breaking would therefore be

geared to increasing the scope of choice.

A potential means of path-breaking in this sense is platforming, which tries to

(re)introduce diversity, related variety in particular, into a developmental process,

including a regional knowledge path. In the case of forming a new path, a certain

amount and composition of such related variety is required. However, both are hard
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Table 10.1 The theory of path dependence in different disciplines and fields of study

Important Organization

features Economicsa Political sciencea scienceb Regional studiesb

Primary Technologies Institutions Organizations Regions, in

object of particular regional

study clusters comprising

all three

Triggering Small Small or big Event or action Event or action

event

Role history Matters onlyafter the event Unclear Historical imprintsalso matter before Historical imprints

also matter before

the event/action the event/action

Self- Increasing Learning more Coordination and Coordination and

reinforcing returns at the generally, complementarity complementarity

mechanisms center complementarity effects, single- effects, learning,

and coordinationeffects loop learning,adaptiveexpectations adaptive

expectations

Agency Agencyrestricted toreproducingthe path Political interestsand power, agencyalso shaping thepath Interests andpower, agency inall phases of theprocess Interests and power,

agency in all phases

of the process

Contributors David (1985,2001), Arthur(1994), andmany otherswith mainly anapplicationfocus ontechnologicaldevelopments; Thelen (1999);Pierson (2000);and Mahoney(2000) Sydow,Schreyögg, &Koch (2009);Sydow, Lerch, &Stabe (2010);Schreyögg,Sydow,&Holtmann (2011);Manning &Sydow (2011) Grabher (1993);

Bathelt & Boggs

(2003); Hassink

(2005, 2010);

Martin & Sunley

(2006); Glückler

(2007); Lagerholm

& Malmberg

(2009); Martin

North (1990) (2010); Henning,

famously Stam, & Wenting

pointing to (2013)

economic

institutions

aDiscipline

bInterdisciplinary field of study

to establish ex ante. Breaking an existing path or opening it to additional choices,

may call for additional related variety. Admittedly, related variety constitutes an

underdetermined and insufficient, but necessary, condition for any concept of path

forming or path-breaking.

Although the idea of platforming has arisen only recently (see also Asheim et al.,

2011; Cooke, 2007, 2012; Harmaakorpi, 2006; Harmaakorpi, Tura, & Melkas,

2011), examples are found in a handbook (Cooke & De Laurentis, 2010, pp. 294–

309), at the interface of art and food in an Italian region (Lazzeretti, Capone, &

Cinti, 2010), in emerging innovation policies of several Finnish regions (Uotila,

Harmaakorpi, & Hermans, 2012), and in urban regions of Canada (Wolfe, 2013).
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Drawing on the insights these sources provide and anticipating the findings of our

own empirical study, we see platforming as building on and steering regional

resource configurations and as developing common cognitive-normative frames that

foster collaboration, not least between private and public sector organizations, yet

also as preventing the collaboration from drifting toward premature rigidity.

The concept of platforming, whether or not appropriately labeled as a postcluster

policy approach, is explicitly related by its protagonists not only to cluster policies

per se but to regional path dependencies and this type of rigidity in particular (e.g.,

Cooke, 2011, p. 307). The core concept of platforming, with its powerful idea of

related variety borrowed from evolutionary economics, aims directly at counterbal

ancing the market-driven focus that conventional cluster policies, often with refer

ence to Porter (2000), have on rather closed industries and industry-related settings

and their emphasis on the homogeneity of knowledge configurations.

Against this background it comes as no surprise that the spectrum of regional

platform actors, activities, resources, and relations is broader than that of clusters

and is even less well captured by the industry concept still dominating cluster

research and policy. Instead of narrowing the scope of actors and activities, plat

forming aims at widening it. At least as important, the concept stresses the under

standing of regional trajectories and a conscious avoidance of negative path

dependence and regional lock-in by promoting the identification and construction of

competitive configurations of assets and by providing access to rather diverse

knowledge resources through relationship-building and cross-fertilization. Because

related variety is a necessary, but not sufficient, condition for path-forming or

-breaking, what is needed in addition are events that help focus attention on new

circumstances and the urgent need for eventual change in a regional field or cluster.

In this respect the concept of field-configuring events (FCE), currently on the rise in

organization studies (e.g., Schüßler, Rüling, & Wittneben, 2014), is useful and can

be related to platforming.

Referring to work by Meyer, Gaba, and Colwell (2005) on the role of confer

ences for structuring organizational fields, Lampel and Meyer (2008) define FCEs

more broadly as

temporary social organizations such as tradeshows, professional gatherings, technology

contests, and business ceremonies that encapsulate and shape the development of profes

sions, technologies, markets, and industries (Meyer et al., 2005). They are settings in which

people from diverse organizations and with diverse purposes assemble periodically, or on a

one-time basis, to announce new products, develop industry standards, construct social net

works, recognize accomplishments, share and interpret information, and transact business.

FCEs can enhance, reorient, or even undermine existing technologies, industries, or mar

kets; or alternately, they can become crucibles from which new technologies, industries,

and markets emerge. Recognizing this, their organizers often design FCEs with an eye

towards influencing field evolution. (p. 1026)

FCEs are thus an important concept for understanding and a means of executing

platform policies, no matter whether they are of a rather continuous or disruptive

nature. Despite, or because of, the relatedness of the FCE concept to “temporary

clusters” (Maskell, Bathelt, & Malmberg, 2006), it has not yet been fully exploited

by economic geographers in the context of understanding and influencing regional

development.
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Regardless of how important FCEs are considered to be for platforming, struc

tures beyond the particular event are needed. These structures allow agents to refer

to them as they strive to influence the development of a regional knowledge base, be

it at the field, cluster/network, or organizational level (Giddens, 1984). By referring

to these rules and resources in practice, agents reproduce or transform these struc

tures, helping others make sense of related variety to establish common ground for

their potentially diverse interests. This solid foundation can, in turn, facilitate future

collaboration and coordinated action with a comparatively long-term perspective in

order to build momentum in and beyond the FCEs.

Studying Electromobility Initiatives in the Metropolitan

Regions of Berlin and Stuttgart

Industrial and political actors recently discovered, or rather rediscovered, electro

mobility as a promising future technology for urban mobility. In a narrow sense, on

which we focus in this chapter, this term coined politically by the German federal

government refers only to BEVs, range-extended electric vehicles (REEVs), and

plug-in hybrids (PHEVs). It is believed that these three constituent technologies

will spread at least in urban areas and thereby contribute to the reduction of carbon

dioxide once an adequate regional battery-charging infrastructure is provided

(German Federal Government, 2009, pp. 5–7).

We begin by explaining our research design and methods and presenting our

empirical insights into policy-making at both the federal and state levels in Germany.

Focusing for obvious reasons exclusively on the early stages of these processes, we

point out the importance of agenda-setting at the federal level before the implemen

tation of the NPE. Then we look into how the creation of the NPE triggered a pro

cess of path-formation at both levels. The chapter concludes with an investigation

mainly of the NPE’s regional effects. Although the German NPE is primarily the

outcome of federal policies, it has had a strong regional focus from the outset. This

aspect is important in face of the regional battery-charging infrastructure necessary

for electromobility. Even more important, as we show, is the fact that the NPE pro

vided significant economic incentives for industries and regional politicians to join

the platforming initiative.Whereas the involved industries mainly sought to decrease

their technological uncertainty before engaging in serious research and develop

ment (R&D), the politicians welcomed the central government’s offer of subsidies

for platforming initiatives, including regional ones, to promote regional economic

development in the emerging field of electromobility.
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To capture the developments at the federal and state levels of analysis, we adopted

an embedded case study design (Yin, 2009) centered on two regions—Stuttgart and

Berlin—that were (and still are) embedded in the broader, very dynamic national

context of electromobility in Germany. Taking Pettigrew’s (1990) advice to “go for

polar types” (p. 275), we chose the most dissimilar regional cases in order to ensure

adequate variance across the existing regional knowledge bases and the present

dependence on the automotive industry. The Stuttgart region is Germany’s leading

automotive cluster, with its extraordinary competence in the traditional engineering

of parts and components of the internal combustion engine. Original equipment

manufacturers as well as several leading first- and second-tier suppliers have their

headquarters there. It is also a region already analyzed for path dependence and pos

sible lock-in (Fuchs, 2010; Fuchs&Wassermann, 2005; Kaiser, 2007; Strambach &

Klement, 2013). At the other extreme, we opted for the capital region of Berlin,

which is characterized by a substandard number of industrial jobs, particularly in

the automotive sector. However, Berlin is widely seen as a hot spot for the creative

industries (Lange, Kalandides, Stöber, & Mieg, 2008), including alternative means

of transportation and mobility. At the onset of the developments in the field of elec

tromobility, the socioeconomic conditions of these two metropolitan regions dif

fered significantly.2 The study covered a period of more than 4 years starting in

summer 2007, when the political agenda-setting gained momentum, and ending in

early 2012, when both regions were selected as electromobility showcases, a federal

program that funds large-scale regional demonstration projects to consolidate inno

vative elements of electromobility and make them visible internationally. These

projects may be considered as an advance indication that the contours of the new

field were becoming fairly clear.

Unexceptionally for case study research, our inquiry draws on multiple sources

of evidence (Eisenhardt, 1989). The main sources of data are 27 semistructured

interviews conducted by the second author with representatives of relevant groups

of actors at the national level (3 interviews) and regional level (16 in the Berlin

region, 8 in the Stuttgart region) in mid-2011. At the national level representatives

of participating federal authorities were interviewed. At the regional level the inter

viewees were experts from regional companies, regional institutions, local adminis

trations, and research organizations. The average interview length was 67 min.

Twenty interviews were conducted face to face on-site; seven interviews had to take

place by telephone. A semistructured guideline was used throughout all interviews

to achieve a degree of uniformity concerning the subject matter discussed.

Nonetheless, all interviewees were given ample space to express their own experi

ences and assessments. To elicit personal accounts and chronological narratives, for

2For instance, two major players in the German automotive industry, Bosch and Daimler, together

employ more than 100,000 people in the Stuttgart region, a number exceeding that of all industrial

workplaces in the Berlin region.
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example, all interviews began with an open invitation such as, “Just start telling me

howyou personally initially encounteredtheissueof electromobility.”Subsequently,

discussion turned to more specific topics in six thematic blocks: (a) the region’s

socioeconomic conditions when the field of electromobility was still nascent, (b) the

general developments in that field, (c) the way(s) in which the interviewee’s organi

zation executed and planned activities, (d) the observable actor constellations and

hidden interests in the region, (e) an assessment of the attempts at regional coordi

nation between organizations and sectors, and (f) a short reflection and outlook. For

the purpose of this publication, relevant quotations have been translated verbatim by

the authors.

A second data source for this study is a collection of more than 150 official and

internal documents published between summer 2007 and early 2012. It encom

passes about 3000 pages of reports, press releases, presentations, and other material

stemming from industry and government. This compilation was used predominantly

to construct, or reconstruct, the hard facts of the processual developments. A third

source of data is the nonparticipant observations made by the second author while

at 28 events such as expert meetings, conferences, and project presentations over a

2-year period until fall 2011, attendance that resulted in more than 250 pages of

personal notes. This written record covered information he gathered verbally and

visually throughout the official program of each event. It included not only notes

from presentations and round-table discussions but also personal impressions.

Although we are far from claiming that this source even approximates a coherent

ethnography, we used them to guarantee a rather nuanced assessment of the “soft

facts” about the processual developments in the regional and national context.

To analyze the data, we had all the interview material (more than 30.5 h) fully

transcribed and encoded with a QDA software in a thematic and temporal way. We

then added the data derived from the official and internal documents and from the

personal notes, attached them to the thematic and temporal codings, and further

elaborated on them (more than 2250 codes in all). The combination of these three

data sources offered multiple perspectives on certain events, processes, relations,

interests, and the like. In this phase of data analysis, we created both a national and

a regional timeline of the events and processes. Applying a temporal bracketing

strategy (Langley, 1999), we decomposed three distinct periods to sequence the

processes and events chronologically for analytic purposes. In accordance with the

theory of organizational path dependence (Sydow et al., 2009), we call these periods

the preformation phase, the critical juncture, and the formation phase. We used

them to structure our process description and to support our conceptual argument

with empirical evidence that—at least in the case of regional electromobility initia

tives—platforming strategies were being used to open the scope for new regional

path-building or path-shaping activities at a fairly early stage. Although we assumed

continuity within each period and a certain degree of discontinuity at its boundaries,

we omitted later phases in the process, particularly the lock-in phase, because there

were no indications that the new technology or knowledge path might already have

reached that stage. We focused instead on the early phase of a path by zooming in

on these periods before, during, and after the critical juncture. We also focused on
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FCEs because they are at least potential “critical turning points” (Lampel& Meyer,

2008, p. 1026), where representatives of all the relevant actor groups meet occasion

ally to structure, or restructure, resource combinations and to keep coordinating

joint action—or, more formally, aim to institutionalize the field of electromobility.

In each region we identified three events that we classified as potentially field

configuring in nature. Taking these steps in data analysis, we conducted a within

case analysis in each region, focusing on a detailed description of the observable

events and activities that occurred between mid-2007 and early 2012. Lastly, we

compared the cases across the two regions under study to elaborate commonalities

and differences between the identified platforming activities.

Preformation Phase: Political Agenda-Setting

Political actions in the field of electromobility go back to a gathering of Germany’s

federal cabinet in August 2007. The neologism electromobility originally appeared

as one of several ways to address the challenges posed by global climate change,

growing energy demand, and rising oil prices as documented in the Integrated

Energy and Climate Program (German Federal Government, 2007). The assump

tion in this report was that battery electric vehicles in particular offer two advan

tages. One is an enormous potential to reduce transport-related carbon dioxide

emissions and the country’s dependence on oil imports. The other is an apt opportu

nity to increase the number of primary energy sources by using the full spectrum of

renewable energies to power electric vehicles in the medium and long term. This

document was the first official reference to electromobility by the German govern

ment, which addressed at the very least three different industries: automotive,

energy, and information and communication technology (ICT). As one early result

and imprint, German car manufacturers and electric utilities announced field experi

ments with battery electric cars and new infrastructures in several German regions.3

In 2008 the German federal government organized the National Strategy

Conference on Electromobility to provide the impetus for further action despite the

peak of the financial and economic crisis gripping the world at that time. It was the

first official venue at which governmental authorities, scientists, and representatives

from all the relevant industries met to discuss the country’s next strides in the field of

electromobility and jointly underlined the future potential of this technological alter

native. The necessity of increasing national R&D efforts to maintain the competi

tiveness of the automotive industry, the backbone of theGerman economy, also came

3Even earlier imprints may have been left by the abortive field tests conducted by the German

automotive industry on the island of Rügen from 1992 to 1996. Unlike the current experiments,

these early ones of the 1990swere predominantly technological in nature.Nocoordinating national

or regional institutions integrated diverse actor constellations from industry, politics, and science,

nor were demonstration projects of applied science and technology set up in multiple German

regions.



20110 Platforming for Path-Breaking

to the fore. Needless to say, this gathering increased regional discussion about what

potential reconfigurations of established value-chain architectures could lead to.

The issue of electromobility became even more important almost as a “historical

accident” (David, 1985, p. 332) when the federal government announced its second

economic stimulus package to mitigate the economic downturn accompanying the

global financial crisis. In early 2009 an additional €500 million for R&D, market

preparation, and demonstration were provided. Eight electromobility pilot regions,

including the metropolitan regions of Berlin and Stuttgart, were selected in the first

half of 2009. More than one fifth of the overall budget was earmarked for these

regional initiatives.

When the first period of political agenda-setting ended in August 2009, only a

few months before federal elections, the German government adopted the National

Electromobility Development Plan. Besides focusing on the intensified R&Dof bat

tery systems, this incentivized roadmap also drew considerable attention to the

regional scale. Among other things, the necessity of an alternative battery-charging

infrastructure had to be tested, and the viability of electric vehicles had to be dem

onstrated in regional projects. In this respect the document comprised a mélange of

climate and economic goals pushed forward by political actors, particularly high

lighting the market-oriented objective of putting one million electric vehicles on

Germany’s roads by 2020 (German Federal Government, 2009).

Having gained momentum at the national level, the issue of electromobility

spread to the Stuttgart and Berlin regions at the end of 2008—the first time at that

level. However, new regional industries to address it did not arise out of nowhere;

they branched out from already existing industries (Boschma & Frenken, 2011a).

The preexisting local economic and technological environments may thus properly

be regarded as either constraining or enabling the emergence (Martin, 2010, p. 20).

In short, the two regions in our embedded comparative case study fundamentally

differed in the inherited conditions, knowledge bases, and competencies that

informed these early activities.

In the Stuttgart region an enabling precondition was evident in efforts to increase

the interorganizational coordination of existing activities within the institutional

ized automotive cluster in order to face future challenges in the industry. The main

thrust of these early networking activities as of 2007 was to safeguard the existing

value chain of powertrain technologies based on the internal combustion engine, so

the new issue of electromobility was not explicitly addressed. The first reference to

this new technological alternative came 1 year later, in late 2008. Key actors from

the automotive industry and the energy and ICT sectors took up the then-new sub

ject of electromobility in their joint application to two competitive national funding

programs—the prestigious Leading-Edge Cluster Competition and the

Electromobility Pilot Regions—announced as part of the German federal govern

ment’s second economic stimulus package. Above all, these national programs

acted as a means of anchoring the issue of electromobility in the existing structure

of industry for the first time. In summer 2009 the Stuttgart region was selected as a

pilot region. However, the proposal for the R&D-focused Leading-Edge Cluster

Competition failed. This outcome greatly disconcerted the region’s industrial actors.
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The wide automotive supplier base in particular remained largely excluded from

subsequent developments in the field of electromobility, for the original equipment

manufacturers with headquarters in the region hedged when disclosing their future

R&D strategies. This collective uncertainty was reinforced by several studies high

lighting the threat of a regional economic downturn as a result of potential structural

changes in the region’s dominant industrial sector.

By contrast, the dominance of the industrial sector is much less pronounced in

the Berlin region. Electromobility was adopted at the outset as a welcome starting

point in the search for future topics for regional development at the interface of the

transport and energy sectors to help revitalize Berlin’s industrial structure. Already

evident in the region’s economic policy at that time, the renewed attention to the

industrial sector strengthened the initial expectations of electromobility. The matter

appeared on the agenda in the Berlin region for the first time when German carmak

ers and utilities called for proposals for demonstration projects to conduct there in

2008. Nearly all the projects that were submitted were of an applied nature. In 2009

the Berlin region was ultimately selected as a pilot region. However, the complexity

of unsolved problems related to transport and urban settings surfaced when it came

to installing a public charging infrastructure, a process that lagged far behind the

initial schedule. In addition, an attempt to put a regional innovation network in place

to pool regional companies and research institutions in the field of electromobility

failed. As the first phase of path formation ended, political actors engaged in much

wishful thinking, ignoring the fact that the region was serving predominantly as a

technological playground for industrial actors close to federal policy but with little

potential for regional value-creating activities. As noted by an interviewee from the

regional innovation agency, “Although it is nice to have projects, it would be even

nicer if Berlin were not only the playing field,…if some things were sustained”

(Interview B003; June 2011).

Critical Juncture: Organized Calls for Increased Regional

Coordination

The rather hasty and haphazard political actions taken before and after adoption of

the National Electromobility Development Plan (German Federal Government,

2009) greatly unsettled the agents involved. In autumn 2009 four federal ministries

were still equally responsible for the issue of electromobility. Criticism of this com

plex constellation and the lack of clear governmental leadership mounted in early

2010. For instance, the Commission of Experts on Research and Innovation, whose

annual report includes assessment of technological performance in Germany, criti

cized the lack of coordinated action between the federal government and the federal

states and called for increased national R&D efforts to develop international com

petiveness (Expert Commission on Research and Innovation, 2010, pp. 65–76). The

NationalAcademy of Science and Engineering (2010) challenged the government’s
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incomplete focus on market-oriented goals and endorsed instead its own aspiration

to make Germany both a lead market and a lead provider, which the academy

believed more suitable for safeguarding the future competitiveness of German

industry.

As a result, an interdepartmental Joint Unit for Electric Mobility was founded in

spring 2010 to pool competencies and the federal government’s activities in the

field. Since then, this Joint Unit has been the government’s sole contact for key

stakeholders from industry and research organizations. It is headed by the Federal

Ministry of Economics and Technology and the Federal Ministry of Transport,

Building, and Urban Affairs. One of the main tasks of this newly created govern

mental institution was to organize the NPE’s constitutive convention. Meanwhile,

industrial actors, mainly under the aegis of the Federation of German Industry

(BDI) and the German Association of the Automotive Industry (VDA), agreed on a

joint approach to collaboration in the projected multistakeholder platform intended

to encompass politicians, industry associations, trade unions, the automotive indus

try, the energy and ICT sector, research organizations, and other interested parties.

Before the NPE’s inaugural event, which took place in May 2010 with more than

400 invited guests attending, representatives of industry and government agreed to

a joint declaration that underscored their commitment to increasing cross-sector and

interorganizational coordination despite the manifestly conflicting interests of the

relevant stakeholders (German Federal Government, 2010). The NPE now consists

of a steering committee, seven specific technological working groups, and almost

150 members in total. The goal is to lay the foundations of a concerted and consis

tent R&D strategy among key stakeholders from industry, science, and other rele

vant spheres of society to provide the basis for future governmental financial

support. Hence, the NPE became the central place of intersectorial exchange, where

major pillars of the burgeoning national innovation system were developed. This

organization’s creation marks a fundamental break with the previous political goal

of establishing a lead market for electromobility. Instead, the industrial dimension

of the initiative—the stated aim to become a lead provider—supplemented the

climate-policy goals that had dominated when the developments began in the pre

ceding period.

The two regions responded differently to these developments. Whereas a degree

of collective uncertainty pervaded the Stuttgart region, hopes about the industrial

policy implications grew in the Berlin region. Despite these opposing reactions, the

activities that followed had striking similarities. At FCEs in both regions, a targeted

appeal to policy-makers was seen as the critical juncture in the attempt to root the

issue of electromobility firmly in regional development strategies. At these gather

ings industrial and institutional actors clearly articulated their call to establish an

interorganizational platform at the regional level and aimed to mobilize political

support for such institutionalization.Wenow present a relatively detailed account of

these critical turning points by looking at three potentially field-configuring or

-reconfiguring events in both regions.

In retrospect, a cabinet hearing in fall 2009 was the Stuttgart region’s first FCE

to move common awareness toward BEVs. During this event it was predominantly
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representatives of the automotive industry who clearly urged the state government

to create an organizational body to intensify regional coordination. To quote a par

ticipant in the hearing, “the state ministry has to wield the baton” (Flaig, 2009).

Only a few days later the call succeeded, and electromobility was henceforth com

monly known, in the words of the state’s minister president, as “a vital issue for the

automotive region” (State Ministry of Baden-Wuerttemberg, 2009). Momentum

stemming from this event led to implementation of a state initiative for electromo

bility in Baden-Wuerttemberg. The main mission of this initiative was to establish a

regional knowledge base to promote the industrialization of electromobility along

the entire value chain, including the abundant R&D and manufacturing capabilities

and capacities in the region. A representative from one of the region’s original

equipment manufacturers reflected on the regulatory work involved at that time:

Basically, you have to create some kind of coordinating institution—of course, without tell

ing policy-makers what it should look like....If you continue talking about it, it will bear

fruit at some point in time,…[T]his was not only us; others were just as smart and raised

this topic.And let’s say that is how the formation of political will developed and played out.

(Interview S002; September 2011)

In the Berlin region the first FCE took place a few months later. It stemmed from

a meeting of a new industrial policy network, the Steering Committee on Industrial

Policy, to discuss and amplify measures of the city’s reindustrialization process. In

the first session of this forum, held in spring 2010, it was agreed to pursue the recent

developments in the field of electromobility as a new key aspect in the region’s

future economic development strategy. The ensuing political wishful thinking was

reinforced by a study conducted by an international consulting firm that forecast

what in retrospect were very optimistic, if not unrealistic, prospects for the region

as a result of the recent developments in the field of electromobility. In the wake of

the appeal by representatives of industrial and institutional stakeholders, the Berlin

Senate Chancellery released an initial concept paper to confirm its willingness and

its commitment to strengthen the efforts in this new area. The draft of this program

was circulated by a letter to federal decision-makers and members of the NPE,

which was being formed at that time. The shift toward the regional economicdimen

sion of electromobility was highlighted by a member of the steering committee:

“Obviously, a region or a city that is in a process of redefining itself anyway and

questioning how it can do more regarding the question of industrial policy should

grab this opportunity” (Interview B012; August 2011).

During this phase both regions had a diverse set of actors from regional industry,

research organizations, industry associations, innovation agencies, trade unions,

and municipal authorities who pushed to create new regional institutions such as a

formal coordination agency, harmonized local regulations, and stable interorganiza

tional and intersectorial coordination practices. These institutions seem to have

been a precondition for embedding the issue of electromobility permanently in

future regional development strategies. As one of the first cornerstones, regional

agencies were set up as platform organizers early in the next phase. This measure
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was arguably the main result of the targeted appeal relating to the FCEs in both

regions.

Formation Phase: Implementing Cross-Sectorial

Platform-Policies

In November 2010 the NPE published its first interim report, which centered on the

activities of the seven installed working groups. The members of the NPE were

pressed for time because the financial aid provided by the second economic stimu

lus package was scheduled to end in 2011. Each of the seven technological working

groups (e.g., battery systems, electric drivetrains, infrastructures, and framework

conditions) was led by an industry representative and consisted of about twenty

members. Within the framework of the NPE’s interim report, each working group

published its own roadmap “to set out the development paths” (National Platform

for Electromobility, 2010, p. 5). The work and outcome of these groups clearly

indicate that the NPE had already become more than a policy and funding announce

ment by the government.

In May 2011, just 1 year after the platform had been created, the NPE released

its second report, in which the members pushed two central claims. First, they

developed the idea of technological “lighthouse projects” (National Platform for

Electromobility, 2011, pp. 16–25, e.g., the battery, drivetrain technology, ICT, and

infrastructure lighthouses) to foster interorganizational and intersectorial R&D

projects. In these projects R&D activities with a “strategic character” (p. 16) were

to be bundled in keeping with the proposed roadmaps drawn up by the NPE’s work

ing groups. Second, large-scale regional showcases of applied science and technol

ogy were to be established to succeed the electromobility pilot regions (pp. 55–57).

Only a few days after the report appeared, the federal government itself went public

with its own program, in which it basically adopted the NPE’s strategic recommen

dations (German Federal Government, 2011). Simultaneously, the government

assured it would provide €1 billion for R&D activities in the upcoming years until

late 2013. By contrast, it temporarily excluded direct market incentives, even though

the NPE strongly recommended monetary incentives to achieve the ambitious and

controversial goal of selling 1 million electric vehicles in Germany by 2020.

In October 2011 the government announced the funding program called

Electromobility Showcases, which addressed primarily the regional level. In early

2012, at the end of the period we studied, the regions of Berlin/Brandenburg, Baden

Wuerttemberg, Lower Saxony, and Bavaria/Saxony were selected as the four show

cases for Germany. Within a 3-year period the government was to provide a total of

€180 million for the projects involved. Given the results of the NPE process—char

acterized by field-configuring or field-reconfiguring events—and the subsequent

government program, it is presumably appropriate to note that the basic contours of
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a “national innovation system” (Nelson, 1993) for electromobility were developed

in this 1-year period.

An important part of the state initiative in the Stuttgart region, besides the pro

motion of research infrastructure, was the creation of e-mobilBW, an entirely state

owned agency for electromobility and fuel-cell technology. The inaugural meeting

of this entity took place in spring 2010. We think of this event as the second FCE in

the region. Reflecting on the remarkable difference between this approach and for

mer, uncoordinated practices, one interviewee claimed:

In Baden-Wuerttemberg we always have a bit of a problem. First, everyone works meticu

lously on his or her own, and it is sometimes hard if you say it has to be coordinated. But I

think we are beyond that phase,…The awareness is there, we have to structure it, we have

to somehow bundle it[.]…Therefore, I think we are well on the way right now. (Interview

S002; September 2011)

The agency e-mobilBW is governed by a board of directors (politicians) and an

advisory board (about 25 representatives of industry, science, and regional institu

tions). The main goals are to establish an efficient and effective network and cluster

management (cf. Sydow, Schüßler & Müller-Seitz, 2016: 103–159) and to serve as

a center for consulting and knowledge transfer, aiming to provide for a useful

topology of knowledge in the region. Furthermore, the agency is responsible for

coordinating activities and creating synergies by also integrating small and

medium-sized companies into the innovation process, and it is expected to support

the creation of an adequate framework in the fields of infrastructure, education, and

training (e-mobilBW, 2012). In 2011 the issue of electromobility was made a new

core area in a state-wide automotive network named TecNet automotive bw, a deci

sion that has reinforced the willingness of regional industry actors to engage in

interorganizational coordination and projects. As one project executive stated:

“Barriers that definitely existed have been lowered. ... The reservation we encoun

ter among the suppliers is not as high as it was 2 years ago. Since we have been

involved in these projects, the atmosphere has improved significantly” (Interview

S005; September 2011).

Another FCE took place in spring 2011, when the proposal for the third round of

the Leading-Edge Cluster Competition was presented publicly to regional stake

holders. Unlike the two abortive attempts in earlier years, this process was orga

nized by e-mobilBW as a single point of contact. In January 2012 the application

entitled Cluster Electromobility Southwest—Road to Global Market was ultimately

accepted. Involving industries and federal financial support in equal measure, the

program committed about €80 million to future R&D projects in the field of electro

mobility. At that time Daimler and Bosch, two of the leading automotive companies

headquartered in the region, announced a joint venture in electric engines, with

R&D capacities located in the Stuttgart region and manufacturing capacities at a

Bosch site in northern Germany. From then on it became increasingly evident that

the installation of research infrastructure and the integration of small and medium

sized companies along the entire value chain were two of the highest priorities for

industrializing theR&D results in the region and not elsewhere (e-mobilBW, 2011).
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A representative of the automotive industry summarized the common goals and

benefits of the regional platforming activities:

This means that the barriers…have to be highlighted and overcome by joint projects.At the

same time, you have to involve medium-sized businesses, which are extremely strong in

Baden–Wuerttemberg along this new path....And that is one of the central tasks of the forth

coming Cluster Electromobility Southwest. (Interview S003; September 2011)

In April 2012 the Stuttgart region became a showroom of applied science and

technology, a “LivingLab BWe mobil,” which is also being coordinated by

e-mobilBW. More than 40 projects, encompassing an aggregate volume of some

€150 million, have been set up. The programs are intended to reinforce each other,

for R&D results can be tested immediately and practical insights taken into account

in R&D activities.

In the Berlin region a second FCE also took place early in the formation phase,

subsequent to the critical juncture, beginning in autumn 2010 with a high-level

meeting of representatives of regional firms, institutions, and research organizations

at the invitation of the city’s Governing Mayor. It functioned as the starting point for

creating the Berlin Agency for Electromobility (eMO), a regional coordinating

institution, whose organizational and financial structure was negotiated and pre

sented to selected regional stakeholders. Only a few days later, the establishment of

eMO was publicly announced at a large venue to promote Berlin as a site for indus

try. The Action Plan for Electromobility, published a few months later, was one of

the first results (eMO, 2011). At that time the NPE hinted at its expected recom

mendations to mount large-scale regional demonstration projects as an apt way to

promote the development of electromobility. The action plan thus mainly supported

the region’s willingness to become a national showcase. The normative work done

at that time was stressed by an interviewee: “The hope is eminent that if Berlin posi

tions itself within this thematic field, it will get the chance to secure a slice of the

new industrial value creation” (Interview B009; August 2011).

The third FCE occurred in summer 2011. Before the application process for the

national showcase program, eMO organized a closed multistakeholder workshop

with about 60 selected guests. As stated in the internal letter of invitation, the work

shop was “to set the corresponding course” for the application. It did so by having

the participants slip into the role of other stakeholders in order to become aware of

further relevant perspectives and interests. Overall, this 2-day workshop marked the

origin of the region’s draft application. In the words of one participant,

Slowly but surely, core areas are being reinforced:Where dowe want to go?What could the

added value be in comparison to Bavaria or Baden-Wuerttemberg? What is our unique sell

ing point? Now this process is being moderated by the agency, and the workshop was an

important milestone. (Interview B007;August 2011)

The Berlin region was chosen as an international showcase in April 2012. About 35

key projects, accounting for a total volume of approximately €165 million (eMO,

2012) were set up. It is now commonly agreed that the upcoming projects of applied

science and technology will serve as catalysts to attract R&D capacities. This first

step may be the basis for future value creation in the long run. This new perception



208 J. Sydow and F. Koll

may be seen as a major result of the platforming activities coordinated by eMO, for

it signifies a fundamental shift away from wishful thinking to concrete and viable

regional development activities compatible with the region’s initial resources, com

petencies, and knowledge bases. “Getting from mere application to value creation

in Berlin—that is the core strategy” (Interview B011; July 2011).

In summary, coordinating agencies were created in the Stuttgart and Berlin

regions in 2010 and were implemented as platform organizers to facilitate a decid

edly interorganizational exchange among proliferating, divergent interests and to

foster and accelerate learning processes. Followed by other FCEs, these pooled

knowledge bases provided by eMO and e-mobilBW thenceforth became the central

“locale” (Giddens, 1984, p. xxv) for regional coordinating activities. Within these

regional platforms central actor constellations stabilized in the field; interaction

increased between the various stakeholders from industry, government, and science;

and these actors became generally aware that they were involved in a common proj

ect. The field has become structured nationally as well as regionally (DiMaggio &

Powell, 1983). The incipient coordinating mechanism that connects the nexus of

place-specific practices with the rules and resources in the field was arguably the

salient result of this early stage of platforming policies in the two regions. Above

all, clarification and stabilization of future priorities and project tasks was the main

legacy of these regional platforming strategies by the time this phase ended in early

2012. Bearing in mind the interplay of the national and the regional scale, one inter

viewee with an academic background from the Stuttgart region concluded: “We are

beginning to discern the line of march of the regional actors—who are coordinating

themselves, of course. This gives them all a measure of certainty. And with this

national framework, now this is reinforced even a bit further” (Interview S008;

October 2011). However, these positive effects of platforming were not all that was

highlighted. One interviewee with the Berlin region in mind also expounded on the

problems of potentially dark sides (e.g., premature rigidity) due to increased coor

dination in this early phase of path-forming activities:

At some points you make decisions, but I think you have to be smart enough to reconsider

[them] once in a while and ask yourself if this is the right path to take. ... I think there is a

bit of a danger in wanting to stop or adjust the course once a train has begun moving.

(Interview B007;August 2011)

This quotation indicates how much reflexivity was involved in the platforming pro

cess; though not everywhere all the time. The upper part of Fig. 10.1 summarizes

the development of the national context; the two bottom parts, the developments in

the two regions under study—Stuttgart and Berlin—between 2008 and early 2012.

Discussion: Platforming Toward Path-Forming?

The development of urban mobility based on the automotive system in general and

cars with a traditional powertrain technology in particular indisputably illustrates a

path-dependent process that has locked-in certain regions, indeed even whole
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Fig. 10.1 Triggering events in the field of electromobility in the Stuttgart and Berlin regions

(Design by authors)

societies, through positive feedback processes, which are fueled across several

industries (Cowan& Hultén, 1996; Dennis& Urry, 2009, pp. 54–61; Kirsch, 2000).

Given the interlocking technological, economic, and societal complexity of the

automotive system, which is deeply ingrained in both the supply and demand side

of modern societies with their organizations and institutions, platforming is unlikely

to compete seriously with the present path either nationally or regionally. This

inability to “unlock regional economies” (Hassink, 2005) particularly characterizes

localities such as the Stuttgart region, with its organizations and institutions whose

economic future is closely aligned with the automotive system. They depend on the

present technology. But, as we have shown, it also distinguishes Berlin and similar

regions that depend significantly less on the present powertrain technology.

Nonetheless, platforming is more than just an experimentation with possible

future worlds, and as such it is more than only unsettling to actors treading the

established and often strategically extended path (Sydow, Windeler, Schubert, &

Möllering, 2012). Instead, platforming helps open a window, on the supply side at

least, by integrating a related variety of actor groups with divergent interests and

complementary resources to foster cross-sectorial coordination and learning aimed

at cross-fertilization. It can rather strongly stimulate construction of a complemen

tary institutional infrastructure around which an alternative national or regional
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knowledge path may finally form. The more reflective, emphatic, and resourceful

the platforming initiative is, the more likely this path-forming will be. To achieve

these results, platforming requires certain conditions. It must be efficiently and

effectively administered. It must be supported by diligently arranged national and

regional FCEs and significant resource endowment (e.g., Germany’s second eco

nomic stimulus package). It must be accompanied by successes (e.g., the creation of

new organizations, the launching of R&D projects, and the provision of early infra

structure for electromobility). Platforming also needs a suitable degree of related

variety that combines, for instance, a well-prepared top-down approach with a bot

tom-up approach sensitive to regional competencies and political legacies. However,

platforming will contribute to path-forming only if it is somewhat consistent with

the expectations of the actors in the region and, in particular, their tolerance for

change. Until then, platforming will not gain the momentum necessary even to com

plement the present knowledge path, let alone break or replace it (Grabher & Stark,

1997).

It has become apparent that platforming activities do not come out of nowhere;

they are based on preexisting regional competencies, resources, and knowledge

bases (Asheim et al., 2011). Path-forming as a possible result of platforming can

thus be fully understood only if one takes into account the preexisting technologi

cal, institutional, and organizational structures and paths and the constraining or

enabling effects (Martin, 2010) they have on intersectorial and interorganizational

coordination and learning activities in a regional setting. More precisely, platform

ing may be perceived as the locus of “the interaction of differences” (Cooke, 2012,

p. 1419) and of purposeful and generative recombinations of existing activities or

relations in a region. Besides the region’s existing resource bases and other resources

injected into the process of platforming, cognitive-normative orientations and

context-sensitive framing activities seem to be highly important (Giddens, 1984).

In the two cases presented in this chapter, wishful thinking (the Berlin region)

and collective uncertainty (the Stuttgart region) each had lasting impacts on the

early formation of a new knowledge path despite quite effective attempts to reframe

it. Take, for instance, the opposing motivations to implement the two regional plat

forms. The creation of the agency eMO in the Berlin region is largely explicable as

an effort by regional stakeholders to moderate exaggerated expectations of indus

trial policy and transform them into a practicable approach. By contrast, the found

ing of the agency e-mobilBW in the Stuttgart region is interpretable mainly as the

result of trying to convert exaggerated perception of threats into a realistic assess

ment, of seeking to balance protection of the existing industrial structure with

encouragement of new technological developments. Whatever the cognitive

normative orientations and intentions behind attempts to promote or prevent the

development of a new knowledge path, it seems crucial for the platforming strategy

to explicitly address the diversity of stakeholder interests and orientations and allow

for serious discourse about them. The two regions we have studied demonstrate that

this diversity may, at best, be the source of creativity and novelty. At worst, it can

block the collective creation of a proper and superior alternative perhaps needed for
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“effective restoration of a choice situation” (Sydow et al., 2009, p. 702) across orga

nizational and industrial boundaries alike.

Compared to early experience with platforming in other countries (see Lazzeretti

et al., 2010, pp. 31–34 for a review), the German encounter with electromobility

seems significantly more burdened with issues of technological, institutional, and

organizational path dependence. It also has—at least potentially—much greater

socioeconomic scope and relevance. The two metropolitan electromobility regions

we have investigated, Stuttgart and Berlin, are economically essential, though for

different reasons. At the same time, the technological and institutional breakthrough

needed there is more challenging than in others regions, not least because the

Stuttgart and Berlin regional platforms established in the shadow of the NPE are,

unsurprisingly, more diverse in their actors, activities, resources, and relations. The

coordinative challenges facing the regional actors before the desired cross

fertilization is likely to materialize are correspondingly difficult. Despite successful

steps toward both the preformation and formation phases in the development of the

new knowledge path, it is much too early to say whether a new path really will form

and to question the existence of the old.

Conclusions and Directions

Starting necessarily from a focal region’s existing knowledge base, platforming is

commonly understood as a more combinative than cumulative and more generative

than reproductivestrategy that uses the related variety of agents, activities, resources,

and relations to develop locally adapted solutions designed to avoid premature

rigidity. In this regard platforming may complement traditional cluster policies

rather than constitute a postcluster policy on its own. As long as cluster approaches

do not incorporate additional ideas about related variety, platforming may serve as

an effective antivenom to present cluster policies that reflect too little concern with

the benefits of having diversity and the impact of rigidity that is too early.

But can a platforming strategy actually be used to break an established knowl

edge path such as the one related to the traditional powertrain technology driven by

the internal combustion engine and embedded in a well-adapted organizational and

institutional infrastructure that is itself characterized by path dependencies? To

answer this question we examined the recent electromobility initiative in Germany,

launched in response to global warming caused by high carbon emissions, and

boosted in the aftermath of the global financial crisis in 2008. The case of the

National Platform for Electromobility, which was introduced by the German gov

ernment in 2010 and analyzed at the national level and in terms of two very different

metropolitan regions, provided an excellent opportunity to inquire into the potential

of platforming to unlock path dependencies.

We focused on the early stages of knowledge-path formation, drawing on theo

retical insights into path dependence, path-breaking, platforming, and the role of

FCEs in this strategy. We also used detailed data from two embedded and starkly
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contrasting cases (Yin, 2009) constituted by the Stuttgart and Berlin regions. It is

there that the importance of agenda-setting at the federal level featured as promi

nently as the eventual creation and work of the NPE. Together, these national FCEs

triggered—from the top down—a feasible process of regional path-formation

flanked by similar regional events. In the years to come such events in the Stuttgart

and Berlin metropolitan regions may acquire the critical mass and momentum nec

essary for new electromobility clusters to emerge. But if this process proves suc

cessful at all, it may well have a rather long way to go, and the results in the one

region are likely to differ from those in the other, not least because of abundant path

dependencies.

The Stuttgart region’s inherited conditions, knowledge bases, and competencies

on which subsequent complementary activities had to build were as different from

those of the Berlin region as were the perceptions of the important regional actors

(the collective uncertainty in the former area and the wishful thinking in the latter).

Nevertheless, the actors in both regions were quite successful with their reframing

activities and pushed to create new regional institutions, such as a formal coordina

tion agency, harmonized local regulations, and stable practices of interorganiza

tional and intersectorial coordination. These institutions seem to have functioned as

a precondition for embedding the issue of electromobility rather securely in future

regional development strategies. In the formation phase of the new knowledge path,

which has only just begun, political successes have helped overcome at least some

of the collective uncertainty experienced in Stuttgart and to make initial reality out

of at least some of the wishful thinking that characterized the Berlin region. It is still

unclear whether economic successes will follow the political achievements,

although platform policies were increasingly carefully coordinated between the fed

eral and regional levels. Even less clear is whether new clusters will arise from these

activities in the distant future. The observed platforming activities, pushed forward

by political initiatives, may be thought of as an important prerequisite of the effort

to advance development toward BEVs, but these path-breaking attempts cannot be

evaluated yet.

From our analysis we conclude that platforming opens new windows of opportu

nities but may be less likely to trigger the breaking of a national and regional knowl

edge path than some of its protagonists may expect (e.g., Cooke, 2007, p. 192;

Harmaakorpi, 2006, p. 1090). Instead, platforming for path-breaking may culminate

only in path-forming activities with a contingent outcome. This general insight

awaits empirical testing in other settings and with research designs and methods

more longitudinal than those feasible in the case studies we conducted. It would be

useful to compare Germany’s institutional specifics, which support collaboration

between organizations in general and between firms and the government in particu

lar, with those of other capitalist countries (Hall & Soskice, 2001). Most impor

tantly however, our research on the Stuttgart and Berlin metropolitan regions would

havetobeextendedbyseveralyears—untiltheeffectsofplatformingaspath-forming

became more visible. The platforming and path-forming processes need analysis

even finer-grained than that which was possible in the present study, at least for

selected episodes of stability and change. Additional ethnographic techniques
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would be useful for inquiry into such episodes. That kind of relatively long-term,

detailed work would obviously contradict demands to widen the research to other

regions and to extend the present study to fields other than electromobility and to

nations other than Germany in order to improve the generalizability of our

findings.

Despite these clear limitations of our study, we are confident that we have made

at least three contributions. First, in terms of research on technological, institu

tional, and organizational path dependence (David, 1985, 2001; Mahoney, 2000;

Manning & Sydow, 2011; North, 1990; Pierson, 2000; Schreyögg, Sydow, &

Holtmann, 2011; Sydow et al., 2009, 2010), we have introduced the idea of plat

forming as a possible instrument for at least shaping, if not breaking, an existing

path. Second, in continuing the emphasis that regional knowledge creation and

exploitation receives in economic geography (and regional studies generally), we

have, in more theoretical terms, also added to the knowledge-based theorizing of

regional economic development that reflects the topology as much as the topogra

phy of knowledge (Bathelt et al., 2004; Cooke, 2001; Glückler, 2007, 2013;

Malmberg & Maskell, 2002). More precisely, our contribution lies in the explora

tion of platforming and of the concomitant role that field-configuring events have

for creating new knowledge that both relates to and diverges from the present

knowledge base in a region. Third, our study, particularly its focus on path depen

dence and possible path-breaking through platforming and attendant field-configur

ing events, contributes generally to the popular evolutionary and institutional

theorizing about regional development processes (see Boschma & Martin, 2010).

That thinking seems increasingly sensitive to the importance of individual and orga

nizational agency on the one hand and historical imprints and self-reinforcing,

agency-delimiting processes on the other (Henning et al., 2013; Li et al., 2012;

Martin & Sunley, 2006; Tödtling & Trippl, 2013). In this sense, we have drawn on

the discussion in economic geography about the conceptual relation that platform

ing and related variety have with the enhancement of regional economic develop

ment processes. According to Boschma and Frenken (2011a), neither regional

specialization (e.g., cluster policies) nor diversification (e.g., unrelated variety) is

constructive in and of itself. Rather, related activities and shared competencies

between diverse organizational actors in different industries or areas of expertise

(related variety) seem to matter most for achieving knowledge spillovers and creat

ing regional growth processes in a knowledge economy. However, platform policies

designed to organize overlapping activities and to coordinate the interrelations of

formerly unconnected sectors and interorganizational competencies may ultimately

be insufficient on their own to help actors “leave well-trodden paths” (Sydow et al.,

2010, p. 176) or to open a window for new path-forming activities. The extent to

which they are up to that task remains to be seen. In the case of electromobility, the

regional actors—from the demand as well as the supply side—need to stabilize and

further institutionalize the preparatory platforming activities constantly. Only then

may platforming finally acquire a self-reinforcing dynamic—the main shaper of a

regional knowledge path. Despite this promising conceptual perspective, the current
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development in the field of electromobility still calls for a certain degree of skepti

cism, even pessimism.
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Chapter 11

Brokering Trust to Enhance Leadership:

A Self-Monitoring Approach to Leadership

Emergence

Martin Kilduff, Ajay Mehra, Dennis A. (Denny) Gioia, and Stephen Borgatti

Within work organizations some individuals emerge as leaders in the eyes of others

even though these individuals hold no formal authority. For example, wiremen at

the Hawthorne Works found in Taylor “a leader of their own, different from the

supervisors given them by the company” (Homans, 1951, p. 148). Leaders such as

Taylor lack formal power, but may be recognized by peers for their expertise or their

access to information. Such emergent leaders build bases of power over time that

facilitate managerial goals or, alternatively, threaten the very survival of the organi

zation (Burt & Ronchi, 1990; Krackhardt, 1995).

What kind of person is likely to emerge as an informal leader? Relevant experi

mental research shows that high self-monitors, the chameleons of the social world,

are able to adjust their attitudes and behaviors to the demands of different situations

and tend to emerge as informal leaders in temporary groups. By contrast, low self

monitors—who tend to be true to themselves in terms of consistency in attitudes

and behaviors across different situations—are less likely to emerge as leaders

(e.g., Zaccaro, Foti, & Kenny, 1991; for a review of self-monitoring in the workplace,
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see Day& Schleicher, 2006). But these findings have stirred controversy. One skep

tic criticized emergent leadership research as lacking external validity, and point

edly predicted that in real-world contexts the attempted leadership behaviors of high

self-monitors would be perceived as “both duplicitous and reprehensible” (Bedeian

& Day, 2004, pp. 707–708). From this skeptical perspective, the emergence of high

self-monitors as leaders represents ephemeral impression management in the con

text of laboratory experiments.

This skepticism toward high self-monitoring leadership includes a rejection of

the possibility that high self-monitors might build trust among their colleagues. The

chameleon-like high self-monitors with their changeable attitudes and behaviors are

said to lack the “right stuff” to be seen as leaders. The impression management

skills characteristic of high self-monitors (involving ingratiation and self

promotion—Turnley & Bolino, 2001) are seen by some leadership experts as likely

to undermine the trust of colleagues in real organizations by exemplifying inauthen

tic leadership (Cooper, Scandura,& Schriesheim, 2005). Weaddress this unresolved

controversy concerning high and low self-monitors through an examination of

whether and how self-monitoring relates to leadership in organizational contexts.

There are three contributions related to leadership emergence. First is the contri

bution to leadership research. We show that flexibility (in terms of a high self

monitoringorientation) is associatedwith brokering trust relations to win attributions

of leadership. Second is the contribution to brokerage theory and research. We pro

vide an answer to the puzzle (raised by Burt, 1992) of why some people more than

others benefit from the occupation of a brokerage position in the trust network.

Third is the contribution to self-monitoring theory and research. We show that the

emergence of high self-monitors as leaders is associated with the provision of

advice concerning work-related matters to colleagues rather than being merely

impression management.

Our research ties in with the long-standing debate concerning the micro-origins

of social-structural outcomes. We know that the natural proclivity of individuals is

to cluster together in similar groups creating cohesion locally but the possibility of

fragmentation at the level of the overall organization (Granovetter, 1973). This para

dox of local cohesion within overall fragmentation is a situation that demands infor

mal leadership to connect across clusters (Burt, 1992). The important question

arises as to who is likely to exemplify leadership in connecting across social divides.

We seek to provide insight into this question in this paper.

Self-Monitoring and Leadership

Self-monitoring theory suggests that high self-monitors, relative to lows, are likely

to emerge as leaders in work situations not just in terms of promotions (Kilduff &

Day, 1994), but also in terms of informal leadership perceptions. High self-monitors,

acutely attentive to social cues, take an active, initiatory posture in social interaction

whereas low self-monitors generally adopt a non-directive approach. For example,
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when two unacquainted people of the same sex find themselves in a waiting room

together, those individuals who are higher in self-monitoring tend to speak first and

to initiate more frequent conversations (Ickes & Barnes, 1977). The high self

monitors tend to “take the pulse of their social surroundings” (Snyder, 1987, p. 33)

in tailoring self-expressions to the role demands appropriate to different well

defined situations. In contrast, low self-monitors tend to “march to the beat of their

own inner drummer” (p. 33) in seeking opportunities to be themselves irrespective

of the situation. For example, one study showed that those higher in self-monitoring

(relative to those lower in self-monitoring) tended to base their estimates of when

they should intervene to help a colleague suffering an epileptic fit on information

concerning what others had done in a similar situation (Kulik & Taylor, 1981).

Further, managers higher in self-monitoring relative to managers lower in self

monitoring tend to be active in the provision of help to those suffering emotional

problems in the workplace (Toegel, Anand, & Kilduff, 2007). Overall, high self

monitoring employees (relative to low self-monitoring employees) tend to be

actively engaged in more workplace projects (as measured by the number of formal

work relationships they develop) (Mehra, Kilduff, & Brass, 2001). Thus, high self

monitors are likely to be perceived as leaders in organizations in part because of

their interest in the attitudes and behaviors of others, whereas low self-monitors are

less likely to be perceived as leaders because of their consistent focus on them

selves. High self-monitors, relative to lows, develop an active repertoire of role

enactments related to leadership, including motivating others by setting clear goals,

showing that efforts will be rewarded, encouraging others to cooperate, being sup

portive, and listening to others’ suggestions (Snyder, 1987, p. 89). The overall pic

ture, then, suggests that high self-monitors, relative to lows, are more likely to be

seen to be involved in informal leadership roles given their focus on engagement

with and management of coworkers.

Hypothesis 1: High self-monitors, relative to low self-monitors, are more likely to

be perceived as leaders by organizational members.

We want to go beyond this overall prediction to expand our understanding of

how self-monitoring relates to informal leadership. A credible argument has been

made (Bedeian & Day, 2004) concerning why people in organizations might scorn

the leadership of those who appear to flexibly change their opinions. Such inconsis

tency, it has been argued, is incompatible with being perceived to be a leader. Our

understanding of self-monitoring theory leads us to a quite different prediction—

that high self-monitors, relative to lows, are likely to be central in terms of providing

advice to coworkers.

Giving Advice About Work-Related Matters Within work organizations the provi

sion of advice is a key aspect of the leadership role (Carter, Haythorn, Shriver, &

Lanzetta, 1951; Sorrentino & Field, 1986; see the brief review in Neubert & Taggar,

2004, p. 180). People central in advice networks tend to be those who are also rec

ognized as leaders by their colleagues (Bono & Anderson, 2005). And there are
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several prior studies suggesting the likelihood that self-monitoring orientation

relates to involvement in the provision of workplace advice to colleagues.

For example, we know that high self-monitors, relative to lows, are better at

scanning the social world for information concerning others, and are also better at

remembering such information (Berscheid, Graziano, Monson,& Dermer, 1976). If

valuable information is available in the organization relevant to workplace prob

lems, then it is the high self-monitors who are likely to collect and utilize such

information. High self-monitors tend to be more successful than low self-monitors

at eyewitness identification (e.g., Hosch, Leippe, Marchioni, & Cooper, 1984) and

at detecting people’s intentions (Jones & Baumeister, 1976). Thus, in work situa

tions, high self-monitors are more likely than the lows to grasp what problems peo

ple are trying to solve. Further, high self-monitors strive to establish reputations as

generous exchange partners—people who are willing to provide help to others with

out expecting to be helped in turn (Flynn, Reagans, Amanatullah, & Ames, 2006).

Overall, then, high self-monitors are likely to emerge as central in advice giving

networks in organizations because they collect important knowledge from the social

environment and recognize when such knowledge is likely to be of use in helping

others.

Hypothesis 2: High self-monitors, relative to low self-monitors, are more likely to

be sought for advice by organizational members.

Finally, we come to the thorny issue of trust. Surely, it must be, as Bedeian has

argued (Bedeian & Day, 2004), that the true-to-themselves low self-monitors, con

sistent in their attitudes across different situations, are more likely to be trusted than

the chameleon-like highs? Does not the changeability of the high self-monitoring

orientation undermine trust? Self-monitoring theory suggests a more complex pic

ture. Yes, low self-monitors, because of the consistency they demonstrate between

their attitudes and behaviors (Zanna, Olson, & Fazio, 1980), can build reputations

as principled and autonomous individuals. But, high self-monitors are also likely to

exhibit autonomy and independence when normative climates favor such noncon

formity (Snyder & Monson, 1975).

Perhaps surprisingly, given the flexibility that high self-monitors exhibit, there is

no general association between self-monitoring and conformity to social pressure

(Santee& Maslach, 1982; Snyder, 1987, p. 37). Where high self-monitors do exhibit

consistency is in presenting a general appearance of friendliness and the absence of

anxiety (Lippa, 1978), and this general appearance is likely, one could argue, to

engender trust. Thus, on the basis of self-monitoring-theory, it is difficult to formu

late any simple relationship between self-monitoring and the extent to which indi

viduals are trusted by others, given that both the principled low self-monitoring

orientation and the sociable high self-monitoring orientation offer bases for estab

lishing trust. It is possible, however, to respond to the request from the leading

exponent of structural hole theory to “take the next analytical step” (Burt, 1992,

p. 275) in understanding why some individuals rather than others benefit from bro

kerage opportunities in the trust network.
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Trust Brokerage From a self-monitoring perspective, there is likely to be a differ

ence in how the low and high self-monitors use their positions in the trust network.

All individuals who “broker” between unconnected others occupy positions of

autonomy (Merton, 1968; Simmel, 1955) that confer advantages in negotiations

(Markovsky, Willer, & Patton, 1988) and in access to diverse knowledge and other

resources (Burt, 1992). Such brokers are likely to be seen as leaders (Bavelas, 1950;

for a review, see Shaw, 1964). However, the extent to which individuals who broker

between disconnected others are able to take advantage of the brokerage position to

emerge as leaders in the eyes of others is likely to vary. In the specific case of bro

kerage in the trust network, the broker connects two other people who do not trust

each other, and this situation calls for particular skills in managing relationships.

The broker in such a situation is in danger of being regarded by each of the non

trusting parties as partial to the other (Podolny & Baron, 1997, p. 676). High self

monitors, relative to low self-monitors, are more skilled at overcomingsuch negative

impressions (Flynn, Chatman, & Spataro, 2001). Indeed, high self-monitors, rela

tive to low self-monitors, are more skilled at social interactions (Furnham & Capon,

1983) in terms of being active in conversations (Ickes & Barnes, 1977), pacing

conversations (Dabbs, Evans Hopper, & Purvis, 1980), using humor (Turner, 1980),

and using a range of other techniques to ensure successful interactions (Snyder,

1987, p. 42).

We suggest, therefore, that the relationship between trust brokerage and leader

ship emergence is likely to be stronger for high self-monitors than for low self

monitors. Relative to low self-monitors, high self-monitors are particularly

motivated to construct and project images with the intent of impressing others.

Given this “status enhancement motive” (Gangestad & Snyder, 2000) and evidence

that high self-monitors are able to act out different, and potentially incompatible,

roles with different groups of people (Snyder, 1987, pp. 62–63), we suggest that

high self-monitors will be particularly likely to leverage positions of brokerage in

the trust network to facilitate the work of others, thus elevating their reputations as

emergent leaders.

Hypothesis 3: The relationship between trust brokerage and leadership emergence

will be stronger for high self-monitors than for low self-monitors.

Methods

Site We collected data from a high-technology company located in the northeastern

United States. The company researched, produced, and marketed high-precision

chromatographic equipment that it sold to analytical laboratories and other clients

interested in testing the composition of a wide array of products, such as foods,

fragrances, environmental pollutants, pharmaceuticals, and petrochemicals. The

self-styled “head-coach” founded the company when he quit his job at a rival firm

to take advantage of a business incubator program at a nearby university. Twelve
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years later, when this study was conducted, the company had grown from 1 to 116

employees. The firm used a relatively flat organizational structure (only three for

mal hierarchical levels) to help it compete in a fast-paced industry dominated by

large, well-funded rivals, such as Hewlett-Packard. Of the 116 employees, 95 were

in non-supervisory positions. The company was housed in a building purposefully

designed to promote informal interactions among all employees. At the heart of the

building was a large sunlit atrium, complete with large tropical plants, a waterfall,

and a campus-style cafeteria. The firm had won prestigious awards for its entrepre

neurial culture, environmentally friendly products, and success in recruiting, train

ing, and promoting women.

Data We collected data on leadership perceptions, self-monitoring, and the trust

network using a questionnaire sent to all 116 employees (68 men and 48 women).

102 people responded to the questionnaire, an overall response rate of 88%. Missing

data reduced the sample size to 91. Respondents were not significantly different

from non-respondents with regard to tenure or sex.

Measures

Trust Network To learn about the network of interpersonal trust relations we used

the roster method: we asked respondents to look at a list of employees’ names and

place a check next to the names of “… those [people] whom you especially trust.”

We defined trusted individuals as “people with whom you would feel comfortable

sharing personal or otherwise confidential information; people who you feel confi

dent would not use the information to take advantage of you.” The definition of trust

was based on Rousseau, Sitkin, Burt and Camerer (1998), who examined how trust

has been conceptualized and measured across a range of social science disciplines.

Their review concluded that trust is “a psychological state comprising the intention

to accept vulnerability based upon positive expectations of the intentions or behav

ior of another” (p. 395). This is also the definition used by Dirks and Ferrin (2002,

p. 612) in their meta-analytic study of trust in leadership; and it is consistent with

the approach to measuring the trust network adopted by Sparrowe and Liden (2005,

p. 517). The sociometric data on trust relations were arranged in a 102×102 matrix

containing 10,302 observations on all possible pairs of people.

Advice Network We also used the roster method to learn about advice relations.

We asked employees to look down a list of names of all employees and place a

check next to the names of “… the people from whom you seek advice about work

related matters. These are the people you turn to when you have a work-related

problem or when you need advice about a work-related decision you have to make.”

This definition of advice relations is based on earlier network studies of advice rela

tions in the workplace (e.g., Ibarra, 1992; Sparrowe & Liden, 2005). The sociomet

ric data on advice relations were arranged in a 102×102 matrix containing advice

relations among all possible pairs of people.
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Independent Variables

Trust Brokerage To assess the extent to which an individual occupied a brokerage

position in the trust network, we used the social network software UCINET VI

(Borgatti, Everett, & Freeman, 2002) to calculate Burt’s measure of “network con

straint” (for the mathematical formula and an extended discussion of the measure,

see Burt, 1992, pp. 50–81; Borgatti, Jones, & Everett, 1998). Network constraint

can range from 0 to 1.Asummary index, constraint “measures the lack of brokerage

opportunities” (Burt, 2007, p. 125) within a network. The more that a person’s con

tacts are directly tied to one another, the higher is the constraint on the individual.

This measure has been widely used to assess structural brokerage in prior studies

(e.g., Burt, 1997; Seibert, Kraimer, & Liden, 2001). We reversed the sign of the

measure so that the index can be directly interpreted as representing the presence of

brokerage opportunities (rather than the absence of brokerage opportunities).

Self-Monitoring We used the revised 18-item, true-false version of the self

monitoring scale to code self-monitoring orientation (Snyder & Gangestad, 1986).

Scale items included “I would probably make a good actor,” and “I would not

change my opinions (or the way I do things) in order to please someone or win their

favor” (reverse coded). The 18-item scale has higher internal consistency than the

original 25-item measure. Cronbach’s alpha for the scale in this study was .80.

Research suggests that self-monitoring is a stable aspect of personality through the

lifespan (Gangestad & Snyder, 1985; Jenkins, 1993, p. 84). A meta-analytic review

of the literature on self-monitoring in the workplace concluded that this scale has

sound psychometric properties, as evidenced by high levels of internal consistency,

reliability, and predictive validity (Day, Schleicher, Unckless, & Hiller, 2002).

Dependent Variables

Leadership Perceptions The construct of leadership has been conceptualized and

measured in a number of different ways in the organizational literature (see R.

Hogan, Curphy, & Hogan, 1994). Nonetheless, a longstanding distinction relevant

to our investigation is between leadership effectiveness and leadership emergence

(Lord, De Vader, & Alliger, 1986). Whereas leadership effectiveness is conceptual

ized in terms of group and organizational performance, leadership emergence “is

based on the extent to which an individual is viewed as a leader by others and is,

therefore, inherently tied to others’ perceptions” (Day & Schleicher, 2006, p. 693).

We assessed the extent to which respondents perceived others to be leaders by

counting thenumberof timeseachindividualwasnominated as aleader. Specifically,

we asked each respondent to look down a list of names of employees and place a

check next to the name of the individuals whom they perceived to be leaders. We

explained on the questionnaire that individuals perceived as leaders “may or may
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not be officially designated as leaders by…management.” We did not specify what

we meant by the term “leader” because we were interested in capturing respon

dents’ implicit theories of leadership (Lord & Maher, 1991/1993, p. 11).

Advice Centrality We assessed centrality in the advice network by counting the

number of times an individual was identified by others as someone they tended to

turn to for advice on work related matters.

Control Variables

Rank This variable was coded as 1 for supervisors and as 0 for non-supervisors.

The data for coding this variable came directly from company records. We con

trolled for rank because high-ranking individuals, due to the resources they control

and the prestige they enjoy, are likely to garner informal leadership influence on the

basis of their reward power (French & Raven, 1959).

Tenure Taken from company records, this was the number of months the person

had been employed by the company.

Job Performance In the research on work organizations, the majority of perfor

mance ratings tend to come from supervisors (Bretz, Milkovich, & Read, 1992,

p. 331). Meta-analytic evidence suggests that supervisory evaluations represent

valid assessments of true performance (Arvey & Murphy, 1998, p. 163). Our three

item measure of job performance was based on confidential ratings provided by

each individual’s direct supervisor. Performance ratings that are collected for

research purposes tend to more reliable and valid than those obtained for adminis

trative purposes (Wherry & Bartlett, 1982). The three items that made up our mea

sure were selected on the basis of multiple discussions with a panel comprising the

firm’s human resources director, a long tenured member with broad knowledge of

the company, and four employees who represented a range of different job types at

the firm. The items asked supervisors to rate subordinates in terms of (a) their “over

all job performance” (1=poor, 5=excellent); (b) the likelihood that the subordinate

would “achieve future career related success (such as promotions, awards, bonuses,

and involvement in high profile projects)” at the company; and (c) would be some

one the supervisor would pick as a successor for their job (1=highly unlikely;

5=highly likely). The reliability of the scale as measured by Cronbach’s alpha was

.83.

We considered and then rejected the inclusion of individual sex (male/female) as

a control variable. This variable was insignificant in all the analyses reported below,

but its inclusion produced poorer fitting models.
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Analyses

The dependent variables in our analyses—the number of leadership nominations

received by an individual, and the number of times an individual was cited as some

one others turned to for work related advice—are count variables. For these kinds

of data, Poisson-based regression models are more appropriate than Ordinary Least

Squares (OLS) regression. However, our data showed clear evidence of over

dispersion (e.g., after fitting the ordinary Poisson regression model, the Pearson

chi-square goodness-of-fit statistic divided by degrees of freedom was much larger

than 1). Therefore, we used the negative binomial variant of Poisson regression that

explicitly includes a parameter for over-dispersion (see Hilbe, 2008). In negative

binomial regression, the log of the expected values (μ) is a linear function of the

independent variables plus the dispersion parameter:

log(m)=intercept+b1*X1+b2*X2+....+b3*Xm+e.

We employed the Likelihood Ratio (LR) test to assess the comparative goodness

of fit between models (Huelsenbeck & Rannala, 1997). The LR test compares the

likelihood scores of two models. TheLR statistic, which follows a chi-square distri

bution, assesses whether the addition of an additional parameter (e.g., self

monitoring) leads to a significantly better fitting model than a baseline model (e.g.,

a model containing just the control variables). To test the interaction Hypothesis 3,

we mean-centered measures of self-monitoring and trust brokerage and multiplied

them to create a single interaction term. We then included this interaction term in

the regression equation containing control variables, self-monitoring, and trust

brokerage.

Results

The descriptive statistics in Table 11.1 show that the typical non-supervisory

employee had worked for the firm for four-and-a-half years, was seen as a leader by

nine other people, was turned to for advice by 16 other people, and was regarded by

the supervisor as a high performer (M=10.15 on a 15-point scale). Compatible with

the first two hypotheses, individuals high in self-monitoring, compared with those

low in self-monitoring, tended to receive more leadership nominations (r=.23,

p<.05) and more nominations as advice providers (r=.25, p<.05). Further, self

monitoring was related to the tendency to occupy a role as a broker trusted by those

who did not trust each other (r=20, p<.10). Tables 11.2 and 11.3 show the results

of tests of hypotheses. All of the binomial regression models in these tables demon

strate goodness-of-fit ratios close to one (the chi-square statistic divided by the

degrees of freedom) indicating well-fitting models.
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Table 11.1 Means, standard deviations, and correlations of the variables

Variable M SD 1 2 3 4 5 6

1. Rank 0.22 0.42

2. Tenure 53.95 39.25 .19

3. Job performance 10.15 2.75 .25* .28**

4. Self-monitoring 0.07 0.08 .18+

5. Trust brokerage 0.29** 0.14 .08 .20+

6. Perceivedleadership 0.72*** 0.29 .23* .25** .35*** .23* .36**

7. Advice centrality 15.87 11.11 .60*** .28** .23* .25* .52*** .74***

Note +p<.10; *p<.05; **p<.01; ***p<.001

Model 1 in Table 11.2 shows that each of the three control variables (individual’s

rank, tenure in the organization, and job performance) significantly predicted the

extent to which the individual was perceived as a leader. Recall that the first hypoth

esis suggested that the higher the self-monitoring score, the more the individual

would be perceived as a leader. We found support for this prediction in the regres

sion analysis summarized in Model 2, which shows that the addition of self

monitoring significantly improved model fit over the controls-only Model 1

(χ=7.86, p<.01).

Thus, high self-monitors tend to be perceived as leaders. But are they also per

ceived as advice providers as suggested by Hypothesis 2? The answer is yes, as

shown by the analyses summarized in Table 11.3. Controlling for the individual’s

rank, tenure, and job performance, the addition of self-monitoring in Model 2 sig

nificantly improved model fit over the base-line Model 1 (χ=4.80, p<.05). More

co-workers report that high self-monitors, relative to low self-monitors, provide

them with advice.

Hypothesis 3 suggested that the self-monitoring scores of those individuals who

were trusted by people who distrusted each other would predict emergent leader

ship. We found support for this trust-leveraging hypothesis.As shown in Table 11.2,

Model 5, the interaction between self-monitoring and trust brokerage was signifi

cant (p<.01). The inclusion of the interaction term improved model fit relative to

the main-effects Model 4 (χ=5.32, p<.05), suggesting that high self-monitors, rela

tive to low self-monitors, leveraged go-between positions in the trust network to

emerge as leaders in the eyes of others.

To more closely examine the form of these interactions, we constructed a split

plot following the procedures described in Aiken and West (1991). The form of the

plot depicted in Fig. 11.1 shows support for Hypothesis 3: although trust brokerage

was positively related to the number of leadership nominations received for both

high self-monitors and low self-monitors, this relationship was significantly stron

ger for highs than for lows.
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Table 11.3 Negative binomial regression estimates from analysis predicting advice centrality

Independent variables Model 1 Model 2

Rank .68 (0.17)*** 0.70 (0.16)***

Tenure 0.01 (0.00)* 0.01 (0.00)*

Job performance 0.04 (0.03) 0.03 (0.03)

Self-monitoring 0.04 (0.02)*

Trust brokerage

Self-monitoring x trust brokerage

Pearson chi square 86.75 86.87

Log likelihood 2870.65 2873.25

Likelihood ratio 4.80*

Note The intercept and dispersion parameters were included in the regression models, but they are

not reported here. Numbers in table are parameter estimates (standard errors are in parentheses).

The Likelihood Ratio (LR) test is a statistical test of the relative goodness-of-fit across two models.

To calculate the LR statistic for model 2 we used Model 1 as the baseline model

*p<.05; **p<.01; ***p<.001

Fig.11.1 Plot of the relationship between trust brokerage and number of leadership nominations

received for high and low self-monitors (Design by authors)
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Discussion

Are high self-monitors likely to emerge in actual workplace settings as leaders in

the eyes of others? Critics have pointed out that “subjects in laboratory studies…

rarely feel accountable to others for the positions they take” (Tetlock, 1992, p. 335)

and evidence suggests that laboratory studies may have inflated the relationship

between self-monitoring and leadership emergence (Day et al., 2002, p. 394). Our

results showed that self-monitoring was significantly related to leadership emer

gence in the workplace. Further, the leadership emergence of high self-monitors

was facilitated by earning the trust of those who did not trust each other. Relative to

low self-monitors, the high self-monitors were also active in the provision to col

leagues of workplace advice. From these results, we build a picture of the high self

monitoring emergent leader as someone who notices problems and ameliorates

them through the provision of advice. The high self-monitoring style of leadership

is not, as some have suggested, an epiphenomenon of laboratory experiments, but is

recognized by workplace colleagues.

Particularly interesting is the possibility that the chameleon-like style of the high

self-monitor helps rather than hurts leadership emergence. High self-monitors are

likely to segregate their audiences from each other, acting out different and even

incompatible roles across social settings (Snyder & Gangestad, 1982; Snyder,

Gangestad, & Simpson, 1983). Although critics might characterize such role flexi

bility as detracting from leadership, the alternative possibility, suggested by our

results, is that the high self-monitoring, purposively sociable orientation (Ickes &

Barnes, 1977) toward quite different social settings can help high self-monitors play

a vital role in brokering across social divides. Indeed, high self-monitors (compared

to low self-monitors) show leadership in resolving social dilemmas by contributing

to the general welfare of others (De Cremer, Snyder, & Dewitte, 2001).

Contribution to Theory and Research

Whereas prior work has speculated that high self-monitors may be perceived by

others to lack leadership integrity because of the variability in their behaviors

(Simons, 2002), our work has emphasized that high self-monitoring flexibility may

enhance perceptions of leadership by facilitating coordination across social divides.

Critics have tended to perceive the high self-monitoring style of leadership as lack

ing authenticity (Ilies, Morgeson, & Nahrgang, 2005) but research has failed to

support this proposition (Tate, 2008). Our results show that high self-monitors tend

to provide advice to more people than do low self-monitors, and that high self

monitors appear to be particularly well suited to playing the role of broker between

parties that do not trust each other. The flexibility of high self-monitors, therefore,

expresses itself in terms of centrality in advice networks and the ability to effec

tively broker trust relations to win attributions of leadership.
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The current study contributes to brokerage theory and research (e.g., Burt, 2005)

an emphasis on the ways in which different kinds of people can take differential

advantage of brokerage positions. Being trusted by people who do not trust each

other has been theorized in prior work to provide both the opportunity and the moti

vation for brokerage (Burt, 1992, pp. 34–35). However, we show that, with respect

to being recognized by their peers as leaders, high self-monitors, relative to low

self-monitors, are more likely to benefit from the occupation of a structurally advan

tageous network position. The occupation of a structurally advantageous position,

therefore, may well be more advantageous for some (i.e., high self-monitors) rela

tive to others (i.e., low self-monitors). The incorporation of theoretically relevant

personality differences can enhance the predictive and explanatory power of net

work theory.

The paper addresses the controversy in the self-monitoring literature concerning

the kind of leadership that high self-monitors are likely to bring to real organiza

tions. From our research, we show that high self-monitors, relative to low self

monitors, are more central in the provision of advice to colleagues. As prior work

has suggested (Ickes, Holloway, Stinson, & Hoodenpyle, 2006), high self-monitors

work hard to ensure that social interactions are successful. In the present research

this hard work involves being active in helping others with work-related matters.

Leadership emergence, therefore, is not just a matter of impression management, as

some critics of the self-monitoring and leadership relationship have suggested.

Future Research

It seems clear that high self-monitors emerge as informal leaders in organizations

(Day et al., 2002). But we still do not fully understand the differences between high

and low self-monitoring styles of leadership. If we assume that both low and high

self-monitors can develop over time as leaders in the eyes of others (as research

shows—Tate, 2008), then the interesting question becomes what leadership behav

iors differentiate the two self-monitoring orientations. Brokerage across social

divides may appeal to the interests and abilities of high self-monitors whereas

strengthening connections among members of a team may appeal to the interests

and abilities of low self-monitors (Oh & Kilduff, 2008). Some people may be rec

ognized as leaders because of their institutional loyalty, their retention of the ser

vices of trusted subordinates over long periods of time, and their “straight talking.”

These would seem to be leadership characteristics associated with low self

monitoring. Other people may be recognized as leaders because of their flexibility

in moving from one situation to another, their appeal to different types of people,

and their reputation for saying the right thing at the right time. These would seem to

be leadership characteristics associated with high self-monitoring. Thus, future

research can move beyond the expectation that one type of personality will emerge
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successful in leadership tournaments. Different trajectories and behaviors may be

associated with different personality types.

Indeed, high self-monitors’pursuit of informal leadership may be related to costs

as well as benefits. Thus, evidence shows that high self-monitors (relative to low

self-monitors) are more susceptible to role conflict in the workplace (Mehra &

Schenkel, 2008) and are more likely to accept a range of responsibilities that nega

tively affect their workplace performance (Mehra et al., 2001). To the extent that the

high self-monitors’ attitudes and behaviors are driven by external cues (an orienta

tion that may be conducive to getting ahead in organizational contexts), the high

self-monitors (relative to the low self-monitors) may be susceptible to influences in

the environment such as prompts to eat too much food leading to obesity (Younger

& Pliner, 1976). It is necessary to avoid thinking that one self-monitoring orienta

tion is inevitably superior to the other.

The current research is consistent with other research showing self-monitoring to

be associated with leader emergence, but questions remain concerning how indi

viduals different in self-monitoring orientation build bases of trust among col

leagues and precisely what kinds of advice high and low self-monitors provide.

Previous research has suggested that high and low self-monitors approach relation

ship building with different orientations. High self-monitors are concerned to proj

ect positive images of themselves and to suppress information that might trigger

negative inferences (Gangestad & Snyder, 2000). High self-monitors are also moti

vated to produce social interactions that are successful (Ickes et al., 2006) and that

promote social status (Flynn et al., 2006). By contrast, low self-monitors generate

expressive behavior from inner affective states and attitudes (Snyder, 1979) and

pay less attention to impression management (Turnley & Bolino, 2001). Low

self-monitors may be strongly motivated to produce social interactions that reflect

their genuine underlying values (Ickes et al., 2006). Thus, future research could

investigate whether high self-monitors tend to build trusting relationships on the

basis of diplomatic impression management, whereas low self-monitors tend to

build such relationships on the basis of a match between strongly held values.

Further, future research could investigate whether the advice provided by high self

monitors tends to reflect a status-seeking orientation whereas the advice provided

by low self-monitors tends to reflect a sticking-up-for-principles orientation.

Limitations The research is limited in that it draws from cross-sectional data within

a single organization. Confidence in the results is enhanced to the extent that they

contribute to a consistent pattern that includes laboratory experiments and field

studies showing self-monitoring effects on leader emergence (see the review by Day

et al., 2002). Given that the culture of the focal organization explicitly valued coop

eration, this could limit generalizability of the findings with respect to trust broker

age. Common method bias is always a concern in survey research. We have

endeavored to reduce such concern by measuring leadership emergence and advice

centrality as counts of nominations by others whereas self-monitoring orientation

was based on a well-established self-report instrument. A further limitation of the
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research is that we were notable to explore in depth differences among high and low

self-monitors concerning the reasons for the differential pattern of results concern

ing trust brokerage. An issue for future research is to investigate whether high self

monitors are better able to exploit brokerage positions in the trust network because

they perceive their network positions more accurately (Flynn et al., 2006) or whether

network brokers who happen to be high self-monitors have different motivations

than their low self-monitoring colleagues.

Conclusion

Self-monitoring theory shows itself to be valuable in understanding the patterns of

leadership emergence in an actual organization in which colleagues provide each

other advice and establish patterns of trust and lack of trust. The current research

may help to explain why it is that high self-monitors tend to get ahead in the race for

promotion and advancement in organizations (Kilduff & Day, 1994).As individuals

pursue their careers, they establish reputations in the eyes of others in terms of lead

ership behaviors. If self-monitoring theory as employed in this study has an overall

message, it is that to understand the structures of social behavior that emerge in

organizations we must first understand the psychology of the interacting

individuals.
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Chapter 12

How Atypical Combinations of Scientific Ideas

Are Related to Impact: The General Case

and the Case of the Field of Geography

Satyam Mukherjee, Brian Uzzi, Benjamin F. Jones, and Michael Stringer

Scientific enterprises are increasingly concerned that research within narrow bound

aries is unlikely to be the source of the most fruitful ideas (National Academy of

Sciences, NationalAcademy of Engineering,& Institute of Medicine of the National

Academies, 2004). Models of creativity emphasize that innovation is spurred by

original combinations that spark new insights (Becker, 1982; Guimera, Uzzi, Spiro,

& L.A. Amaral, 2005; Jones, 2009; Jones, Wuchty, & Uzzi, 2008; Schilling, 2005;

Schumpeter, 1939; Usher, 1929/1998; Uzzi & Spiro, 2005; Weitzman, 1998).

Current interest in team science and how scientists search for ideas is premised in

part on the idea that teams can span scientific specialties, effectively combining

knowledge that prompts scientific breakthroughs (Evans & Foster, 2011; Falk

Krzesinski et al., 2010; Fiore, 2008; Stokols, Hall, Taylor, & Moser, 2008; Wuchty,

Jones, & Uzzi, 2007).

The production and consumption of boundary-spanning ideas can also raise

well-known challenges (Azoulay, Zivin, & Manso, 2011; Collins, 1998; Einstein,

1949; Fleming, 2001; Henderson & Clark, 1990; Schilling & Green, 2011). If, as
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Einstein (1949) believed, individual scientists inevitably become narrower in their

expertise as the body of scientific knowledge expands, then reaching effectively

across boundaries may be increasingly challenging (Jones, 2009), especially given

the difficulty of searching unfamiliar domains (Fleming, 2001; Schilling & Green,

2011). Moreover, novel ideas can be difficult to absorb (Henderson & Clark, 1990)

and communicate, leading scientists to intentionally display conventionality. In his

Principia, Newton presented his laws of gravitation using accepted geometry rather

than his newly developed calculus, despite the latter’s importance in developing his

insights (Whiteside, 1970). Similarly, Darwin devoted the first part of On the Origin

of Species to conventional, well-accepted knowledge of the selective breeding of

dogs, cattle, and birds. Given these tendencies, the balance between extending sci

ence with atypical combinations of knowledge while maintaining advantages of

conventional domain-level thinking is critical to the link between innovativeness

and impact. However, little is known about the composition of this balance or how

scientists can achieve it. In this paper, our analysis of 17.9 million papers spanning

all scientific fields suggests that science follows a nearly universal pattern: The

highest-impact science is primarily grounded in exceptionally conventional combi

nations of prior work yet simultaneously features an intrusion of unusual combina

tions. Papers of this type were twice as likely to be highly cited works. Notably,

novel combinations of prior work are rare, yet teams are 37.7% more likely than

solo authors to insert novel combinations into familiar knowledge domains.

Data and Methods

Data

We examined 17.9 million scientific publications across 15,613 journals, constituting

all research articles indexed in the Thomson Reuters Web of Science (WOS) database

that was published between 1950 and 2000. According to each journal’s subject area,

the Institute for Scientific Research (ISI, a.k.a. Web of Science) currently defines three

fields and constituent subfields: science and engineering (171 subfields), social sci

ences (54 subfields), and arts and humanities (27 subfields) with coverage for research

publications in science and engineering since 1945, social sciences since 1956, and

arts and humanities since 1975. For each paper, theWOS records the citations, num

ber of authors, and citation links to other papers in the database.

Methods

We measured the relative conventionality and novelty of the prior work that a paper

combines by examining the papers referenced in a paper’s bibliography (Small,

1973; Stringer, Sales-Pardo, & Amaral, 2010). This section first provides an over

view of our methodology, followed by an illustrative example and further details.
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Our basic measurement question is to assess how common or novel any pairwise

combination of prior work is. To determine this, we want to know both the (i)

observed frequency of any given pairing of references in the WOS and (ii) the fre

quency of that pairing that would have occurred by chance. Comparing the observed

frequency to the frequency expected by chance creates a normalized z-score mea

sure for whether any given pairing appears novel or conventional.

To measure the observed frequency of any given pairing in the WOS, we took the

following five steps:

(1) Took the references listed in a given paper’s bibliography.

(2) Considered all pairwise combinations of the papers referenced in the bibliogra

phy of the paper.

(3) For each pairwise combination, recorded the two journals that were paired.

(4) Repeated steps (1–3) for every paper in the WOS.

(5) Counted the aggregate, population-wide frequency of each journal pairing for

all referenced pairs from a given publication year.

Figure 12.1 presents a stylized example for steps (1–3), showing for a given

paper how pairs of references are counted from that paper’s reference list. The algo

rithm repeats this counting process for every article in theWOS and aggregates the

counts for each given publication year.

Our method counts specific journal pairings, using different journals as a proxy

for different areas of knowledge. Journal-level analysis is well positioned to distin

guish domains of knowledge while having precedence in the literature for being

relatively transparent, interpretable, and computationally feasible (Bollen et al.,

2006; Itzkovitz et al., 2003; Small, 1973; Stringer et al., 2010).1

Having determined the observed frequency of each journal pairing, we consid

ered the frequency distribution for each journal pairing that would have occurred by

chance. The null model randomly reassigns the citation links between papers. As

further detailed below, the method uses a variation of the Markov Chain Monte

Carlo (MCMC) algorithm to randomly switch co-citations between all 17.9 million

papers into a synthetic network with 302 million citations (edges), the same number

of papers and citations as the observed network. Note that this method preserved the

detailed paper-level structure of the global citation network. The number of cita

tions to and from each paper was preserved backward and forward in time.

Using this approach, we created 10 synthetic instances of the entire WOS, each

with its own set of randomized citation links. For each instance of the WOS, we

then repeated steps (1–5) above, calculating the frequency of each co-referenced

journal pair. Looking at all 10 randomized cases of the WOS, we generated a distri

1Other operationalizations might consider lower resolution pairings using the ISI’s 252 subfield

categories, text-based combinations, or conceptualizations for measuring novelty beyond combi

natorial pairs (Rosenkopf & McGrath, 2011).
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Fig. 12.1 Paper pairs and journal pairs. This figure presents a stylized example of how paper pairs

and journal pairs are drawn from the network structure of citations. In panel A, the circular nodes

represent papers; the directed links exist when the top paper cites the bottom four papers. In panel

B, the circular nodes represent papers, and the undirected co-citation links between papers are

shown in black.A co-citation exists between each pair of papers that occurs in the reference list of

the focal paper. Here, there are 4 references and therefore 6 (i.e., 4 choose 2) co-citation links. In

panel C, paper nodes are grouped by journal; the shaded ovals represent the three journals in which

each of the cited papers is published. Finally, in panel D, the co-citation links between papers are

mapped to the journal level, and the black links represent journal co-citations. Note that the total

number of paper-to-paper co-citation links (6) is preserved at the journal co-citation level (From

Uzzi et al. (2013b, p. 10). Copyright 2013 by Science. Adapted with permission from the authors

and Science)

bution of frequencies for each journal pair. We could then evaluate the z-score for

each observed journal pair relative to what was expected by chance:

z = (obs/-exp)σ

Where obs is the observed frequency of the journal pair in the actualWOSwhile exp

is the mean and σ is the standard deviation of the number of journal pairs obtained

from the 10 randomized simulations of the paper-to-paper citation network.

Finally, returning to categorizing a paper’s prior work regarding novelty and con

ventionality, we could then assign a z-score to each of the journal pairs in that

paper’s reference list. Each paper thus had a distribution of journal pairings, where

any given pairing could be more or less common compared to chance. To summa

rize the information in this distribution, we took two primary summary statistics:

(i) The median z-score for that paper.

(ii) The 10th percentile z-score for that paper.



24712 How Atypical Combinations of Scientific Ideas Are Related to Impact:…

The first measure is a summary statistic for the central tendency of the combinations

of journals that a paper cites. The larger the median z-score for a paper, the more

common the main mass of journal combinations in that paper compared to chance.

The second measure is a summary statistic for the left tail of combinations of jour

nals that a paper cites—journal pairings that are relatively unusual, compared to

chance, among the set of journal pairings in that paper’s reference list.

Illustrative Example of Methodology and Further Detail

To illustrate these procedures, consider the following example, based on a single

paper in the field of geography.

1. Step 1. Take the references in a bibliography in a given paper. Consider the

paper, “The Tropical Cyclone Hazard Over the South China Sea 1970–1989:

Annual Spatial and Temporal Characteristics,” which was published in Applied

Geography in 1995. This paper has 22 references, of which 10 are known refer

ences (Fig. 12.2).

2. Step 2. Consider all pairwise combinations of the papers referenced in the bibli

ography of that paper. As can be seen in Fig. 12.2, pairwise paper combinations

include, for example, (i) Deser et al. 1992 with Black 1990, (ii) Deser et al. 1992

withThompson 1987, and (iii) Thompson 1987 with Black 1990. With 10 known

references, we have 45 (i.e., 11 choose 2) pairwise paper combinations.

3. Step 3. Map the observed paper pairs into observed journal pairs. The 45 paper

pairs are mapped into 45 journal pairs, where some journal pairs in this list

appear multiple times. For example, Nature and Monthly Weather Review are

paired twice.

4. Step 4. Repeat steps (1–3) for every paper in the WOS. The above steps, shown

in a single article, are now repeated for every paper in the WOS. References to

materials outside the WOS (for example, books) are not included.

5. Step 5. Count the frequency of each observed journal pairing for a given publica

tion year, using the referenced works of every paper published that year in the

WOS. Information from the sample paper above would be counted as part of the

year 1995. Hence, we allow journal pair frequencies varying over time.

Having completed steps (1–5) for the observed papers in the WOS, we repeated

them for each synthetic instance of the WOS, as created by the null model.

Comparing the observed frequency of journal pairs under the real WOS with the

frequency distribution that appears across instances of the null model, we computed

a z-score for each journal pair. Continuing our illustrative example, the observed

frequency, expected frequency, and z-score for several journal pairings that appear

in the paper, “The Tropical Cyclone Hazard Over the South China Sea 1970–1989:

Annual Spatial and Temporal Characteristics,” are presented in Table 12.1. As

Table 12.1 demonstrates (for a subsample of journal pairs), each published paper

has a distribution of journal pairs, some of which are highly conventional (such as
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Title: Long Term Variations in Western Tropical Pacific Cyclogenesis Associated With the

Southern Oscillation

Author(s): Harding, J.M.

Source: Nature, 262, pp. 41–43, published 1976.

Title: Network Autocorrelation in Transport Network and Flow Systems

Author(s): Black, W. R.

Source: Geographical Analysis, 24, pp. 207–222, published 1992.

Title: Tropical Cyclone Activity in the Northwest Pacific in Relation to El Niño/Southern

Oscillation Phenomenon

Author(s): Chan, J. C. L.

Monthly Weather Review, 113, pp. 599–606, published 1985.

Title: Large Scale Atmospheric Circulation Features
of
Warm and Cold Episodes in the Tropical

Pacific

Author(s): Deser, C., & Wallace, J. M.

Source: Journal of Clamate, 3, pp. 1254–1281, published 1990.

Title: Rainfall at Tuvalu, Tokelau, and the Northern Cook Islands and Its Relationship to the

Southern Oscillation

Author(s): Thompson, C. S.

Source: New Zealand Journal of Geology and Geophysics, 30, pp. 195–198, published 1987

Title: Predictability of Interannual Variation of Australian Seasonal Tropical Cyclone Activity

Author(s): Nicholas, N. N.

Source: Monthly Weather Review, 113, pp. 1144–1149, published 1985.

Title: El Niño and Tropical Cyclone Frequency in the Australian Region and Northwest Pacific

Author(s): Dong, K.

Source: Australian Meteorological Magazine, 36, pp. 219–225, published 1988.

Title: El Niño/Southern Oscillation Modification to the Structure of the Monsoon and Tropical

Cyclone Activity in the Australasian Region

Author(s): Evans, J. L., & Allan, R. J.

Source: International Journal of Climatology, 12, pp. 611–623, published 1992.

Title: Temporal and Spatial Characteristics of Coastal Rainfall Anomalies in Papua New Guinea

and Their Relationship to the Southern Oscillation

Author(s): McGregor, G. R.

Source: International Journal of Climatology, 12, pp. 449–468, published 1992.

Title: El Niño: The Ocean–Atmospheric Connection

Author(s): Rasmusson, E. M.

Source: Oceanus, 27, pp. 5–12, published 1984.

Fig. 12.2 Reference list for example paper. The paper, “The Tropical Cyclone Hazard Over the

South China Sea 1970–1989: Annual Spatial and Temporal Characteristics,” cites 10 different

known references. From Uzzi et al. (2013b, p. 11). Copyright 2013 by Science. Adapted with

permission from the authors and Science

Monthly Weather Review–Monthly Weather Review) while others are unusual com

pared to chance (such as Nature–Monthly Weather Review). Fig. 12.4a presents the

distribution of z-scores for this illustrative paper and indicates the median z-score

and the 10th percentile z-score in that paper’s distribution.
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Table 12.1 Examples of journal pair frequencies for illustrative paper

Journal pairs Observed Expected Z-score

Mon. Weather Rev.– 28,685 68.999 3252.658

Mon. Weather Rev.

Int. Journ. of Climatology– 402 0.1 1339.667

Int. Journ. of ClimatologyNature–Journ. of Climate 2720 1392.016 47.344Geogr. Anal.–Journ. of Clim. 3 2.199 0.743

A z-score of zero means the actual journal pair frequency is the same as expected by chance

pairings

N.Z. Journ. Geol. & Geophys.– 4 4.0 0Journ. of ClimateNature–Aust. Meteorol. Mag. 89 95.494 −0.915Geogr. Anal.–Mon. Weather Rev. 2 6.192 −1.436

Nature–Geogr. Anal. 30 138.889 −8.78

Nature–Mon. Weather Rev. 2226 3779.287 −24.554

Note. Mon. Weather Rev. Monthly Weather Review, Int. Journ. of Climatology International

Journal of Climatology, Geogr. Anal. Geographical Analysis, N.Z. Journ. Geol. & Geophys. New

Zealand Journal of Geology and Geophysics, Aust. Meteorol. Mag. Austrian Meteorology

Magazine. From Uzzi et al. (2013b, p. 21). Copyright 2013 by Science. Adapted with permission

from the authors and Science

Table 12.1 further shows the importance of normalizing the observed frequen

cies. For example, compare the pairings (1) Nature and Journal of Climate and (2)

Nature and Monthly Weather Review. Both have similarly observed co-citation fre

quencies in the WOS: 2720 and 2226, respectively. However, compared to chance,

the first pairing appears to have high conventionality while the second pairing seems

to have high novelty.

Null Model Detail

The null model creates random synthetic instances of theWOS while incorporating

realistic aspects of the data and its network structure. In particular, the null model

incorporates two basic empirical facts about citation patterns:

– Citation distributions are skewed. Some papers and journals are cited far more

often than other papers and journals and consequently are referenced more fre

quently in bibliographies.

– Citation counts are dynamic processes that vary by the journal (Stringer, Sales

Pardo, & Amaral, 2008), so that the rate at which papers accumulate citations is

journal dependent.

Keeping these facts in mind, the null model preserves for each paper in theWOS the

same number of references to past work, the same number of citations from
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Fig. 12.3 Link switching in the null model and example distributions of observed and expected

frequency of journal pairs. Citation links between papers are switched randomly but constrained to

have the same origin year and target year. Thus in the left panel, switching links A and B are

allowed, while switching links A and C are not allowed. The switching algorithm thus preserves

for each paper its (i) number of references, (ii) citation count, (iii) citation accumulation dynamics,

and (iv) the age distribution of referenced work. Performing QE switches converges to a random

graph from the configuration model (Itzkovitz et al., 2003) where the number of and dynamics of

citations are preserved, but the origin of the citations is randomized. Since each node is equally

likely to be the originating node of any citation, given the constraints, we know a priori that no

disciplines exist in this randomized citation network. The middle panel above demonstrates the

citation history of a paper. The citation history of every paper is exactly preserved under our null

model, ensuring that we control for both the variation in magnitude and dynamics of citation accu

mulation to papers. The right panel above further shows, for the example paper highlighted in

Table 12.1, the frequency distribution for the observed journal pairings (blue line) and the fre

quency distribution for these journal pairings when averaged across instances of the null model

(red line). From Uzzi et al. (2013b, p. 12). Copyright 2013 by Science. Reprinted with permission

from the authors and Science

subsequent papers, and the same distribution of these citations over time (Fig. 12.3,

left panel and middle panel). The right panel of Fig. 12.3 showed the distributions

of observed frequency and expected frequency of journal papers for the example

paper above.

Specifically, we used a variation of the Markov Chain Monte Carlo (MCMC)

algorithm to construct randomized citation networks for all papers in theWOS data

base. The switching of endpoints of citation links was constrained to randomly cho

sen endpoints within the same class (Fig. 12.3), where the link classes are defined

as having the same origin year and target year (Itzkovitz et al., 2003). One can think

of each link class as a sub-graph of the global citation network, which can then be

randomized in the usual way by performing Q*E switches, where E is the number

of links in the subgraph. There is no proof for when the Markov Chain converges;

however, it is suggested (Itzkovitz et al., 2003) to set Q at a safe value of 100. Since

the citation network has 302 million edges, the scale of the computation is large, and

we used a slightly less conservative value of Q=2log(E) to reduce computational

burden. As can be noted in the original paper on the MCMC switching algorithm

(Itzkovitz et al., 2003), this value of Q is well within the region where correlations

with the original network cannot be detected.
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Results

In this study, we examined 17.9 million research articles in the Web of Science

(WOS) to see how prior work is combined. We present facts that inform (i) the

extent to which scientific papers reference novel versus conventional combinations

of prior work, (ii) the relative impact of papers based on the combinations they draw

upon, and (iii) how (i) and (ii) are associated with collaboration.

We considered pairwise combinations of references in the bibliography of each

paper (Small, 1973; Stringer et al., 2010). We counted the frequency of each co

citation pair across all papers published that year in the WOS and compared these

observed frequencies to those expected by chance, using randomized citation net

works. In the randomized citation networks, all citation links between all papers in

the WOS were switched using a Monte Carlo algorithm. The switching algorithm

preserves the total citation counts to and from each paper, and the distribution of

these citations counts forward and backward in time to ensure that a paper (or jour

nal) with n citations in the observed network will have n citations in the randomized

network. For both the observed and the randomized paper-to-paper citation net

works, we aggregated counts of paper pairs into their respective journal pairs to

focus on domain-level combinations (Itzkovitz et al., 2003; Stringer et al., 2008,

2010). In the data, there were over 122 million potential journal pairs created by the

15,613 journals indexed in the WOS.

Comparing the observed frequency with the frequency distribution created with

the randomized citation networks, we generated a z-score for each journal pair. This

normalized measure describes whether any given pair appeared novel or conven

tional. Z-scores above zero indicate pairs that appeared more often in the observed

data than expected by chance, indicating relatively common or “conventional” pair

ings. Z-scores below zero indicate pairs that appear less often in the observedWOS

than expected by chance, indicating relatively atypical or “novel” pairings. For

example, in the year 1995, the pairing Nature and Journal of Climate had a high

z-score (47.344) indicating a conventional pairing, while Nature paired with

Monthly Weather Review had a negative z-score (−24.554) indicating a pairing more

unusual than chance.

The above method assigns each paper a distribution of journal pair z-scores

based on the paper’s reference list (Fig. 12.4a). To characterize a paper’s tendency

to draw together conventional and novel combinations of prior work, we took two

summary statistics. First, to characterize the central tendency of a paper’s combina

tions, we considered the paper’s median z-score. The median allowed us to charac

terize conventionality in the paper’s main mass of combinations. Second, we

considered the paper’s 10th percentile z-score. The left tail allows us to characterize

the paper’s more unusual journal combinations where novelty may reside.

We found that papers typically relied on very high degrees of conventionality.

Figure 12.4b presents the distribution of papers’median z-scores for theWOS in the

indicated decades. Considering that a z-score below zero represents a journal pair

that occurs less often than expected by chance, the analysis of median z-scores sug
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Fig. 12.4 Novelty and conventionality in science. For a sample paper, (a) shows the distribution

of z-scores for that paper’s journal pairings. The z-score shows how common a journal pairing is

compared to chance. For each paper we take two summary measures: its median z-score, capturing

the paper’s central tendency in combining prior work, and the 10th percentile z-score, capturing

the paper’s journal pairings that are relatively unusual. For the population of papers, we then con

sider these values across all papers in theWOS published in the 1980s or 1990s. (b) considers the
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gests very high degrees of conventionality. Half the papers had median z-scores

exceeding 69.0 in the 1980s and 99.5 in the 1990s. Moreover, papers with a median

z-score below zero were rare. In the 1980s only 3.54% of papers had this feature,

while in the 1990s the percentage fell to 2.67%, indicating a persistent and promi

nent tendency for high conventionality.

Focusing on each paper’s left tail combinations, we found that even among the

paper’s relatively unusual journal combinations, the majority of papers did not fea

ture atypical journal pairs. Figure 12.4c shows that 40.8% of the papers in the 1980s

and 40.7% in the 1990s had a 10th percentile z-score below zero. Overall, by these

measures, science typically relies on highly conventional combinations and rarely

incorporates journal pairs that are uncommon compared to chance.

Our next finding indicates a powerful relationship between combinations of prior

work and ensuing impact. Figure 12.5 presents the probability of a “hit” paper con

ditional on the combination of its referenced journal pairs. Hit papers are operation

alized as those in the upper 5th percentile of citations received across the whole

dataset, as measured by total citations through 8 years after publication. The vertical

axis shows the probability of a hit paper conditional on a 2×2 categorization indi

cating the paper’s (i) “median conventionality” (an indicator of whether the paper’s

median z-score is in the upper or lower half of all median z-scores) and (ii) “tail

novelty” (an indicator of whether the paper’s 10th percentile z-score is above or

below zero).

Papers with “high median conventionality” and “high tail novelty” display a hit

rate of 9.11 out of 100 papers, or nearly twice the background rate of 5 out of 100

papers. All other categories show significantly lower hit rates. Papers featuring high

median conventionality but low tail novelty displayed hit rates of 5.82 out of 100

papers, while those featuring low median conventionality but high tail novelty dis

play hit rates of 5.33 out of 100 papers. Finally, papers low on both dimensions have

hit rates of just 2.05 out of 100.

Further analyses suggest universality of these relationships for scientific work

across time and fields. In Fig. 12.6, we show that the results hold (a) over five

decades of data recorded in theWOS from 1950 to 2000 and (b) using the upper 1st

or 10th percentiles of citation impact. In Fig. 12.7, we define the cutoff for high and

low tail novelty at different percentiles of a paper’s z-score: The 1st, 5th, 20th, 30th,

and 40th. Figure 12.7 shows that using the 1st, 5th, 10th, or 20th percentile captures

significant positive associations between impact and tail novelty in the 1990s.

Beyond the 30th percentile, the significant association between impact and tail nov

Fig. 12.4 (continued) median z-scores and shows that the vast majority of papers display a high

propensity for conventionality; in the 1980s and 1990s fewer than 4% of papers have median

z-scores below 0 and more than 50% of papers have median z-scores above 64. (c) considers the

10th percentile z-scores, which further suggest a propensity for conventionality; only 41% of

papers in the 1980s and 1990s have a 10th percentile z-score below 0. Overall, by these measures,

science rarely draws on atypical pairings of prior work. FromUzzi et al. (2013a, p. 469). Copyright

2013 by Science. Adapted with permission from the authors and Science
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Fig. 12.5 The probability of a “hit” paper conditional on novelty and conventionality. Figure 12.5

presents the probability of a paper being in the top 5% of the citation distribution, conditional on two

dimensions: whether a paper exhibits (1) high or low median conventionality and (2) high or low tail

novelty, as defined in the text. Papers that combine high median conventionality and high tail novelty

are hits in 9.11 out of 100 papers, a rate nearly double the background rate of 5%. Papers that are

high on one dimension only—high median conventionality or high tail novelty but not both—have

hit rates about half as large. Papers with low median conventionality and low tail novelty have hit

rates of only 2.05 out of 100 papers. The sample includes all papers published in theWOSfrom 1990

to 2000. Figure 12.6 shows similar findings when considering (i) all other decades from 1950 to

2000; (ii) “hit” papers defined as the top 1% or 10% by citations, hinting at a universality of these

relationships for scientific work. The difference in the hit probabilities for each category is statisti

cally significant (p<0.00001). The percentage of WOS papers in each category are; Green Bar

(6.7%), Gold Bar (23%), Red Bar (26%), and Blue Bar (44%). From Uzzi et al. (2013a, p. 470).

Copyright 2013 by Science. Reprinted with permission from the authors and Science

elty disappears. These patterns suggest that the concept of tail novelty is not sensi

tive to a single value and that beyond a precise focus on the 10th percentile the

construct is related to impact so long as one continues to consider the left tail of the

distribution.

Results by Subfields

The following analysis shows that the results presented in the main text for the

whole of the WOS continued to appear quite broadly when examining patterns

within individual subfields. By subfield, we presented (1) the tendency for tail nov

elty and median conventionality, and (2) the relationship between novelty, conven

tionality, and hit papers. We examined all 243 subfields that appeared in the WOS

over the 1990s.
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Fig. 12.6 Citation impact results generalize by decade and by definition of “hit” paper. This figure

shows broadly consistent patterns both over time and by the definition of “hit” paper, suggesting a

remarkably robust and strong empirical regularity between scientific impact and how prior work is

combined. Specifically, the figure shows that high tail novelty combined with high median conven

tionality (Green bars) outperforms other categories in all decades from 1950 to 2000, regardless of

whether a “hit” paper is defined as a top 1%,5%, or 10% by citations received, and broadly shows

hit rates that are approximately twice the background rate. By contrast, papers that feature neither

high tail novelty nor high median conventionality (Orange bars) see hit rates at only half or less

the background rate. From Uzzi et al. (2013b, p. 13). Copyright 2013 by Science. Reprinted with

permission from the authors and Science
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Fig. 12.7 Citation impact results generalize to broader definitions of left tail novelty. The figure

presents the relationship between tail novelty and impact using alternative definitions of tail nov

elty. In each case, tail novelty is defined as an indicator for whether the eth percentile of a paper’s

z-score distribution is less than zero. The x-axis indicates the value of e. It is seen that for e≤20,

high tail novelty combined with a high median conventionality (Green bars) outperforms other

categories. The results in the main text, which use the 10th percentile, thus extend broadly to other

definitions of tail novelty so long as the measure emphasizes the paper’s left tail of combinations.

From Uzzi et al. (2013b, p. 14). Copyright 2013 by Science. Reprinted with permission from the

authors and Science

To examine any field-specific relationships between novelty, conventionality,

and hit papers, we calculated the subfield-specific probabilities of a “hit” by the four

categories used in Fig. 12.2 and defined in the text. We then ranked these four cat

egories in each subfield, where 1 indicates the highest probability of a hit, 2 indi

cates the second highest probability of a hit and so on. Consistent with the main

results, Table 12.2 shows that in 64.4% of fields, a paper’s likelihood of being a hit

paper was greatest when combining prior work characterized by high tail novelty

and high median conventionality. This category (Row 3 in Table 12.2) is ranked first

or second in 86.3% of subfields. Notably, to the extent that this category is not

dominant within a subfield, the category featuring a more general shift toward nov

elty (Row 1 in Table 12.2) appears prominently, suggesting that tail novelty is an

especially generic feature of the highest-impact papers. Conversely, the category

featuring low tail novelty and low median conventionality (Row 4 in Table 12.2)

ranks lowest in 70.4% of subfields. Thus, novelty and conventionality are not

opposing factors in the production of science; rather, papers with an injection of

novelty into an otherwise exceptionally familiar mass of prior work are unusually

likely to have high impact. Next, we focus on the effect of teams on novelty.
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Collaboration is often claimed to produce more novel combinations of ideas (Falk

Krzesinski et al., 2010; Fiore, 2008; Stokols et al., 2008; Uzzi & Spiro, 2005;

Wuchty et al., 2007), but the extent to which teams incorporate novel combinations

across the universe of fields is unknown. Team-authored papers were more likely to

show atypical combinations than single or pair-authored papers. Figure 12.8a shows

that the distribution of 10th percentile z-scores shifted significantly leftward as the

number of authors increased (Kolmogorov-Smirnov [KS] tests indicate solo vs. pair

p=0.016, pair vs. team p=0.001, team vs. solo p<0.001). Papers written by one,

two, three, or more authors showed high tail novelty in 36.1%, 39.8%, and 49.7%

of cases, respectively, indicating that papers with three or more authors showed an

increased frequency of high tail novelty over the solo-author rate by 37.7%.

Teams were neither more nor less likely than single authors or pairs of authors to

display high median conventionality. Figure 12.8b indicates no significant statistical

difference in the median z-score distributions (KS tests indicate solo vs. pair

p=0.768, pair vs. team p=0.417, team vs. solo p=0.164). Teams thus achieve high

tail novelty more often than solo authors, yet teams were not simply “more novel”

but rather displayed a propensity to incorporate high tail novelty without giving up

a central tendency for high conventionality.

Regression Methods

In our final analysis, we examined the interplay between citation, combination, and

collaboration using regression methods (Fig. 12.9). Papers were binned into eleven

equally sized categories of median conventionality. We used logistic regression to

Table 12.2 Novelty, conventionality, and citation impact by field

Rank

1st 2nd 3rd 4th

High tail novelty and low median conventionality 20.3% 44.5% 28.7% 6.5%

Low tail novelty and high median conventionality 9.7% 26.7% 50.6% 13.0%

High tail novelty and high median conventionality 64.4% 21.9% 3.6% 10.1%

Low tail novelty and low median conventionality 5.7% 6.9% 17.0% 70.4%

Note. For each of 243 subfields indexed by the WOS in the 1990s, we ranked the categories of

papers according to their probability of producing hit papers. Hit papers are defined as those in the

upper 5% of citations received in that subfield. We focused on all papers published across all sub

fields in the 1990s. This analysis revealed that high tail novelty and high median conventionality

were the highest impact papers in 64.4% of subfields and either first or second in 86.3% of fields.

By contrast, low tail novelty and low median conventionality rank lowest or second lowest in

87.4% of fields. From Uzzi et al. (2013a, p. 22). Copyright 2013 by Science. Reprinted with per

mission by the authors and Science
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predict the probability of hit papers in the 1990s and ran these regressions in a flex

ible manner that avoided imposing functional forms on the data. In particular, we

first divided papers into subsamples based on their median conventionality (11 cat

egories, from least to greatest median conventionality, as defined in the main text)

and the number of authors (3 categories, for solo authors, two-author pairs, and

three or more authors). This created 33 distinct subsamples. We then ran a separate

regression for each subsample.

For a given subsample, a regression takes the form

Pr(yi) f(Tail _ Noveltyi Field)

f

= β +∑γ f fi

where yij ∈{}01, is an indicator variablefor a “hit” paper, andis an indicator variable for whether a paper’s 10th percentile Tail _ Noveltyz-score is belowi ∈{01,}

zero.

The regression includes a full set of fixed effects for each of 243 subfields indexed

by1 the WOS in the 1990s,if the paper i is in field wheref. Thethe indicatorinclusion of variablesthese fixedFieldeffectsfi ∈{accounts}01, are equal to

for any

mean differences in hit probabilities and tail novelty across subfields. We further

restricted the sample to papers with at least ten known references, which ensured

that each paper in the sample had many pairwise combinations of prior work.

Figure 12.9 establishes a large positive relationship between tail novelty and hit

papers, which appears independently in each of the 33 subsamples. The regressions

further establish that the probability of hit papers increases with median convention

ality, peaking at approximately the 85th percentile of median conventionality. These

strong empirical regularities extend to alternative analyses. Figure 12.10 reconsid

ers these regressions defining hit papers to be in the top 1% of citations received.

The results for this higher threshold for a “hit” paper look extremely similar.

Novelty and Conventionality in Geography

In Fig. 12.11 we show the novel and conventional combinations in papers written in

the field of geography.We do not observe any high degrees of conventionality when

compared with fields like physics and economics. Figure 12.11a presents the distri

bution of papers’ median z-scores for papers published in geography in the indi

cated decades. Half the papers have median z-scores exceeding 16 in the 1980s in

the 1990s. Papers with a median z-score below zero are rare; only 4% of papers

displayed this feature in the 1980s and 1990s. Focusing on each paper’s left tail

combinations, we found that 25% of papers in the 1980s and 1990s have a 10th

percentile z-score below 0 (Fig. 12.11b). Overall, by these measures, we observed

that geography papers rarely draw atypical knowledge from prior works.

We investigated the role of team authors in geography in production of knowl

edge. Our findings support the previous observations in Fig. 12.8: Each team size
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Fig. 12.8 Authorship structure, novelty, and conventionality. Team-authored papers are more

likely to incorporate tail novelty but without sacrificing a central tendency for high conventionality.

Papers introduce tail novelty (a 10th percentile z-score less than 0) in 36.2%, 39.9%, and 49.7%

of cases for solo authors, dual authors, and three or more authors, respectively (a). Kolmogorov

Smirnov tests confirm the distributions of tail novelty are distinct (solo vs. pair p=0.016, pair vs.

team p=0.001, team vs. solo p<0.001). By contrast, each team size shows similar distributions for

median conventionality (b KS tests indicate no statistically significant differences). These findings

suggest that a distinguishing feature of teamwork, and teams’ exceptional impact, reflects a ten

dency to incorporate novelty. From Uzzi et al. (2013a, p. 470). Copyright 2013 by Science.

Reprinted with permission from the authors and Science
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Fig. 12.9 Novel and conventional combinations in the production of science. The interplay

between tail novelty, median conventionality, and hit paper probabilities show remarkable empiri

cal regularities (a–c). First, high tail novelty papers have higher impact than low tail novelty papers

at (i) any level of conventionality and (ii) regardless of authorship structure. Second, increasing

median conventionality is associated with higher impact up to the 85–95th percentile of median

conventionality after which the relationship reverses. Third, larger teams obtain higher impact

given the right mix of tail novelty and median conventionality. Nonetheless, at low levels of median

convention and tail novelty, even teams have low impact, further emphasizing the fundamental

relationship between novelty, conventionality, and impact in science. From Uzzi et al. (2013a,

p. 471). Copyright 2013 by Science. Reprinted with permission from the authors and Science

shows similar distributions for median conventionality (Fig. 12.11c) and papers

with team authors show greater novelty than solo-authored or pair-authored papers

(Fig. 12.11d).

We plot the average hit citations by considering the top5% of highly cited papers

written in the fields of geography, economics, and physics over time (Fig. 12.12).

The average of hit citations for geography is significantly lower than that of eco

nomics and physics. For papers published between 1980 and 2000, half the papers

in geography have median z-scores above 36. Thus papers in geography combine

less conventionality when compared to physics or economics, where half the papers

have median z-scores above 145. Moreover, for geography, conventionality doesn’t

increase with time when compared with physics and economics (Fig. 12.13). This

indicates that for geography, mixing novel and conventional combinations does not

result in high impact work.

A
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Discussion and Conclusion

There were three primary findings. First, high tail novelty papers had higher impact

than low tail novelty papers, an impact advantage that occurred at any level of con

ventionality and regardless of authorship structure. Second, peak impact occurs in

the 85–95th percentile of median conventionality, an exceptionally high level. This

peak and its position appeared irrespective of tail novelty/no tail novelty or author

ship structure. These generic features suggest fundamental underlying rules relating

combinations of prior work to the highest impact science.

Finally, Fig. 12.4 indicates that for virtually all possible mixes of tail novelty and

median conventionality, larger teams were associated with higher impact. Thus,

while teams incorporated the highest impact mixes more frequently (Fig. 12.3),

teams also tended to obtain higher impact for any particular mix (Fig. 12.4).

Nonetheless, despite this advantage in citations across virtually all fields of science

(Wuchty et al., 2007), even teams had low impact at low levels of median conven

tionality and tail novelty.
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Fig. 12.12 Mean of hit citations with time for three fields. For each of the fields—geography,

economics, and physics—we consider the “hit” papers. Hit papers are defined as those in the top

5% of citations. The plot shows the evolution of mean hit citations in time. For geography, the

value of mean hit citations is much lower when compared to hit papers in physics and economics

(Design by authors)

Our analysis of 17.9 million papers across all scientific fields suggests that the

highest-impact science draws on primarily highly conventional combinations of

prior work with an intrusion of combinations unlikely to have been joined before.

These patterns suggest that novelty and conventionality are not factors in opposition;

rather, papers that mix high tail novelty with high median conventionality have

nearly twice the propensity to be unusually highly cited.

These findings have implications for theories about creativity and scientific prog

ress. Combinations of existing material are centerpieces in theories of creativity,

whether in the arts, the sciences, or commercial innovation (Becker, 1982; Collins,

1998; Guimera et al., 2005; Jones, 2009; Schilling & Phelps, 2007; Schumpeter,

1939; Usher, 1929/1998; Uzzi & Spiro, 2005; Weitzman, 1998). Across the sci

ences, the propensity for high impact work is sharply elevated when combinations

of prior work are anchored in substantial conventionality while mixing in a left tail

of combinations that are rarely seen together. In part, this pattern may reflect advan

tages to being within the mainstream of a research trajectory, where scientists are

currently focused while being distinctive in one’s creativity. For example, as men

tioned in the beginning of the chapter, Newton remained in the mainstream of tradi

tional geometry and at the same time remained creative while communicating the

laws of gravitation in Principia. Combinations of prior work also relate to “burden

of knowledge” theory, which emphasizes the growing knowledge demands upon

scientists (Einstein, 1949; Fleming, 2001; Jones, 2009). New articles indexed by the

WOS now exceed 1.4 million per year across 251 fields, encouraging specialization
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Fig. 12.13 Median of conventionality and novelty with time for three fields. (a) shows the median

conventionality of papers published in geography exhibit no change with time. On the contrary,

median conventionality of physics and economics papers increases with time, indicating a trend

towards high conventionality for both these fields. Moreover, geography does not draw enough

conventional knowledge as compared to physics or economics. In (b) we show the median novelty

of geography, economics, and physics. While for physics and economics, novelty decreases with

time, in the case of geography there is no such behavior—a trend we observed earlier in Fig.

12.11b (Design by authors)
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and challenging scientists’ capacity to comprehend new thinking across domains.

The finding that teams preserve high conventionality yet introduce tail novelty sug

gests that teams help meet the challenge of the burden of knowledge by balancing

domain-level depth with a capacity for atypical combinations.

Our methodology considered paper and journal pairings but can be applied at the

level of disciplines, papers, or topics within papers, allowing the examination of

combinations of prior work at different resolutions in future studies of creativity and

scientific impact. Beyond science, links between novelty and conventionality in

successful innovation also appear. E-books retain page-flipping graphics to remind

the reader of physical books, and blue jeans were designed with a familiar watch

pocket to look like conventional trousers. From this viewpoint, the balance between

extending technology with atypical combinations of prior ideas while embedding

them in conventional knowledge frames may be critical to human progress in many

domains. Future research questions also arise from our findings. Science is dynamic,

with research areas shifting and new fields arising. While we find that the regulari

ties relating novelty, conventionality, and impact persist across time and fields,

understanding how research trajectories shift and how new fields are born are ques

tions that measures of novelty and convention may valuably inform. At root, our

work suggests that creativity in science appears to be a nearly universal phenome

non of two extremes. At one extreme is conventionality, and at the other is novelty.

Curiously, notable advances in science appear most closely linked not with efforts

along one boundary or the other but with efforts that reach toward both frontiers.
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Chapter 13

Connectivity in Contiguity: Conventions

and Taboos of Imitation in Colocated

Networks

Johannes Glückler and Ingmar Hammer

People and organizations learn from others. Cultures, traditions, opinions, behav

iors, and technologies spread through imitation. Tarde (1903) was among the first to

appreciate imitation as a key learning mechanism for inventions in social life to be

diffused among society (Kinnunen, 1996; Rogers, 1995). Imitation, however, is not

confined to the mere replication of existing knowledge. The process of imitation

always implies potential deviation into invention (Barry & Thrift, 2007; Djellal &

Gallouj, 2014) because the absorption of new knowledge requires learning and,

hence, conscious recombination of knowledge, an activity that may lead to new

ideas and new knowledge. Imitation is thus a crucial learning mechanism and a

valuable source of innovation.

If imitation is such an economic advantage, then what are the conditions that

favor learning by imitation? Essentially, two powerful perspectives—social net

works and geography—have been proposed and used to unpack mechanisms of

learning. Social networks focus on the quality of social relations and the effect of

connectivity on knowledge outcomes. Geography focuses on the spatial dimension

of social relations and facilitates theory development on the role that physical con

tiguity has in knowledge creation and innovation. Both these bodies of literature

have contributed greatly to the understanding of the interorganizational production

of knowledge, but few studies have integrated these viewpoints to capture the inter

dependencies of networks and space (Glückler, 2013a).

In this chapter we combine the network and geographical perspectives to theo

rize on the interactive effect of connectivity and spatial proximity on mechanisms of

learning. We specifically examine social tensions generated by imitation among

firms that are simultaneously in processes of colocation and organizational integra

tion. This tension arises from the potential conduciveness of different spatial and
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organizational configurations to different forms of learning. Organizational integra

tion, for example, typically supports the institutionalization of conventions of col

laboration and two-way learning, whereas spatial proximity increases the visibility

and observability among actors and thus leverages the undeniable incentive of com

petitive, one-way learning. If colocated competitors have agreed to collaborate, the

key question arises as to how firms manage the tensions of cooperation and compe

tition that accompany collective learning.

We begin by discussing imitation and invention in terms of the opportunities and

relative advantages each can offer to learning and innovation. Specifically, we adopt

a perspective of social conventions to distinguish two practices of imitation: the

convention of collaborative learning through friendly imitation and the taboo of

unfriendly imitation in a context of rivalry. We then analyze the conditions govern

ing different forms of spatial organization for interfirm collaboration and imitation

processes before we present the research strategy of the mixed-method network

case study Comra.de, an organized interfirm network of 25 new media technology

companies in eastern Germany. We follow up with an analysis of the empirical find

ings on the various mechanisms of interorganizational learning and the imitation

practices between convention and taboo. The chapter closes with a discussion of the

consequences for network governance.

Innovation by Imitation

Inventions are often the result of planned research and development. Although the

directed search process may not always lead to the expected outcomes, as is the case

with serendipitous and “false negative” inventions (Chesbrough, 2003, p. 3),

research and development activities frequently entail high costs, risks, and long

development phases. Innovation studies suggest that high levels of research and

development intensity, that is, the allocation of major resources to inventive activity,

are strongly correlated with a firm’s economic performance (Ahuja, 2000;

Mansfield, Rapoport, Romeo, Wagner, & Beardsley, 1977). Small and medium

sized enterprises (SMEs) often try to compensate for their diseconomies of scale by

building alliances. In network organizations or, more precisely, organized interfirm

networks (Glückler, Dehning, Janneck, & Armbrüster, 2012), firms are able to

jointly develop resources that they would not be able to develop alone. So-called

network goods are one way to achieve common goals that would be unattainable

without partners. Essentially, network goods are collective outcomes from collab

orative effort and have the additional advantage of being available to all members of

a given social group regardless of their individual contributions to the creation of

those goods (Glückler & Hammer, 2015). Because innovation refers to the process

of introducing and disseminating new solutions on a market (Akrich, Callon, Latour,

& Monaghan, 2002), it does not depend on invention alone. Instead, the process of

imitation by observation offers an additional opportunity to learn from other orga

nizations and to adopt and create new knowledge.
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Jacobs (1969) draws on car-maker Henry Ford to illustrate that imitation or, as

she calls it, “economic borrowing” (p. 64), can be a promising, often successful path

to innovation. Instead of building cars himself, Ford focused on assembling pre

manufactured components. His innovation was not to create a new car but rather to

offer to supply each individual component as a replacement part. In a continuing

imitation process, he went on to build more and more parts himself until his com

pany finally produced the majority of parts for his famous Model T. Japanese indus

try also applied imitation strategies to adopt external technologies, gradually

developing its own competitive technological advantage (Bolton, 1993). The suc

cess of the Swiss watch-making industry is also the result of an intense period of

imitation and reverse engineering of French and English watches in the seventeenth

century (Maillat, Lecoq, Nemeti, & Pfister, 1995). Moreover, imitation is not only

helpful for followers to catch up within an industry, it is an effective mechanism

enabling cross-industry innovation (Enkel & Gassmann, 2010). When firms have

sufficient absorptive capacity, they may detect and transfer to their own industry

good practices and solutions from related and even unrelated industries. It is this

unforeseeable potential for learning by imitation that makes the diversity of a city

so crucial for long-term innovativeness (Jacobs, 1969).

The imitation process comprises three key mechanisms (Malmberg & Maskell,

2002): variation, observation, and imitation. It starts with variation stemming from

parallel experimentation and the distributed search for innovations: “the tendency to

variation is a chief cause of progress” (Marshall, 1890, p. 355). A firm’s ability to

compete derives from the heterogeneous nature of the solutions that firms create

based on different competencies, experiences, strategies, and resources. To attain

this competitiveness, firms need to create new solutions and new combinations of

existing solutions:

“Little progress would be made in a world of clones” (Lundvall & Maskell, 2000, p. 364).

“The blind-variation-and-selective-retention model unequivocally implies that, ceteris pari

bus, the greater the heterogeneity and volume of trials the greater the chance of a productive

innovation” (Campbell, 1960, p. 395).

If there is great variety in the available practices, organizations have the opportu

nity to identify suitable solutions by using a process of attentive searches and obser

vations, and in the final stage they can transfer this knowledge to their own company

by imitating them.

Unlike the generation of knowledge in partnerships, imitation refers to the uni

lateral transfer of existing solutions from one company to another. Imitation offers

savings when established practices are transferred. Imitation cuts the costs of typi

cal trial-and-error used in the research process (Jacobs, 1969). We distinguish

between two fundamental situations for imitation (Glückler, 2013a). With friendly

imitation, there is a cooperative transfer of solutions, with the owners of the solu

tions voluntarily agreeing to transfer them or even actively transferring them out

right. With unfriendly imitation, the owners of the solutions try to prevent their

imitation or disapprove of any secret imitation. In this section we investigate the

circumstances under which imitation processes in a network are viewed as either
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legitimate and accepted (sometimes even planned) or as contested or sanctioned.

Both forms of imitation, friendly and unfriendly, reflect the diametric opposition of

competition and cooperation in a network.

Conventions of Friendly Imitation

In a cooperative context we assume that organizations and their members establish

conventions to regulate the process of friendly imitation. Observing the good prac

tice of others, and actively seeking and requesting aid when transferring existing

solutions is accepted as legitimate or even as the actual reason for the cooperation if

thecurrentownerpermits a solution to beimitated.According to (Weber, 1922/1978)

conventions fall on a continuum extending from formal law to traditional customs

and habits: “an order will be called convention so far as its validity is externally

guaranteed by the probability that deviation from it within a given social group will

result in a relatively general and practically significant reaction of disapproval”

(p.34).

A convention ranges between social custom and law: Unlike deviation from cus

toms, deviation from convention is sanctioned; unlike law, a convention lacks an

authority that enforces compliance to it. A convention thus constitutes an institu

tional order for exchange between parties to a transaction, creating a mutually sound

basis for expectations. This order cannot penalize violations of the convention

through the force of law. Instead, it uses social disrespect. Practices of friendly imi

tation always occur when one firm takes information or solutions from another firm

with the latter’s approval. These resources may even be actively provided, often

without any direct compensation. That kind of transfer to a partner corresponds to

the economic principle of a gift (Ferrary, 2003), a type of generalized exchange in

which a transfer is not compensated directly but rather reciprocated over the long

term, possibly also by other partners (Yamagishi & Cook, 1993). Examples of

friendly imitation practices—processes that could lead to imitation—include rec

ommendations, the exchange of experience or knowledge between employees

within and between companies, and specialist discussions at trade fairs.

A key factor in maintaining long-term friendly imitation is the convention of

reciprocity (Gouldner, 1960). Unlike goods traded on the market, gifts provided in

networks can seldom be assigned a cash value, and that value often cannot be clearly

allocated after the exchange. As a rule, reciprocal treatment (Stegbauer, 2011) is of

fundamental importance in the convention of friendly imitation. Imitating without

authorization or without providing anything yourself violates the convention.

Conventions of friendly imitation are the foundations for learning and the rapid

adoption, recombination, and dissemination of ideas and solutions within networks.

Ultimately, each organization benefits from the solutions from all the other partners

in a network, an outcome that offers cost advantages over the long-term innovation

process. Imitation without immediate interaction may even forge the creation of
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collective identity, as Staber (2010) has demonstrated for colocated firms in south

ern Germany.

Imitation practices can always develop if firms and their employees cooperate

with each other or if meetings offer opportunities for mutual observation. Forexam

ple, projects are key drivers in imitation processes when companies jointly develop

new knowledge and learn from each other, pooling their expertise to arrive at joint

solutions. With concrete project results constantly accumulating in the company

(Ibert, 2004), it should be easy for the project partners to integrate knowledge from

other organizations in the firm’s own knowledge base.Additional key ways in which

imitation occurs are employee fluctuation and assignment of employees to multi

company project teams. When employees change their place of work, they contrib

ute their own expertise and solutions to the new company (Malmberg & Power,

2005). As part of the European TSER project, Storper (1999) identified employee

mobility as the most important mechanism for the regional exchange of knowledge

between companies. In addition, the opportunities for imitating existing solutions

are highly varied and are facilitated, for example,

through skilled labour mobility within local labour markets, customer-supplier technical

and organizational interchange, imitation processes and reverse engineering, exhibition of

successful “climatisation” and application to local needs of general purpose technologies,

informal “cafeteria” effects, complementary information and specialized services provi

sion. (Camagni, 1991, p. 130)

The Taboo of Unfriendly Imitation

The conventions of friendly imitation are based on agreement and long-term reci

procity between the partners. There are mutually shared behavioral expectations

with which network members comply in order to be accepted in the network perma

nently. If a network member transgresses these conventions, the network members

will at least disapprove of this behavior and may even sanction it by excluding the

member from communication within the network (Weber, 1922/1978). However,

the processes for imitating time-tested solutions are certainly not linked to coopera

tion: “[N]o trust is required as a prerequisite for learning. The sequence of variation,

monitoring, comparison, selection and imitation can take place without any close

contact or even an arm’s-length interaction between the firms” (Maskell, 2001,

p.930).

In these situations specific observation methods such as reverse engineering or

other noninteractive spillover effects (Glückler, 2013a) certainly enable firms to

imitate and employ tried-and-trusted solutions and innovations from other firms

without their agreement and knowledge (Minagawa, Trott, & Hoecht, 2007). This

unapproved acquisition of knowledge is what we call unfriendly imitation.

Unfriendly imitation violates the convention of eliciting the owner’s agreement

when adopting solutions from someone else. Although unfriendly imitation is con
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sidered illegitimate by the originator of the idea or practice, it is still legal as long as

it does not violate any intellectual property rights. In these situations firms cannot

influence imitation and the use of their own knowledge by other organizations. In

open competition and rivalry, unfriendly imitations do not violate any convention

pertaining to cooperation, loyalty, or reciprocity, and firms simply have to accept

that fact as a general environmental condition.

By contrast, unfriendly imitation is socially forbidden in cooperative relation

ships. However, the existence of cooperative or trusting relationships between

members of a network reinforces the risk of unfriendly imitation. If actors trust in

the cooperation and the joint work in which they are engaging, they are inclined to

disclose much more about themselves than they would to competing firms with

which they haveno cooperative relationship.As more information is discovered, the

risk of unfriendly imitation thus becomes greater in cooperative relationships than

in open competition. This argument has its roots in the observation that the greatest

damage from abuse can only arise under conditions of trust (Granovetter, 1985).

Within cooperative relationships the gravity of this potential harm has institutional

ized unfriendly imitation as a taboo that should not be broken given the prevailing

conventions.

The Geography of Interfirm Relationships

The importance of the processes described above for cooperative and rival learning

varies according to the underlying conditions for cooperation. The geographic con

text, for instance, figures prominently in rival learning in particular, affecting the

capacity to exploit opportunities for imitation. The following section distinguishes

between three geographic situations—clusters, organized networks, and the special

form of colocated network organizations—bearing on interfirm relations that play a

key role in discussing cooperative and rival learning (Fig. 13.1).

Fig. 13.1 Geographic organization of cooperation: Clusters, organized networks, and colocated

network organizations (From Glückler et al. (2012, p. 168). Reprinted with permission of Springer)
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Cluster

The cluster concept is associated with two elementary components in the definition:

a geographical concentration of firms and a functional interrelation between them.

Porter (1998) defines geographic clusters as regional concentrations of interlinked

companies that perform similar activities in a common field. These two defining

elements need to be assessed separately. Local concentration gives firms traditional

localization advantages deriving from the joint use of infrastructure, labor markets

and specialized services. The greater the number of a location’s firms that require

specialist employees, the cheaper and more probable it is that a corresponding seg

ment of the labor market will form. These traditional localization advantages result,

in particular, from external economies of scale. Local externalities evoke the theory

of the club good (Buchanan, 1965), a reminder of why geographic concentrations

are often referred to as regional club goods (Capello, 1999). The localization advan

tages work irrespective of any interorganizational action and require only that sev

eral firms with the same activities be colocated (Malmberg & Maskell, 2002).

The second part of the definition distinguishes between the narrow and the wide

senses of the term cluster. The former predicates not only a geographic concentra

tion but also functional links between the firms in a cluster. Concepts for industrial

districts (Belussi & Pilotti, 2002; Sforzi, 1989) or the creative milieu (Maillat,

1998), for example, note the importance of cooperation relationships that benefit

from their proximity and that are often based on trust (Bathelt, 1998). One can use

transaction-cost theory (Scott, 1988) and the embeddedness approach (Uzzi, 1996)

to argue that geographic proximity reduces communication costs and that face-to

face communication promotes the development of binding, trusting, and reciprocal

relationships (Sabel, 1994). In this regard learning processes are due, in particular,

to cooperation between local companies along the value chain. Despite the plausi

bility of the argument, the tendency for a firm to cooperate is often just as strongly

geared to partners outside its cluster as to those within it. Empirical studies such as

the software cluster in Darmstadt, southern Germany, show that lead firms and tech

nology SMEs in the region attach substantially greater importance to strategic alli

ances with partners outside the region than to local opportunities for cooperation

(Angelov, 2006). It is clear that functional links in a cluster are not as strong or

important as supposed in traditional concepts.

Firms in a cluster are consequently a concentration of related activities based on

a social division of labor between different stages of the value chain and in competi

tion within the same stage. Malmberg and Maskell’s (2002) knowledge-based the

ory of clusters thus incorporates the concept of rival learning. The two researchers

explicitly explore the relative advantage of having a multiform cluster rather than a

single integrated firm in one place. In the case of full internalization, a single firm

could exploit internal economies of scale through the reduced unit costs of large

production capacity, minimize external transaction costs through an authority-based

governance mode, and smoothly organize the transfer of knowledge under a regime

of hierarchical control. By contrast, multiple and colocated firms engaging in
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parallel and rival experimentation are more likely to generate variations of tech

niques and solutions that would be impossible within a single firm because of the

common vision and corporate coherence it needs. This variety increases the oppor

tunities for each firm to identify and imitate successful practices by attentively

observing their competitors (Malmberg & Maskell, 2002; Malmberg & Power,

2005).

There are various mechanisms to promote observation and imitation. One is

learning-by-hiring (Song, Almeida, & Wu, 2003), another is the adoption of new

information and ideas from the “local buzz” within a communication ecology

(Bathelt, Malmberg, & Maskell, 2004). Cluster structures favor competition and

rivalry in these ways because competitors operate under the same environmental

conditions, meaning that none can credibly claim any advantages—or excuse lag

gardness—deriving from external factors (Porter, 1998). Consequently, competition

for innovation focuses purely on a firm’s ability to develop new solutions and launch

them on the market. Geographic proximity grants many competitors increased vis

ibility and thus a greater opportunity to imitate new solutions more quickly than is

likely for a spatially isolated firm. There was once a time when urban variety and

density were considered the drivers of imitation and the recombination of existing

knowledge in other sectors or functional areas and when the city was seen as the

driver of economic innovation (on both counts see Jacobs, 1969). More recently,

however, proponents of cluster approaches (Malmberg & Maskell, 2002; Porter,

1998) note that rivalry, observation, and imitation under the same local underlying

conditions can also be the source of innovation for local production systems outside

cities and urban regions. Unlike the concept of the industrial district, which high

lights interactional collaboration, the concept underlying cluster approaches bases

learning on noninteractional rivalry. In addition, rival learning can explain why

firms in clusters enter into so few formal cooperations (Malmberg& Maskell, 2002;

Angelov, 2006).

Organized Network

Unlike regional clusters, which are often only loosely linked, the organized network

focuses on actively coordinated interfirm cooperation. We define an organized net

work as a voluntary and purposive association of members that aligns the multilat

eral collaboration between a finite number of independent organizations with a

collectively shared utility (Glückler, 2012). Organized networks serve to generate

cooperation gains and external savings. They are an organizational instrument for

constantly reinforcing the competitiveness of the individual members (Araujo &

Brito, 1997). This networking makes it possible to recombine various kinds of

knowledge, something that no individual member would achieve in its entirety (von

Hayek, 1945; Inkpen & Tsang, 2005). The tendency to cooperate enables corporate

networks to offer a backdrop for cooperative learning; they jointly generate knowl

edge with friendly imitation.

To use the advantages of this cooperation jointly, rules and organs through which

to implement them are developed by the members as part of their network gover
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nance. Members undertake to meet the expectations in the network, which are based

on formal, contractual rules and standards and on established and collectively

shared conventions. Particular importance is attached to the conventions.Amember

cannot just opportunistically use the knowledge of other members against their will

and for his or her own purposes without violating the convention and having to fear

sanctions. Violating a relationship of trust in networks implies far greater conse

quences than simply the disapproval of the damaged partner. If joint associated third

parties find out about A’s opportunistic behavior with B, then B as well as all of the

other partners lose their trust inA (Glückler, 2001). Even though conventions have

no legal character, their violation entails the risk of being shunned by the commu

nity or even excluded from it (Weber, 1922/1978). Hence, interfirm networks offer

a suitable backdrop for cooperative learning in which practices of unfriendly imita

tion are not only illegitimate but effectively sanctionable.

Colocated Network Organization

The third context of geographic organization is the locally organized network. It

includes features of both learning processes, that is, friendly and unfriendly oppor

tunities for imitation. Outside the strategic alliances established in the network, the

physical proximity of local companies makes for unplanned personal contact (Rallet

& Torre, 1999) and many other forms of mutual observation, often dubbed local

buzz (Bathelt et al., 2004). The simultaneity of geographic proximity and coopera

tive relationships allows both friendly and unfriendly imitation, albeit in the context

of a network based on conventions and rules, which sanctions unfriendly imitation

more strongly than in a geographic cluster. Misbehavior can thus be identified and

sanctioned with relative ease. Locally organized networks constitute a special type

of organized network. They link the advantages of physical proximity with the

advantages of organized cooperation in developing and disseminating innovations.

The following empirical case study on a network addresses the central issue of colo

cated network organizations: the perception and regulation of the diametric opposi

tion that results in locally organized networks when the opportunities for unfriendly

imitation benefit from physical proximity and when opportunities for friendly imita

tion benefit from cooperation.

The COMRA.DE Network Case Study

COMRA.DE: Ideal Type of Local Interfirm Network

Comra.de is an organized network of 25 technology SMEs that offer solutions and

services for e-commerce and the new media market. The network was established

in response to the crisis at SellSoft.1 Sellsoft had held a leading market position in

1SellSoft is a pseudonym for a large technology company on the new media market.
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the German e-commerce business until the New Economy’s bubble burst in 2003.

The upheavalled to mass dismissals of employees, many of whom eventually found

new jobs through a transfer company. The head of the human resources department

at that time wanted to offer the former employees new perspectives and encourage

them to form their own companies. The easy access to infrastructure (e.g., office

rentals and state-of-the-art communication technology) and continual professional

exchanges were particularly important in this regard. From the outset, these activi

ties took place in a highly concentrated geographic area, a common office building

that also houses SellSoft. In 2005 the firms then officially adopted the legal form

of a cooperative, and the network was formed as an organization. By 2010, Comra.

de had grown from the initial 26 employees to 351 employees. Over the same

period, SellSoft shrank from more than 1200 to 275 employees, making Comra.

de larger than its former parent.

Comra.de was created without public subsidies, purely on the private initiative

of the shareholders. As a type of network organization, the cooperative offers the

advantages of binding its members more strongly than an association, but it is not as

hierarchically structured as a GmbH (German public limited company). The net

work is formally governed by the executive and supervisory boards. A member

company takes on the role of network spokesperson, and membership is due to the

purchase of units in the cooperative. Each member has one vote, which means they

have equal voting rights. This formal governance structure guarantees the members

sufficient flexibility and independence. In addition to the cooperative rental of the

office property, the individual companies reap collective benefits from bundling

specialist expertise to solve complex tasks and from pooling capacity to process

larger orders. As a result, the cooperative can work on the market as an end-to-end

provider with the greatest possible bandwidth and, for example, pursue joint mar

keting activities and receive improved purchasing conditions.

Within the cooperative the member firms specialize in different areas of compe

tence, such as developing software for online shops, mail-order solutions, mobile

applications, online marketing, and Web design. These competencies are offered to

SMEs and large enterprises alike. In addition, the network operates as an e-business

service provider for other cooperatives. In 2007, Comra.de recorded revenues of

€17.5 million, up 80% from the previous year. This figure was the largest percent

age increase in revenues the network had yet achieved. In the following year, reve

nues totaled €18.1 million; in 2009, €19.2 million (Beck, 2011).

Method

Comra.de agreed to participate in a network case study from May 2010 to

September 2011. In preliminary discussions the spokesperson reported a series of

problems and challenges for work in the network, which finally led him to agree to

a scientific investigation of organized networks as part of the research consortium

krea.nets (Glückler et al., 2012). The method for the study was based on the
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procedure for situational organizational network analysis, SONA (Glückler &

Hammer, 2012), which integrates qualitative and quantitative research methods in

six consecutive phases. The case study was based on expert interviews2 with four

company owners and the network spokesperson, who with his own company is also

a member of the network. A customized network questionnaire was prepared from

the interviews and offered to all of the network members for a standardized network

survey. Of the 25 members invited, 20 participated in the study, a return rate of

80%. The data collected in the survey was then evaluated with methods of social

network analysis (Borgatti et al., 2002). The results of the network analysis and the

interviews with the individual network members were presented and discussed at

one of the monthly shareholder meetings to ensure communicative validation of our

findings. The empirical research and data collection is based on joint contributions

by Beck (2011) and Hammer, Beck, and Glückler (2012).

Results

Breaking Taboos

Friendly imitation is based at least on goodwill, and often also on active support in

transferring existing solutions to another network member. If companies violate this

convention through secret, unagreed-on imitation, then conflicts in the network are

inevitable. But what does breaking taboos look like when it comes to unfriendly

imitation? The case of Comra.de illustrates the breaking of a taboo. The members

of the Comra.de network share information on the current trends in the e-commerce

sector. In late 2010 social network technology was a major issue, so members dis

cussed how Comra.de could further hone its profile in this area and generate addi

tional benefits for the network. The discussions led to the idea of developing

software that would link online shops with the most frequently used social networks

in the Internet, without this connection having to be initiated. Three of the member

firms decided to collaborate on a project and jointly implement this idea with a fin

ished product. A fourth member firm observed their activities and broke the taboo.

At a trade fair it published a press release stating that it, together with a major com

petitor outside the Comra.de network, would be the first provider to launch a stan

dard shop for social networks on the market. However, this member had never

worked together with the original developers or supported the joint development:

The fourth member did that alone, was not involved in the design and development, and

didn’t say a word to anyone—“pssst”—and did this secretly with SellSoft, and then pub

lished the press release on this subject without saying anything to us beforehand. (Member

of the original development group, November 2010)

2All of the interviews were recorded, transcribed, and coded with MAXQDA.
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It was not the first time that this member had used rival learning against other

members of the network. The chief executive had already attracted attention on

several occasions in the network with his noncompliant activities. The members had

repeatedly informed the entrepreneur that his behavior violated the conventions of

cooperation they had agreed on at one of the cooperative’s monthly meetings. In

personal discussions, other members attributed the “persistence” of this unfriendly

imitation to a lack of sanctions on such behavior and the ineffectiveness of the dis

approval of actually engaging in opportunism. Nevertheless, no attempts were made

to exclude this member from Comra.de:

This is the legendary black sheep who will always be a black sheep. The fact that this com

pany has a very similar level of knowledge makes this process [of imitation] much easier. I

am concerned, once again, about this action.At some point or other he will have to learn—

and yet apparentlywehaven’tmade amajor impression—becausehehas never been thrown

out. OK, he’s a tenant here, he has a whole floor. If we throw him out, then we have a

problem. He won’t cease to exist in a city like this, either. He’ll still be there. Until now, we

thought that we would [keep] that crazy guy under control, give him a bit of guidance and

influence him. (Network spokesperson, November 2010)3

The analysis of the interviews suggests two findings. First, although the deviant

firm imitated a potential economic product from its network colleagues, a formal

exclusion was not possible. According to the network policy that had been formal

ized and circulated among all members, competition between network members

must not be hampered under any circumstances. Technically, the instance of

unfriendly imitation was not a violation of codified rules, for the perpetrating firm

produced its solution with own resources and partners for their own, separate cus

tomer. Second, the consequences of excluding the deviant firm from membership

would have been more serious for the rest of the network than for the black sheep.

Thus, the other members decided to maintain membership but to withdraw from the

conventions of cooperation, that is, of exchange knowledge and friendly imitation.

If they stopped knowledge exchange with the black sheep, they would still benefit

from observing its activities as long as that member continued to have its offices in

the same building as they did. The members thereby sanctioned the taboo-breaker

not by formal exclusion but by articulated disapproval and soft exclusion from inter

nal forms of cooperation: They no longer invited that member to joint activities and

excluded it from open knowledge exchange and collaborative projects. Moreover,

that member was suspended from the “cafeteria atmosphere” at lunch time and from

unofficial management meetings.As one member firm reported, “[The black sheep]

will be isolated, and nobody will talk to them any more” (Interview, November

3The term “black sheep” was used in this specific case of unfriendly imitation. Actually, both the

rule-breaking member and the network have been very successful in business. Whereas the net

work relies on friendly imitation, the deviant member firm relies on a supply network consisting of

business firms outside Comra.de. At the time of our investigation in 2010 and 2011, this firm

reported 23 employees but had expanded to more than 100 people by the time of this chapter’s

publication in 2016. For lack of space in the joint office building, the member chose to resign from

the network to pursue its own business and growth strategies, upon which it had embarked in the

previous years.
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2010). It is apparent from discussions with members of the network that violating

the taboo of unfriendly imitation results in perceptible sanctions againstillegitimate

behavior, in particular through exclusion from the local communication ecology in

the network. But what are the consequences for the excluded firm? Does the black

sheep really experience disadvantages from soft exclusion?

Forms of Cooperation and the Consequences of Breaking

the Taboo

In the first meeting and in personal interviews, network members highlighted the

gains from collective learning among members. Employees often asked for assis

tance, and they exchanged program parts, codes, and other technical or organiza

tional solutions with employees from other member firms just across the corridor.

The physical proximity in the same building, together with the related activities of

the firms in the same field of technology, was found to be a powerful source of col

laborative learning. The information revealed in the interviews was used to develop

a specific network questionnaire, which was then used for a network survey to cap

ture all bilateral relationships across four distinct forms of cooperation among all

members of Comra.de (see Fig. 13.2).

The first form of cooperation in this multilevel network was the imitation-of

solutions network. Firms in the network survey were asked to provide information

on the use and transfer of solutions from other members.

Over the past four years, have you introduced in your company new features or concepts

that were developed by other members of Comra.de? Please consider novelties such as

products, plug-ins, applications, code parts, marketing concepts, and organizational con

cepts. If this was the case, which companies developed these new features?

The responses were used to construct a network in which each link denoted an

instance of one member imitating another member’s solution. This type of imitation

was of no legal relevance with regard to copyright violations. The companies freely

disclosed their knowledge, and the imitation constituted reuse of artifacts in soft

ware or the company’s organization, which are very difficult to protect under law.

The second form of cooperation was the knowledge-exchange network. In the

interviews, members argued that network activities increased their opportunities for

imitation and information transfer. The companies reported that knowledge was

regularlyexchangedbothbetweenemployeesand atamanagementlevel. Employees

and managers either held informal discussions in the corridors or specifically looked

for each other to obtain help and advice to solve concrete problems. On the basis of

these interview descriptions, the members in the network survey were asked to indi

cate all partners who had helped them solve work-related problems, a proven survey

item that conveyed valid representations of the knowledge network in previous

studies (Glückler, 2008, 2013b, 2014; Glückler & Panitz, 2014).
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Fig. 13.2 Four forms of cooperation in the Comra corporate network. From Glückler et al.

(2012, p. 177). The shaded circle highlights the position of the “black sheep” in the different forms

of cooperation. Reprinted with permission of Springer

.de

Athird form of cooperation practiced within the network was employee-lending,

that is, the temporary sharing of employees between the partner firms. Employees

were used in the partner companies as consultants. When required, they also helped

with the design of concepts for Internet purchasing systems. The amount of time

spent as a temporary worker varied greatly. Some consultants were lent only for a

specific project; others had been cooperating with the partner companies for several

years. Lending employees was a widespread practice in the Comra.de network.

The firms were then asked to state those members to which they had already

deployed employees over the last years.

Finally, the fourth form of cooperation was the project-cooperation network.

Network members were asked to state those partner firms with whom they had
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Table 13.1 Four forms of cooperation in Comra.de

Number of

network Network Number of Relationships per

Variables components densitya relationships member (mean)

Imitation 9 0.04 17 0.85

Knowledgeexchange 7 0.10 38 1.90

Employee-lending 8 0.07 25 1.25

Projectcollaboration 4 0.09 35 1.75

aNetwork density is calculated by dividing the number of observed relations by the number of pos

sible relationships. Adapted from Glückler et al. (2012, p. 177). Reprinted with permission of

Springer

repeatedly collaborated in concrete projects in the past.4 In professional software

engineering, particularly in the IT industry, it is standard practice to modularize

common project outcomes and reuse them in other projects. In the software industry

joint projects can become a key process for knowledge imitation because developed

project solutions such as programs, code, or parts of programs and code—so-called

code snipplets—can easily be reused in other projects.

The imitation network was the most highly fragmented of all the activities.

Slightly more than half of the members had already used concepts, plug-ins, or code

sections from other network members for their own operating purposes. This imita

tion allowed the companies to save development time and to make solutions to

problems available in the company. Not only was friendly imitation as a network

activity at a moderate level in the network, it was also the activity with the fewest

relationships, the lowest density, and a comparatively low number of average rela

tionships per network member (Table 13.1). The size and similarity of the member

companies were statistically unrelated to engagement in imitation among network

participants. In particular, the exchange of knowledge and the cooperation on joint

projects were the strongest network activities in Comra.de. They included the larg-

est number of members, the greatest density, and the largest number of

relationships.

What was the position of the deviant firm that had repeatedly broken the conven

tions of the network? If the firm had really been sanctioned with disapproval and

exclusion from the communication and cooperation relationships, that status would

be reflected by a relatively peripheral or even isolated position in the network.

Indeed, according to its own response and the responses of the other members to the

items in the survey, the deviant firm was largely isolated from any activity. It did not

lend any employees to other members, receive any solutions from other companies,

4To rule out other explanatory factors, we included many additional variables, such as the entre

preneurs’ joint history, capital participations between member companies, and company prestige.

Later analysis showed all these variables to be insignificant, however, so we do not address them

in depth in this chapter.



284 J. Glückler and I. Hammer

participate in any exchange of knowledge, or cooperate in projects. The company

was isolated especially from project work and was avoided by all three of the other

companies. However, the other members of Comra.de reported that the company

was a source of knowledge and imitable concepts and was a target for their own

employee-lending. Yet on the whole, the noncompliant firm occupied only a periph

eral position in the network (Fig. 13.2).

What was the benefit of a peripheral location in an organized network? The

answer is quite simple: The physical proximity resulting from collective location in

one building meant that imitation could never be stopped even if communication

and collective projects and other work was very slow between the rule-breaker and

all others. Therefore, the black sheep’s continued membership let the other mem

bers benefit from the increased visibility and monitoring of new technical and

industry-specific developments.

If there are regular exchanges between 26 or 27 companies, then you are much more on the

ball than if you were to be in the inner city with a team of 15 employees or in a commercial

zone.You would never get the same value there.And I certainly don’t mean that negatively,

but the value of fast exchanges, including at an employee level, that’s something we have

only here in the network. (Interview with a member of the Comra.de corporate network,

July 2010)

Despite the deviant firm’s opportunism, the other members exploited the advan

tages of physical proximity and organizational membership. The fact that the taboo

breaker still belonged to the network meant that they believed it legitimate for them,

too, to observe the company and to imitate its successful practices and solutions

without approval. On the whole, the network analysis confirms the sanctions of

disapproval detailed in the interviews, which were expressed by soft exclusion from

the various forms of internal cooperation rather than by exclusion from membership

altogether. The firm was thus forced into structural periphery of its relational activi

ties. Despite the short-term advantage of unfriendly imitation, the violation of net

work conventions must ultimately be viewed as negative on the whole. Breaches of

taboos place the culture of cooperation at risk, undermining the cooperative core of

a corporate network. In the following section weanalyze the mechanisms of friendly

imitation, that is, the economic opportunities arising from the combination of con

nectivity and contiguity.

Practices of Friendly Imitation

Conventions of friendly imitation are based on either approval or even active sup

port of one firm’s reproduction of another firm’s solution. Discussions with network

members left no doubt that the different forms of exchange and cooperation were

geared to providing other parties with solutions in eventual or immediate exchange

for help and advice. The imitation network in Fig. 13.2 documents the results that

relationships have for friendly imitation, but it provides no information on the

enabling conditions. Network-related statistical methods can be used to investigate
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Table 13.2 MRQAP: Effects of forms of cooperation on the dyadic imitation of solutions

Variable Model 1 Model 2 Model 3 Model 4

Knowledge exchange 0.394** 0.370**

(0.042)a 0.036)

Employee-lending 0.045 −0.170*

(0.047) (0.042)

Project collaboration 0.327** 0.292**

(0.038) (0.039)

adj. R2 0.153 0.105 −0.001 0.228

p 0.000 0.000 0.319 0.000

aStandard deviations are in parentheses. *p<0.05. **p<0.001. N=20 members, 380 observations,

5000 permutations. Dependent variable: imitation network. Adapted from Glückler et al. (2012,

p. 179). Reprinted with permission of Springer

whether the various forms of cooperation support imitation, with the imitation net

work being the dependent variable. The results of a series of multiple network

regression models (MRQAP, see Krackhardt, 1988) have shown that bilateral proj

ect cooperation and exchange of knowledge significantly increase the propensity of

two partners to learn from each other through successful imitation. Model 1 illus

trates the significant positive association between knowledgeexchangeand success

ful imitation (Table 13.2), a finding also reflected by an interview in which anetwork

member told of the effect that collaboration had had on imitation.

There is an online shop called Magento…, and all of these member firms that I just men

tioned use Magento. There’s a lot of transfer here because the employees ask people, “Tell

me, haveyoualready written a plug-in for Magento? It can do such and such.”And they say,

“Yes, we’ve done that.” (Interview, July 2010)

As with knowledge exchange, cooperation in projects also promoted imitation

between companies (model 2). In projects, knowledge from different companies

was merged and further developed to create new solutions. Companies reported that

the newly developed solutions were stored not in a joint program library, as is often

the case in the software industry or development syndicates, but rather in the com

panies participating in the projects. This practice may be due to two facts: (a) the

use of standardized shop systems in the e-commerce industry, and (b) the use of

many different software systems. In the Comra.de network, for example, more than

six different shop systems were in use, with business firms mastering more than ten

different development environments if one includes programming language as well.

Therefore, the joint projects allowed the simplified development of specialist appli

cations such as the use of new security systems on different standardized systems

that were equally used by a large number of companies. The new media industry

was characterized by standardization, modularization, and the accumulation of

knowledge. However, this knowledge was stored in and used by the individualcom

panies, not jointly (Grabher, 2004). Clearly, projects promoted the transfer of codi

fied knowledge for the companies involved.

The fact that firms were engaged in employee-lending seems unrelated to the

probability of their learning from each other (model 3, Table 13.2). The multivariate



286 J. Glückler and I. Hammer

model 4 encompasses all three levels of cooperation and confirms the combined

effects of knowledge exchange and project cooperation on imitation relationships.

In summary, we see that various levels of cooperation and prevailing conventions of

friendly imitation supported the transfer of solutions between members. This coop

erative learning promoted the innovative abilities of the individual members and

was fostered in particular by the mutual exchange of knowledge between the com

panies and their joint project work.

Conclusion

Although spatial contiguity and network connectivity have for the most part been

investigated separately for their role in knowledge creation, we have combined the

two perspectives to explore the opportunities and tensions that emerge from situa

tions in which organized connectivity and spatial colocation come together. We

have argued that connectivity among firms facilitates purposive collaboration and

forms of friendly imitation, whereas spatial proximity also enhances the mutual vis

ibility among even disconnected firms and thus increases the incentives for

unfriendly forms of rival learning and unilateral imitation. The case of Comra.de

has illustrated how an organized business network’s members who are colocated in

an office building have experienced both friendly and unfriendly imitation. Our

analysis has shown the imitation of successful solutions from other members.

Variation leads to a superior position, and imitation gives the company a head start

when looking for new solutions. Even if the network promotes these collective gains

from learning, not all of the companies are equally committed to cooperation. In

particular, members learn from the partners with whom they have worked on earlier

projects and with whom they have repeatedly exchanged knowledge that can be

used in the company to solve work-related problems.

Whatare the consequences for the management of organized networks?Variation

and imitation in organized networks are an opportunity to reduce the individual’s

costs of continuous learning. This process can be actively supported if the firms

manage to share their knowledge and to work together on projects. As Dyer and

Hatch (2006) ascertained for the automotive industry, a mutual opening of the firm

is to the advantage of all of the partners. However, a convention of friendly imitation

is also an opportunity to develop excellent practices for developing common learn

ing processes and, at a later stage, to establish network goods (Glückler & Hammer,

2015). Network goods in Comra.de could be joint program databases or organiza

tional concepts for cooperation based on the division of labor. We argue that aware

ness of the convention of friendly imitation is a fundamental requirement for

successful cooperative learning.

However, variation and imitation in physical proximity also allow spillover effects

from friendly imitation. One of these results was reconstructed in detail in the inter

views with members. Unfriendly imitation is regarded as a breach of existing con

ventions, and its effects quickly circulate among members (Coleman, 1988). In the
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case of Comra.de, the sanctions have been expressed in collective disapproval

(Weber, 1922/1978) of the member who has broken a taboo. Although the network

management board or its shareholders at first refrained from tangible sanctions such

as formal cancellation of membership, the members practiced various forms of soft

exclusion leading to the deviant member’s isolation from most forms of cooperation.

That member ended up on the perimeter of the network for cooperative learning and

finally resigned from the network. The new prevailing semiconvention in the rela

tionship with this member was legitimacy for both parties to pursue rival learning

practices. This case illustrates that interfirm collaboration involves a tension between

cooperation and competition, especially in situations of spatial colocation where the

actions of others are relatively observable and rather easy to imitate even against their

consent. The legitimacy of imitation is therefore highly institutionalized in terms of

conventions and taboos.
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Chapter 14

Are Gatekeepers Important for the Renewal

of the Local Knowledge Base? Evidence

from U. S. Cities

Stefano Breschi and Camilla Lenzi

The Role of Gatekeepers for Knowledge Renewal: Review

of the Literature and Research Questions

Recent research on the role of social networks for the creation and the spatial diffu

sion of scientific and technological knowledge has increasingly emphasized the

importance of connecting and combining spatially dispersed sources of knowledge

(Boschma & Frenken, 2010). Openness to global sources of knowledge provides

some shelter from the risk of over-embeddedness, of lock-in to obsolete sets of

technologies, of decrease in the variety of technological approaches and solutions,

and of redundancy of localized knowledge exchanges by favoring a continuous

expansion, rejuvenation, and update of the existing knowledge base (Bathelt,

Malmberg, & Maskell, 2004; Uzzi, 1996).

In this regard, recent research has concentrated on the role played by specific

actors in local networks, the so-called gatekeepers, by investigating their character

istics, attributes, and performances. The literature on industrial clusters has been

particularly successful in emphasizing the crucial interfacing functions gatekeepers

perform between the local and the external knowledge systems, such as screening

external sources, accessing them, and conveying new knowledge to local actors

(Giuliani & Bell, 2005; Graf, 2011).

S. Breschi (*)

Department of Management and Technology, Università L. Bocconi,

Via Sarfatti 25, 20136 Milan, Italy

e-mail: stefano.breschi@unibocconi.it

C. Lenzi

Building Environment Science & Technology, Politecnico di Milano,

Via Bonardi 3, 20133 Milan, Italy

e-mail: Camilla.lenzi@polimi.it

291© The Author(s) 2017J. Glückler et al. (eds.), Knowledge and Networks, Knowledge and Space 11,

DOI 10.1007/978-3-319-45023-0_14



292 S. Breschi and C. Lenzi

Following the original definition put forward by Gould and Fernandez (1989),

gatekeeping is a specific form of brokerage that corresponds to structural position in

transaction networks, in which “an actor can selectively grant outsiders access to

members of his or her own group” (p. 92). By extension, in regional studies gate

keepers are generally understood to be individuals (and sometimes organizations)

that enable knowledge transfer among different spatial units, e.g., industrial clus

ters, cities, or regions (Giuliani& Bell, 2005; Graf& Krüger, 2011; Morrison, 2008;

Morrison, Rabellotti, & Zirulia, 2013). The uniqueness of this function rests on two

specific features: (a) Gatekeepers establish exclusive linkages with outside actors

and/or knowledge sources and (b) they guarantee knowledge transfer and absorp

tion within their proximate working and social environments. In short, gatekeepers

not only can search for and collect relevant information outside the professional and

social contexts in which they are embedded, but they are also able to transcode this

information and diffuse it within their organizations and geographical areas.

Several distinctive attributes enable gatekeepers to perform this fundamental

activity: high productivity and performance (Burt, 1992); creativity; novel points of

view that allow new solutions (Burt, 2004; Fleming, Mingo, & Chen, 2007;

Hargadon & Sutton, 1997; Obstfeld, 2005); and maintaining influential positions in

their respective social structures (Fernandez & Gould, 1994; Padgett & Ansell,

1993). These characteristics can give gatekeepers comparative advantages with

respect to other network members, leading to higher (private) economic and innova

tive outcomes, as well as to greater control power over (and relative accruable rents

from) the bridging ties and knowledge exchanges they enable between internal and

external actors (Burt, 2008; Gould & Fernandez, 1989).

This bright side, however, may also entail a dark side. In particular, a gatekeeper

can strategically choose whether to grant access or block information flows from

outside. Albeit an individual gatekeeper’s impact may be slight, this possibility can

have different and sizeable effects at the aggregate level of analysis, such as the

regional one. In support of this line of argumentation, recent research has docu

mented that gatekeepers can purposefully restrict the diffusion and circulation of

valuable knowledge, as in the case of certain leading firms in industrial clusters

(Giuliani & Bell, 2005; Hervas-Oliver & Albors-Garrigos, 2014; Morrison, 2008;

Morrison et al., 2013).

In addition, gatekeepers can experience coordination costs and difficulties in

managing and matching multiple external and internal connections, with a negative

impact on the amount and efficiency of information flows (Whittington, Owen

Smith, & Powell, 2009). The increasing complexity of processing, coding, inter

preting, and absorbing large amount of information from multiple sources

(Dahlander & Frederiksen, 2012) can also hamper the efficiency of knowledge

exchanges. In general, social structures in which gatekeepers dominate external

linkages (and the related knowledge flows) are more exposed to disruptions of such

links than social structures whose external ties are mostly direct, and possibly

redundant. Finally, and more generally, direct linkages avoid leakages and noise in

knowledge transmission, whereas longer chains of intermediaries imply slower

knowledge transfer and a higher risk of distortion of the message content (Tushman

& Scanlan, 1981).
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The extant literature therefore suggests that openness and external ties are crucial

for the renewal and expansion of the local knowledge base and, more generally, for

innovation and creativity. However, it also suggests that, despite the importance

often assigned to gatekeepers regarding the access and transfer of external knowl

edge (Graf, 2011; Munari, Sobrero, & Malipiero, 2012), their role is not unequivo

cally and unambiguously positive. Some research questions are thus still open. For

example, is the open-mindedness, creativity, and innovativeness of gatekeepers suf

ficient to make the relations they mediate a more effective channel for knowledge

transmission than direct external links? Are the disadvantages of the slower and

noisier access to knowledge associated with gatekeepers compensated by the advan

tages of translation and transcoding of external information necessary for the suc

cessful transfer and application of externally sourced knowledge at the local level?

In short, are all external relations alike with respect to expanding and renewing the

existing local knowledge base?

We aim to offer an exploratory investigation of these issues and a preliminary

assessment of the importance of gatekeepers for the renewal and expansion of the

local knowledge base. We distinguish conceptually between direct external ties and

external linkages mediated by gatekeepers and test their relative effectiveness as

knowledge transfer channels. For this purpose, we propose a methodological

approach to identifying and measuring the different types of external relations. In so

doing, we also supply a methodological contribution to the modeling of the struc

ture of external relations and the channels through which external knowledge flows

into a city.

The empirical analysis was conducted on a large dataset of patents and their inven

tors in 196 U.S. Metropolitan Statistical Areas (MSAs) in the period 1990–2004.

Urban settings particularly suit the study of the relationship between knowledge net

work properties and innovation, because invention in the United States has always

been a predominantly metropolitan phenomenon (Carlino, Chatterjee, & Hunt, 2007).

In the next section, we discuss the construction of appropriate indicators to cap

ture the intensity of a city’s external linkages, the identification of gatekeepers, and

of their importance in mediating external knowledge flows. We then describe our

data sources and the econometric framework. The results of the empirical analysis

are presented in section results, followed by our conclusions.

Measuring the Contribution of Gatekeepers to External

Linkages

In this chapter, we use patents as relational data and apply the tools of social net

work analysis in analyzing the impact of social networks on innovation, as recent

literature suggests (Breschi & Lissoni, 2009; Ter Wal & Boschma, 2009). In par

ticular, inventors are regarded as nodes of a network, with co-invention (namely, the

designation of multiple inventors on the same patent) representing the link between

nodes.
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Specifically, in this chapter we use all patent applications made by U.S. organiza

tions at the European Patent Office (EPO) from 1990 to 2004 recorded in the

CRIOS-PATSTAT database. Names and addresses of inventors have been thor

oughly cleaned and standardized, because the accurate identification of individual

inventors is key to a correct application of social network analysis tools. Inventors’

addresses have been linked to one of the 370 U.S. Metropolitan Statistical Areas

(MSAs), using the delineation files available on the U.S. Census Bureau website

(specifically, the June 2003 delineations issued by U.S. Office of Management and

Budget).

As customary in the literature, the co-invention network is constructed on the

basis of a 5-year moving window, because the effectiveness of knowledge transmis

sion through a network’s ties decay with its age.

The intensity of connection of metropolitan inventors with inventors external to

the city is measured through the average distance-weighted external reach (ADWR)

between inventors located in a given city and all other inventors located in all other

cities. In particular, for an individual inventor i, it is defined as the sum of the recip

rocal distances to all other inventors he/she can reach in the co-invention network.1

Accordingly, the average distance-weighted external reach of city c (ADWRdistance-weighted external reach averaged across all inventors located in thec) iscity.the

Formally, this index is defined as follows:

1∑in=c1∑njh1= dij

n
c

ADWR (14.1)
c =

where nc is the number of inventors located in citytors located in other cities (i.e., not located in citytance (i.e., shortest path) in the U.S. co-inventioncc),andnetworkandnh disij the number of inven

is the geodesic dis

between inventor i

(located in city c) and inventor j (not located in city c).2

The index ranges from zero (i.e., all inventors in city c do not collaborate with

any external inventor)every other inventor in toeverynh (i.e., when every inventor directly collaborates with

other city).3 As the literature suggests, we expect that

acity’shigherknowledgeADWRc

base.

has a positive impact on the rate of expansion and renewal of a

However, this aggregate indicator encompasses different types of external rela

tions. In this paper, we make an effort to separate out different types of relationships

between local and external inventors. In particular, we can classify external linkages

1In this paper, co-invention ties between two inventors located within the same city are considered

as internal to that city, whereas a co-invention tie between two inventors located in different cities

is considered as external to them, regardless of the organizational affiliation of the two inventors.

2For disconnected (i.e., unreachable) pairs of inventors, in other words, zero. dij
=∞

and therefore 1/dij is equal to
1/¥

3For a fuller discussion of the advantages of this index with respect to other measures used in the

literature to capture the intensity of external relations, see Breschi and Lenzi (2015).
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as direct, whenever a local inventor is directly connected to an external inventor, and

indirect, whenever a local inventor needs the intermediation of another co-localized

inventor to reach external inventors.

As far the indirect linkages are concerned, these are defined as those shortest paths

between inventors such thatfocal city c) and inventor j the geodesic distance(not located in city c) dgoesij between inventor ithrough some other(located in

inventor

also located in city c. Accordingly, the latter inventor can be defined as a gatekeeper,

in the sense this inventor performs a bridging function between inventors located in

a given city and other inventors located in other cities. This definition of gatekeeper

is consistent with the original one proposed by Gould and Fernandez (1989), Allen

(1977), and Tushman and Katz (1980). If we take all indirect linkages defined in this

way and we aggregate them up to the city level, we can formally define the overall

indirect reach of city c as:

INDREACHc

n n

1ijdij (14.2)

where dij = ∑∑ch=1=1indind is the distance in the co-invention network between inventor i (in city

c) and inventorj (not in city c) and the apex “ind ” indicates that the shortest paths

linking i and j involve the intermediation of at least one inventor (i.e., a gate

keeper) located in city c.4

As far as direct linkages are concerned, these are symmetrically defined as those

paths between inventors such that the distance dij) between inventor i (located in

focal city c) and inventor j (not located in city c) does not pass through any other

inventor located in city c. In other words, direct linkages, in the sense used in this

paper, are those that do not involve the intermediation of other inventors located in

the same city. In this respect, any type of actors, including gatekeepers, can under

take direct linkages. As before, if all direct linkages defined in this way are aggre

gated up to the city level, the overall direct reach of city c can be formally defined

as:

DIRREACHc

n n 1d n n 1

(14.3)

= ∑∑c h
+∑∑

c h

i j ij j dij=1 =1 i=1 1=

iGK∈ i∉GK

where dij is the distance in the co-invention network between inventor i (in city c)

and inventor j (not in city c); the first term of the summation refers to the subset

of inventors in city c who perform the function of gatekeepers for some other co

located inventor, while the second term of the summation refers to the subset of

inventors in city c who do not perform the function of gatekeepers for any other

co-located inventor.

any gatekeeper, in other words, they are direct linkages.

4Note that by definition dijind ≥ 2 and thus 1/dijind £1/2. Paths of length 1, in fact, cannot involve
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Importantly, the definitions above imply that the sum of (14.2) and (14.3) is

equal to the numerator of (14.1), in other words, to the overall distance-weighted

external reach of city c.

Armed with these definitions, we constructed several variables in order to test for

the importance of gatekeepers. First, we computed (for each city c and each 5-year

time window) the number of inventors who perform the function of gatekeepers.

This variable tests whether the mere quantity of gatekeepers can be of relevance for

a city’s capacity to recombine and expand its knowledge domains.

Second, we computed the share of the overall external reach, which is either

directly or indirectly mediated by gatekeepers. Formally:

∑in=c1∑nj 1h=1 dijind +∑ nci=1 ∑nj 1

ij

h=1d

(14.4)
i∈GK

SHREACH GK_ c

= 1

∑i

jc

=

1n ∑nh=1 d

ij

This variable captures to what extent a city’s overall external reach would

decrease when all gatekeepers are removed from the city (Borgatti, 2006; Valente &

Fujimoto, 2010), in other words, how robust its external relations are to the removal

of the links established by gatekeepers or, conversely, how much gatekeepers con

trol the flows of knowledge across cities. Hence, it is suitable for testing whether

gatekeepers are fundamental mediators of knowledge exchanges leading to higher

technological recombination or whether direct relations (also not mediated by gate

keepers) are more effective. Higher values of the index correspond to cities in which

external linkages mostly rely upon gatekeepers. On the other hand, lower values of

the index imply that most of the linkages with externally located inventors are direct

and do not need any intermediation (i.e., removing the gatekeepers would not

diminish substantially the external reach).5

Third, we decomposed the overall distance weighted external reach mediated by

gatekeepers (i.e., the numerator of (14.4)) into its two major components, i.e., the

direct and the indirect and we computed the following shares:

SHDIRGK ∑nci=1 ∑njh 1

_c = i∈GK
=1dij

1∑in=c1∑njh=1 dij

(14.5)

5For a fuller discussion of this index, see Breschi and Lenzi (2015).
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1∑in=c1∑njh

=1 d
ij

ind

h 1n∑i=c1∑ =1 d

j

ij

SHINDIR GK_ c = (14.6)

n

Expression (14.5) is the share of the overall external reach that is due to direct

external linkages made by gatekeepers, whereas expression (14.6) is the share of the

overall external reach that is due to indirect external linkages mediated by gatekeep

ers. Such a distinction allows addressing two questions:

(a) Whether indirect links mediated by gatekeepers are actually relevant for tech

nological recombination in cities as claimed in the literature;

(b) whether direct relations held by gatekeepers are superior to direct relations held

by other actors because of the higher inventiveness, creativity, and power char

acterizing gatekeepers as proposed in the literature.

Fourth, we measured to what extent the indirect external reach mediated by gate

keepers (i.e., expression (14.2) above) is concentrated in the hands of few individu

als. To this purpose, we proceeded as follows. For each individual gatekeeper we

computed how much the indirect external reach of the city would decrease by

removing this gatekeeper. Then, we took the top 10% of gatekeepers in terms of

impact and computed how much the indirect external reach would decrease by

removing these individuals (GKREMOV). It is worth noting that this exercise is

somehow related to the notion of network redundancy. To the extent that there are

multiple shortest paths and thus gatekeepers between inventor i (in city c) and

inventor c, removing a specific gatekeeper does not have any effect on the overall

external reach of the city. On the other hand, if there is only one shortest path and

thus only one gatekeeper between them, then there is no redundancy, namely the

gatekeeper has full control over any information flow between i and j. In terms of

the measure discussed above, the greater the impact of the top 10% of gatekeepers

on the overall external reach, the lower the redundancy in information paths and the

more the access to external sources of knowledge is concentrated in the few key

individuals. A priori, the impact of this variable is uncertain. On the one hand, dis

persion of the gatekeeping function among many inventors, with a certain amount

of redundancy resulting, could improve the reliability and continuity of access to

external knowledge sources and mitigate the control power individual gatekeepers

exercise on these sources of knowledge. On the other hand, as long as performing

an effective gatekeeping function requires the possession of distinctive skills and

attributes that are unlikely to be evenly distributed, concentrating that function

among key individuals might result in a better outcome.

Finally, the role played by gatekeepers could also vary according to their concen

tration or dispersion across firms within a city. To this purpose, we computed the

share of the indirect external reach mediated by gatekeepers (i.e., expression (14.2)

above), which is accounted for by the top four patenting firms (CONCGK). Once

again, the effect of this variable is a priori uncertain. On the one hand, if one believes
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that performing effectively as a gatekeeper requires special attributes that are not

widely distributed in the population, then a higher concentration of that function in

few (possibly large) firms might lead to a superior outcome. On the other hand, as

long as access to external knowledge is concentrated in few local firms, any benefit

that might derive from the activity of gatekeepers does not spread (or spreads more

slowly) across all firms in the local economy.

A Hypothetical Example

Figure 14.1 below illustrates the measures derived above by using a highly simpli

fied, hypothetical example of a city with seven inventors (from a to g), who are

connected either directly or indirectly to six inventors located outside the boundar

ies of the city (from H to M).

By applying the expression (14.1) above, it is straightforward to check that

§4-3 1 !). 1 |-|| 1 º
XX -- = ——H— +— |+| —+—+— |+ | —+—+—

i–1 j=1 d; dan d. d, dºn d dº, da d., d.,

| 1 1 | | 1 1 | | 1 1 1

+| —+— |+| —+— |+ | — +— |+—

dik di. d.º. d. dik dº. dºw

1 1 1 1 1 1 1 1 1

= | 1 + – +– |+| -----|--|--|--|--|--|--|--| 1 +–

(-,+)-(+!! (!!}{ !)
1

-(-)-(−)--ſo

Fig. 14.1 Hypothetical example of external relations and gatekeepers (Source: Design by authors)
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From this, it fºllows that the average (distance-weighted) external reach of the

city is ADWR. =#-143 . Of the seven inventors in the city, three perform the

function of gatekeepers and are indicated by the octagon shape, in other words,

a, e and f.

As far as the overall indirect external reach mediated by gatekeepers is con

cerned (expression (14.2) above), this is equal to:

| 1 ||| 1 }}}}}|{!}{
—— ——H— |+| —+—+— |+| — |+| — | = | — + — + —

dºn d dº, da d., d., di. dfk 2 3 3

1 1 1 ) ( 1 ) ( 1

+| – +---– |+| – |+| – | = 3

(*!)-(+)-(+)

The overall direct external reach (expression (14.3) above) is instead equal to:

1 1 1 1 1 1 1 1

—+—+— |+| —+— |+| — |+| — |+| — | = 5 +2 = 7

da da, d, d. d. dfL dik da,

1

me nh & Cº. 1

X + XX -
i-1 j=1 d; i-1 j=1 d;

ieGK igGK

The share of the overall external reach, which is either directly or indirectly

mediated by gatekeepers (expression (14.4) above), is thus given by:

3+5

10

0.8

Similarly, the share of the overall external reach, which is due to direct external

linkages made by gatekeepers (expression (14.5) above), is given by:

—= 0.5

10

The share of the overall external reach, which is due to indirect external linkages

mediated by gatekeepers (expression (14.6) above), is given by:

* = 0.33

10

As far as network redundancy is concerned, we observed that removing either

gatekeeper e or gatekeeper f has no impact on the overall indirect reach of the city.

This is because there are two shortest paths (of length 2) linking inventor d to

inventor L. On the other hand, removing gatekeeper a reduces the amount of indi

rect external reach by 2 (or 80%). In this over-simplified context, we can say that

the overall indirect reach of the city is concentrated among few (in this case, one)

individuals.
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We used information on the technological content of patent documents to measure

the ability of cities to renew and expand their knowledge base. Patents can be

described as a bundle of different technologies, whereby each is identified by the

technology codes classification used at the U.S. Patent and Trademark Office

(Strumsky, Lobo, & van der Leeuw, 2012). The technology fields and their combi

nations found in locally produced patents can therefore provide a good description

of a city’s knowledge base (Boschma, Balland, & Kogler, 2015; Kogler, Rigby, &

Tucker, 2013). Importantly, this approach allows emphasis to be placed on the

intrinsic recombinatorial nature of technical change and inventive processes

(Fleming, 2001; Katila & Ahuja, 2002).

We defined our dependent variable as the number of new pairs of technology

codes (i.e., combinations) introduced in a city at time t, in which both technology

codes are new to the city, in other words, no local patent had been classified in those

fields before time t. Differently from other studies (e.g., Fleming et al., 2007), new

combinations of technology codes previously used in a city’s patents have been

excluded, because they simply recombine existing knowledge, with no renewal or

expansion of a city’s knowledge base resulting. Still, our estimates are robust to

alternative (less restrictive) measuring of the dependent variable (not shown for the

sake of brevity).

In order to compute the number of new combinations in each city, three filters

have been applied. First, only cities showing persistent inventive activity (i.e., with

a positive number of patents for each year in the period 1990–2004; i.e., 196 out of

370 cities) have been considered, so as to mitigate erratic patterns that may arise on

a short time basis because of annual fluctuations and lumpiness in patent records.

Second, new combinations have been identified at the technology group level, as

itcorrespondstothelowesthierarchicallevel intheInternationalPatentClassification

(IPC, 2014) adopted at the EPO.6 Importantly, the number of technology groups per

patent class exhibits an extremely skewed distribution: 20% of patents are classified

in only one IPC technology group and, therefore, cannot lead to any new recombi

nation (i.e., they do not enter in the computation of the dependent variable); 95% of

all patents in the sample are classified in eight or less technology groups, and 99%

in fifteen or less groups, with the remaining 1% of all patents being outliers classi

fied in a number of technology groups ranging from 15 to 63. It is quite obvious that

the higher the number of technology groups the greater the number of new combi

nations. In order to mitigate the bias in the computation of the dependent variable

due to the presence of such extreme observations, its construction is based on pat

ents classified in up to eight groups.7

6Groups are next divided in subgroups; however, subgroups are nested into groups (i.e., their hier

archical level varies across groups) and therefore cannot be exploited in this study. Further details

are available online, see IPC (2014).

7The number of total patents in the sample is 504400.
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Third, the construction of the dependent variable is based on patents in which

only inventors located in the focal MSA are reported in the document. The exclu

sion of new combinations that are the outcome of cross-city collaborative patents

provides a more restrictive measure of a city’s autonomous recombinatorial and

inventive capabilities and should mitigate possible endogeneity concerns with refer

ence to the main independent variables.

In addition to the variables described in the previous section, the empirical model

includes other factors that may potentially affect the renewal and expansion of a

city’s knowledge base.8 In order to account for the importance of agglomeration

economies (see Duranton and Puga [2004] for a review), it includes two variables.

First, the number of internal patents (INTPAT) in the city at time t (i.e., by excluding

patents with inventors external to the city) captures both the scale effect associated

with the agglomeration of inventive activities at the city level, as suggested by

Bettencourt et al. (2007) and Lobo and Strumsky (2008), and the potential for tech

nological recombination. Second, the degree of concentration of inventive activities

among firms, computed as the Herfindahl index at the level of patent assignees

(HFIRMS), accounts for (possible) effects of local market structure and competition

(Beaudry & Schiffauerova, 2009).

A further set of variables controls for the nature of the local knowledge base.

First, an index of absolute specialization, namely the Herfindahl index of the share

of patents made in IPC four-digit (i.e., subclass) technology fields (HPATENTS),

captures to what extent a city is specialized in a narrow set of fields, thereby control

ling for the presence of externalities arising from technological specialization

(Feldman &Audretsch, 1999).9 Second, the average number of citations of the non

patent literature made by a city’s internal patents (NPLCIT) measures the scientific

orientation and generality of the local knowledge base. It is not a simple matter to

anticipate the sign of this variable. More science-oriented knowledge can have more

difficulties in finding its immediate technological application, leading to a negative

effect of this variable on the recombinatorial capabilities of a city. On the other

hand, more universal notions are more likely to find multiple applications at the

junction of different technological domains (Fleming & Sorenson, 2004), meaning

that a more general and science-based knowledge base could open greater possibili

ties of technological recombination. Third, because the Herfindahl index captures

the absolute technological specialization of a city, the model also includes an index

of relative technological specialization measuring the dissimilarity between the

technological profile of city c and that of all the other cities with which inventors of

city c have collaborative linkages, namely the so-called Krugman index (KI), at the

level of technology groups in which a city’s patents are classified. For each city c

a time t, KI is defined as follows:

8The general logic of the empirical model is based on and expands Breschi and Lenzi (2015).

9This variable is computed at the technology subclass (i.e., 4-digit IPC) level and not at the tech

nology group (i.e., the lowest technological aggregation level) level, because the use of groups

would disproportionately and artificially inflate its value.
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n

KIc =三

i=1

Pci i

(14.7)

Pc - P

P

wherenumberPofci is the number of patents of city cpatents of city c; and Pi is the totalin technologynumber of fieldpatentsi; obtainedPc is the total

in all

U.S. cities (excluding city c) in technology field i. This index has been adjusted in

order to make cities with which inventors of city c have more collaborative links

(and thus knowledge exchange) have more weight in the computation of the

Krugman index of city c. Similarly, only cities with which inventors of city c have

external linkagesweighted by the enter into thefrequency of computation of the index.co-inventing links betweenIninventorsparticular,ofPicityhascbeen

and

inventors of city d, and P is the total number of patents obtained in all U.S. cities

(except city c), weighted by the frequency of co-inventing links between inventors

of city c and inventors of city d.10

The Krugman index ranges from 0 to 2, taking value 0 for cities whose techno

logical profile is totally identical to the average technological profile of the cities

with which it has external linkages, and taking value 2 for cities that are specialized

in completely different fields. Dissimilarity from the average knowledge base of all

other cities with which a city has linkages can make more fruitful (and necessary)

communication, knowledge exchanges, and learning and, in turn, can stimulate the

recombination of internal and external knowledge.

The last group of variables considered includes two further controls for other

structural properties of the co-invention network within a city (i.e., based only on

ties among inventors located in the same city). First, the largest connected compo

nent (LARGE) is the ratio between the number of inventors that are in the largest

component of the network and the total number of metropolitan inventors. It ranges

from zero (all inventors are isolates) to one (all inventors are directly or indirectly

connected) and aims to capture the size and degree of internal connectivity in the

co-invention network (Lobo & Strumsky, 2008). Second, the clustering coefficient

(CLUST) captures the extent to which the partners of an inventor, within the city, are

also partners with each other. This index ranges from zero to one, with higher values

indicating that the internal city network is composed of dense cliques of collabora

tion.11 Because cliquishness can cause isolation and localism; reduce exposure to

alternative ideas; and limit the access, absorption, and recombination of externally

10More formally, Pi is defined as:

Pi =三w P
dc di

dФc

where Pdi is the number of patents that city d hasthe weight of city d on all external collaborative linksobtained inbetween inventorstechnological field i ,of city c and inventorsand wdc inis

all other cities.

11The computation of this index excluded those triads of inventors connected through of a joint

patent and only counted the number of triads that are the outcome of independent interactions

between pairs of inventors as recommended by Opsahl (2013).
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Table 14.1 Definition of dependent and independent variables

Variables Definition

Number of new technological combinations in a city at time t (dependent variable)

INTPAT Number of internal patents made in a city at time t (in logs)

HFIRMS Concentration (Herfindahl) at the level of patent assignees in a city

HPATENTS Concentration (Herfindahl) at the level of IPC 4-digits in a city

NPLCIT Average number of citations to NPL of a city

KI Krugman index (at the level of IPC groups) of a city

LARGE Percentage of inventors in the largest component of the co-invention

network within a city

CLUST Clustering coefficient of the co-invention network within a city

ADWR Average distance-weighted external reach of a city

NUMGK Number of gatekeepers in a city

SHREACH _
GK Share of external reach mediated by gatekeepers in a city

SHINDIR _
GK Share of external reach indirectly mediated by gatekeepers in a city

SHDIR _
GK Share of external reach directly mediated by gatekeepers in a city

GKREMOV Share of the external reach mediated by gatekeepers accounted for by the

top 10% gatekeepers in a city

CONCGK Share of the external reach mediated by gatekeepers accounted for by the

top 4 firms in a city

Note. All independent variables are computed in the period (t-15,t-), with the exception of

INTPAT which is measured at time t. Source: Elaboration by authors

sourced knowledge; it has to be expected to have a negative effect on the recombi

natorial capacity of a city (Uzzi & Spiro, 2005).

All the explanatory variables (except the number of internal patents) are 1-year

lagged over a 5-year moving window (i.e., computed over the period [t -1,t-5 ])

with respect to the dependent variable to mitigate endogeneity concerns. The defini

tion of variables is summarized in Table 14.1. Table 14.2 reports summary statistics,

while Table 14.3 reports the correlation matrix.12

The empirical model estimated is based on a conditional negative binomial

framework with fixed-effects by controlling for annual effects, which allows

accounting for the integer and over-dispersed nature of the dependent variable, as

was done in similar studies (Fleming, King, & Juda, 2007; Fleming et al., 2007

Schilling & Phelps, 2007).

12The correlation matrix reported some relatively high correlation coefficients. To test for risks of

multicollinearity, we did run the collin Stata command on all variables included in the regression

(with the exclusion of SHDIR_GK and SHINDIRGK, because the sum of the two was simply equal

to SHREACH_GK). The variance inflation ratio (VIF) tended to exclude serious risks of multicol

linearity because it was below 2.5 for most of the variables with the exception of the (log) of

internal patents (6.95), the number of gatekeepers (5.96), and the Krugman index (3.73). However,

even for these variables, the VIF was well below 10, which is the rule of thumb value usually con

sidered in order to detect serious problems of multicollinearity. The average VIF was slightly

above 2.5 (2.59).
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Table 14.2 Summary statistics of dependent and independent variables

Variable Mean SD Min Max

Number of new combinations 30.29 26.64 0 217

INTPAT 136.24 309.37 1 2916

HFIRMS 0.13 0.15 0 0.91

HPATENTS 0.07 0.06 0.01 0.49

NPLCIT 1.28 1.07 0 6.26

KI 1.40 0.35 0.37 1.99

LARGE 12.22 10.35 1 67.26

CLUST 0.25 0.23 0 1

ADWR 7.30 10.10 0.07 162.99

NUMGK 91.27 259.60 0 2876

SHREACH_GK 0.38 0.25 0 1

SHINDIR_GK 0.24 0.20 0 0.86

SHDIR_GK 0.14 0.09 0 0.67

GKREMOV 0.45 0.24 0 1

CONCGK 0.78 0.28 0 1

Results

Note. 2940 observations (196 cities × 15 years). Source: Elaboration by authors

Table 14.4 reports the results of regression estimates. The first columns present

the model with only the control variables. The following columns progressively

include the variables accounting for external linkages and gatekeepers. All mod

els report estimated coefficients transformed to incidence rate ratios (IRR),

defined as expb



 
.

Concerning the control variables, the coefficient of the number of internal pat

ents shows, as expected, that the scale of inventive inputs and experimentation mat

ters. More specifically, estimates indicate that, all else being equal, a unit increase

in the (log) number of internal patents is associated with a doubling in the number

of new combinations of technology groups introduced in a city.

Concentration of inventive activities among relatively few firms is negatively

associated with technological recombination, suggesting that competitive market

structures are more conducive to a renewal of the local knowledge base. As far as

the specialization variables are concerned, absolute technological specialization in

a narrow set of technology fields has a negative impact on the ability to expand the

knowledge base, whereas relative technological specialization (i.e., a dissimilarity

of the technological profile to that of the other cities with which it exchanges knowl

edge) is positively related to the number of new combinations introduced in a city.

A plausible interpretation of this result is that a lower cognitive overlap enhances

complementarities and opportunities for learning.



Table14.3Correlationmatrixofdependentandindependentvariables

1234567891011121314

1Numberofnew1

combinations

2INTPAT0.458+1
3HFIRMS–0.235*–0.156*1

4HPATENTS–0.336*–0.201*0.523%1

5NPLCIT0.0923%0.1.19%–0.249%–0.0390%.1

6KI—0.527%—0.595%0.35.1%0.336%–0.460%1

7LARGE–0.1894–0.0670%0.540%0.367%–0.150+0.233%1
8CLUST0.293%0.317*—0.125%–0.16.7%0.0983%–0.385*–0.02441 9ADWR–0.004790.0788%0.145°0.0839%0.0647%–0.283%0.306%0.108%1

10NUMGK0.317%0.895*—0.136*–0.144%0.147%—0.563*—0.03570.304%0.202%1

11SHREACH_GK0.295*0.416%0.227%0.103%0.0795%—0,451%0.365%0.31.7%0.377%0.404”1

12SHINDIR_GK0.31.3%0.464*0.263%0.1.10%0.0447%–0.439%0.462%0.317%0.401%0.446%0.953%1

13SHDIR_GK0.140+0.146%0.0566%0.0473*0.128*—0.303%0.003280.193%0.176%0.154*0.721%0.478*1 14GKREMOV–0.06.19%–0.109%–0.0935%—0.0632%0.0698%0.0732%–0.177*–0.0705%–0.0922*–0.104*–0.120%–0.164*0.02601

15CONCGK—0.184*–0.298%0.289%0.156*–0.173*0.277%0.221*–0.0938%0.0315–0.267*0.120%0.0796+0.165+0.47.1%

Source:Elaborationbyauthors

Note.*p-0.05
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Regarding the variables capturing the structure of the within-city co-invention

network, the coefficients of the fraction of inventors in the largest component

together with that of the clustering coefficient (albeit not significant) seem to sug

gest that in cities characterized by dense cliques of collaborators, knowledge may

flow relatively quickly within cliques, but it may also be highly redundant, which

hampers recombination.

Coming to the main variables of interest, external links prove to be an important

mechanism to support the expansion and renewal of a city knowledge base (model

2). The IRR of ADWR is larger than 1 and statistically significant, even though the

magnitude of the effect is not extremely large: Keeping all other variables constant,

a standard72.%= expdeviation(00068883.increase×1010.)−in1 the average100By(decomposing the impact of external×) external reachmore new combinations brings around

in a city.

reach, it turns out that the sheer number

of gatekeepers (NUMGK) is detrimental to recombination (model 3), even though

the corresponding IRR is very close to 1. Nevertheless, this result is somewhat

counterintuitive at a first glance, because gatekeepers are generally thought to be

creative and imaginative actors.A possible interpretation, already anticipated in the

previous sections of the paper, is that the control power these actors exert on the

bridging ties and knowledge exchanges they govern can weaken indigenous capac

ity of recombination because they are in the position to grant, restrict, or even block

the access to external knowledge flows.A further possible interpretation is that per

forming the gatekeeping function effectively requires skills and abilities that are not

widely distributed in the population.

Both interpretations find further support in model (14.4). The share of the overall

external reach mediated by gatekeepers (SHREACH_GK) shows a negative and sta

tistically significant effect. All else equal, a standard deviation increase in this share

is associated to a reduction of around 6% in the number of new combinations intro

duced in a city.

To probe further into the impact of gatekeepers, model (14.5) splits the overall

external reach mediated by gatekeepers into its direct and indirect components.

Results show that the negative effect associated with gatekeepers is due precisely to

the indirect external reach mediated by gatekeepers (i.e., SHINDIR_GK), rather

than to the gatekeepers’direct external ties (i.e., SHDIR_GK). Overall, these results

suggest that, all else equal, direct links to external sources of knowledge outperform

indirect ones, namely those mediated by gatekeepers, in sustaining expansion and

renewal of a city’s knowledge base. In other words, the key message stemming from

these results is that direct links, regardless whether developed by gatekeepers or

other actors in the network, are far more reliable and fruitful in spurring technologi

cal recombination in cities.

Model (14.6) introduces into the regression the variable that captures the fraction

of the indirect external reach accounted for by the top 10% of gatekeepers (i.e.,

GKREMOV). The rather surprising result is that the IRR of this variable is larger

than 1 and statistically significant, thereby indicating that a greater concentration of
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the gatekeeping function among few individuals is positively associated with tech

nological recombination and may at least partially compensate for the generally

negative effect of gatekeepers. Here, we can only offer a speculative interpretation

of this finding.As already mentioned above and as pointed out in the organizational

literature, effective gatekeepers are a relatively “rare breed and few networks have

many of them” (Cross & Prusak, 2002, p. 109). Indeed, only few individuals are

likely to have the intellectual expertise, social skills, and personality traits necessary

to perform that role. Thus, one can advance the conjecture that the more diluted

among many individuals the function of interfacing with the external environment

is, the less effective, all else equal, the performance will be.

Model (14.7) further tests this conjecture by including in the regression the share

of the indirect external reach accounted for by the top four firms in the city. The IRR

of this variable is greater than 1 and statistically significant, thus suggesting that a

greater concentration of the gatekeeping function in few firms is beneficial to explo

ration and technological recombination. Once again, advancing a definitive interpre

tation for this resultis somewhathazardous.At thesame time, this result is consistent

(or at least not in contrast) with several studies showing that leading large and tech

nologically sophisticated firms are those more likely to act as gatekeepers and pos

sibly generate externalities for other colocated entities (Agrawal & Cockburn,

2003). Still, we believe that this point represents an issue for further research.

Conclusions

We have offered an explorative perspective on the role of gatekeepers in the expan

sion and renewal of a city’s knowledge base. Quite interestingly, the results indicate

that external relations and their structure play a pivotal role in renewing, expanding,

and regenerating a city’s knowledge base, although only direct relations were par

ticularly effective in this regard. Importantly, albeit considered imaginative, inspired,

and open to new approaches and radical innovation, gatekeepers per se, and the

indirect relations they mediate, do not necessarily contribute to enriching the knowl

edge base of the cities where they are located.

These results indeed challenge conventional wisdom that often invokes gate

keepers as the most important means of accessing and exploiting external knowl

edge as well as—more importantly—strategy and policy recommendations based

on this assumption aimed at increasing the number and importance of gatekeepers

in mediating knowledge flows across both organizational and geographical

boundaries.

We contend that this conventional wisdom about the role and importance of gate

keepers is based on two misconceptions. First, external relations crucial to expand

ing and regenerating a city’s knowledge base encompass several types of relations,

but direct relations perform this function most effectively, by allowing faster, more
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trusted, and less noisy knowledge exchanges. Second, at an aggregate level of anal

ysis such as the urban level, the control power that gatekeepers can exert on the

knowledge flows they govern can more than offset the benefits accruing from their

superior inventive performance.An excessive reliance upon indirect flows mediated

by gatekeepers can signal a situation of knowledge dependence that is at higher risk

of linkage disruption. Moreover, the intellectual expertise and skills necessary to act

as effective gatekeepers are likely to be rather rare and possibly only present in large

and technologically sophisticated organizations.

Should one conclude from what our analysis that gatekeepers are not neces

sary—or even detrimental to the renewal of a city’s knowledge base? We believe

that this conclusion is not warranted. In a companion article (Breschi & Lenzi,

2015), we show indeed that the role played by gatekeepers may indeed be impor

tant, but only in some specific circumstances. In particular, by confirming the long

standing intuition of Tushman and Katz (1980) and Tushman and Scanlan (1981),

we show there that gatekeepers only play an important role when the knowledge

base of a city is sufficiently different and specialized with respect to other cities to

require the absorption of knowledge and the transcoding function of those actors.

In conclusion, the chapter is intended to provide a contribution to the literature

on both conceptual and methodological grounds. First, we clarify and qualify the

role and function of gatekeepers. Second, we propose an operational method to

quantify the importance of gatekeepers in brokering knowledge flows across cities

and a set of new indicators that allow measurement of the meso-level effects (i.e., at

the city level) of individual behavior and interactions (i.e., of inventors, gatekeepers,

and co-invention networks). Wehope that they will be useful and deployed in future

research.
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Chapter 15

Learning Networks Among Swedish

Municipalities: Is Sweden a Small World?

Christopher Ansell, Martin Lundin, and Per Ola Öberg

Distributed, networked learning processes are widely touted as a basis for superior

performance. Public and private organizations, cities and regions, and even nations

are exhorted to network, to innovate collaboratively, to benchmark, and above all to

learn from one another (Agranoff, 2006; Betsill & Bulkeley, 2004; Cooke &

Morgan, 1993; Goldsmith & Eggers, 2004; Kraatz, 1998; Lee & van de Meene,

2012; Powell, Koput, & Smith-Doerr, 1996; Slaughter, 2009). From case study

research, weknow a good deal about local strategies of networking, innovation, and

collaboration (e.g., Saxenian, 1996). And from diffusion studies, we also know that

the structure of networks shapes the diffusion of information, ideas, innovations,

policies, and best practices (Cao, 2010; Davis, 1991; Granovetter, 1973; Gray, 1973;

Hedström, Sandell, & Stern, 2000; Lee & Strang, 2006; Mintrom & Vergari, 1998;

Stone, 2004). However, we know relatively little about how the local learning

choices of individuals, firms, cities, or nations aggregate into global network pat

terns that may subsequently affect diffusion. In this chapter, we explore this ques

tion by examining how the learning strategies of Swedish municipalities aggregate

to produce a national intermunicipal learning network.

Interdependence between the policy choices of local governments has attracted

growing interest recently (Lee & van de Meene, 2012; Marsden, Frick, May, &

Deakin, 2011). It has been argued that subnational governments can act like demo
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cratic laboratories (Shipan & Volden, 2012; Volden, 2006) and that they can learn

important lessons from each other. Literature on urban policy mobilities (Jacobs,

2012; McCann, 2011) and policy diffusion (Krause, 2011; Lee&van deMeene, 2012)

has begun to explore the mechanisms of policy transfer and diffusion between

cities. Our research shares this interest in policy mobility and diffusion but

approaches the issue from a different angle. Rather than asking why a policy moves

from city A to city B, our research is interested in uncovering the relational princi

ples that constitute interurban networks in the first place. We approach the issue

from this angle, in part, because of the character of our data, which does not enable

us to track the mobility or diffusion of specific policies, but does give us an unusu

ally detailed look at the relationships of learning between Swedish municipalities.

Our contribution is therefore not to explain mobility or diffusion per se, but rather

to utilize social network analysis to uncover the structuring principles of national

learning networks.

Over the last decade or so, economic geographers and economic sociologists

have been engaged in a similar exploration of the relational principles that guide

learning in interfirm networks. Their research has shown that interfirm learning is

often structured by geographical proximity, but that nonlocal networks may be criti

cal pipelines that move knowledge between local clusters of firms (e.g., Amin &

Cohendet, 1999; Bathelt, Malmberg, & Maskell, 2004; Bell & Zaheer, 2007;

Glückler, 2013; Owen-Smith & Powell, 2004). Although geographical proximity is

understood to enhance interactional learning, nonlocal networks are increasingly

understood to be important for preventing local learning networks from becoming

too parochial (Boschma, 2005; Maskell, 2014). Although research is beginning to

reveal variations on this theme, this literature valuably highlights the composite

character of learning ecologies, which are produced through the interplay of geog

raphy and networks. Our research builds on this literature, but extends this discus

sion from firms to municipalities. Our research therefore offers a bridge between

this literature on interfirm learning and the literature on policy mobility and diffu

sion. To our knowledge, there has been little cross-fertilization between these two

important bodies of literature.

Our exploration of intermunicipal learning networks is based on a unique survey

of municipal civil servants conducted in 2010 as part of a wider study of municipal

knowledge use in Sweden. In this survey, the senior civil servants in all Swedish

municipalities were asked to name other Swedish municipalities from whom they

had drawn lessons in a given period. When these choices are aggregated across all

Swedish municipalities, the result is a unique glimpse into what an intermunicipal

learning network looks like on a national scale. Swedish municipalities provide an

interesting context in which to examine learning networks. Much of the fabled

Swedish welfare state is actually administered by Sweden’s 290 municipalities

varying in size from roughly 3000 inhabitants to 750,000 inhabitants.1 Thesemunic

ipalities have responsibility for a wide range of policy areas, including social ser

1Prior research notes significant variation in welfare services across municipalities, leading some

scholars to describe Sweden as a multitude of “welfare municipalities” (Trydegård & Thorslund,

2010).
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vices, education, daycare, environmental protection, and planning, and municipal

employees compose approximately 25% of the Swedish workforce (Sveriges

Kommuner och Landting, 2014). Although they are organized into 21 counties, the

county-municipality relationship is not a hierarchical one and while Swedish

municipalities operate within a framework of national law, they have considerable

latitude about how to organize and deliver government services and regulation.2

Thus, their extensive and parallel responsibilities create powerful incentives to learn

from one another, but their political autonomy means that they are relatively free to

decide whom to learn from. We know that the Swedish Association of Local

Authorities and Regions (SALAR) actively encourages the municipalities to learn

from each other, but we do not knowhow their choice of whom to learn from aggre

gates to produce a national learning network.

The chapter is organized as follows: The first section describes our data. In the

second section, we provide some basic information about the extent of learning

among municipalities and about how municipalities try to learn from each other. In

section three, we use social network analysis to explore how municipal clusters of

learning are structured. Then, in section four, we examine whether the Swedish

municipalities can be described as a small world through which ideas and informa

tion may easily diffuse. Section five focuses on what characterizes the municipali

ties whose nonlocal networks bridge between otherwise disconnected municipalities

in the learning network. Section six concludes.

Data

Our data come from a survey of Swedish municipalities conducted in 2010. The

survey asked a range of questions about knowledge use in each municipality and was

answered by the top civil servant. This manager is in charge of the office responsible

for preparing policy proposals for the municipal executive board, which is the most

important and powerful local government institution in Sweden (Bäck, 2005).

Composed of local politicians appointed in proportion to their party mandate in the

municipal assembly, these boards have responsibility for managing and coordinating

local administration and also have financial responsibility for the municipality.

The key variable of this study is learning or lesson-drawing (Freeman, 2008,

p. 376; see also, Lundin, Öberg, & Josefsson, 2015). Learning is a voluntary activity

involving a search for knowledge in order to solve problems. That is, in a learning

process actors try to improve the understanding of the relationship between

cause and effect by taking advantage of others’ experiences (Lee & Strang, 2006;

2In a comparative perspective, Swedish local governments are considered to have a lot of power

(Sellers & Lidström, 2007). Municipalities have taxing power and a constitutionally protected

right of self-government. Swedish public agencies are also known to actively support innovation.

The 2010 European Innobarometer Survey found that innovation in the Swedish public sector is

much more bottom-up (initiated internally) rather than driven by policy mandate (Arundel &

Hollanders, 2011).
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Lee& van de Meene, 2012; Meseguer, 2005). The survey question used to elicit the

municipal learning network was: “What other municipalities have you drawn

important lessons from within your field during the last election period (since

January 2007)?” In response, municipal managers could mention as many other

municipalities as they liked.

Aweb survey was distributed as a first step, with three follow-up reminders. We

then distributed a somewhat shorter version as a postal survey in a second step. This

led to a response rate of 78%. The remaining nonrespondents were telephoned,

producing a 100% response rate on the learning question.3

The information that can be spread among municipal head managers is of a

diverse character because a wide range of policy decisions are handled in the munic

ipal executive boards. Overarching issues like budgets, policies, programs, guide

lines, and various action plans (e.g., wind power plans and school plans) are within

the managers’purview. Somewhat more limited decisions are also frequently made,

such as whether to shut down a certain school or where to locate a recycling station.

Moreover, the committees handle minor issues such as what documents should be

archived and for how long. We do not know exactly what issues respondents had in

mind when answering our question, but they all have equivalent positions within the

municipalities and were asked about lessons learned within their field, which

includes all issues handled by the municipal executive boards. Furthermore, they

were explicitly told to ignore issues that do not reach the political level and “routine

matters” concerning individual citizens.

In addition to the key question, we use some other questions from the survey in

order to describe learning processes in Swedish municipalities in more detail.

Moreover, a series of interviews with municipal officials was conducted in order to

develop a more qualitative understanding of how municipalities use knowledge to

make policy decisions. Semistructured, open-ended interviews were conducted with

40 politicians and civil servants in six municipalities. These municipalities were

strategically selected to maximize variation (two large, two medium-sized, and two

small municipalities). For each pair, one municipality had a stable social democratic

majority and the other had shifting majorities. The interviews lasted from 45 to

90 min and were recorded. Although we do not report systematically on these inter

views in this chapter, they do provide some background information for our inter

pretation of learning networks.

Local Learning Through Informal Personal Connections

A first step in the analysis is to explore how important information from other

municipalities is in municipal decision-making. We also want to know what chan

nels are used to collect information. Table 15.1 provides some basic statistics on

3Note that the other survey questions presented in this chapter are based on a somewhat smaller

sample (i.e., about 78% of the population).
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Table 15.1 Learning among Swedish local governments: Various survey responses

Q1. How many other

municipalities have been

Q2. How often is information from (a) other municipalities

(b) SALAR used when issues are prepared before political

learned from? (“Outdegree”) decision?

Number of municipalities % Response Other municipalities (%) SALAR (%)

mentioned alternative

0 8 Never or almostnever 12 2

1 5 Less than half ofthe issues 54 39

2–5 39 About half of theissues 21 30

6–9 22 More than half ofthe issues 12 20

10–15 19 Always or almostalways 1 9

16–26 7

Average: 6.86

Q3. Channels used “often” or “very often” in order to get information about activities in other

municipalities?

Channel % Channel %

1. Informal personal 81 5. Conferences, seminars 28

connections etc.

2. Internet homepages 72 6. Written reportsproduced by other

municipalities

21

3. Regular meetings with 67 7. Information in media 20

certain municipalities

4. Written reports 65 8. Official visits 19

produced by SALAR

learning among municipalities in Sweden according to the survey responses. Of the

290 municipalities surveyed, only 8% reported they had not learned something

important from another municipality during the previous 4 years (since the last elec

tion period), whereas 61% reported learning from between two and nine other

municipalities, and the maximum number reported was 26 other municipalities. On

average, the municipal managers report that their municipality draws important les

sons from about seven other municipalities.

The survey also included a question on how often information from other munic

ipalities is used when issues are prepared before political decision. Table 15.1

reveals that although information from other municipalities is not used in a majority

of issues, only 12% reported that they “never or almost never” use such input in the

policy process. Furthermore, we asked how often information produced by the

SwedishAssociation of LocalAuthorities and Regions (SALAR) is employed in the

policy process. Around two percent claim that they “never or almost never” use

information from SALAR, whereas 59% use information from SALAR in at least
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half of the issues. Thus, SALAR seems to function as an important bridge between

local governments. This finding was reinforced in the in-depth interviews.

Table 15.1 verifies another conclusion drawn from the in-depth interviews: infor

mal personal connections are the most important channel used to get information

about activities in other municipalities. Other important channels include the inter

net homepages of other municipalities, regular meetings and written reports where

SALAR describes various activities at the local level.

Learning Clusters Are Based on County Structure

In an analysis of dyads of municipalities by Lundin et al. (2015) using the same data

analyzed in this chapter, it is demonstrated that Swedish municipalities primarily

learn from their local neighbors.4 The analysis reveals that geographic proximity

greatly increases the probability that a municipality will learn from another munici

pality. For instance, if two municipalities are located in the same county, the pre

dicted probability that a learning link will be established is .054, all else being

equal. If the municipalities are not located in the same county, the probability is

only .003. Our interviews point in the same direction. As one local civil servant told

us:

Above all, it is if you find somebody that is successful in a certain area, somebody that has

given thought to something. Primarily it is often among neighbors that we look because

they are quite similar and work under roughly the same conditions. (2011 interview with

civil servant)

The importance of geographical proximity suggests that municipal learning net

works in Sweden might be very parochial. If so, it is reasonable to expect that new

knowledge, ideas, and best practices would be quite slow to diffuse to local govern

ments in Sweden. But the dyadic analysis presented above does not account for the

possibility of learning indirectly through less proximate networks. To explore this

possibility, we employ ideas from social network analysis. The aim is to deepen our

understanding of the clustering properties of a potential learning network: How are

clusters structured? To find out more about this, we started by using the Girvan

Newman method of detecting community structure (Girvan& Newman, 2002). This

method finds clusters by iteratively removing edges with high edge betweenness

scores until it reaches some specified minimum number of clusters. A betweenness

score summarizes the number of times an actor is a bridge between two other actors

in the network (Freeman, 1977).

The analysis is presented in Table 15.2 and it reinforces findings in Lundin et al.

(2015): county is a very strong predictor of cluster membership. There are 21 coun

ties in Sweden and when directed to detect 21 clusters, the community structure

4The main research question in Lundin et al. (2015) is whether local governments tend to learn

from governments that are more successful than others; the empirical findings support this hypoth

esis. However, the importance of proximity, similarity, and power is also examined in the study.
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Table 15.2 Girvan-newman clusters by county

Cluster

number Counties (number of municipalities per county) E-I index

1 Stockholm (26); Södermanland (1); Skåne (1) −0.411

2 Södermanland (7); Uppsala (2) 0.000

3 Gävleborg (10); Västernorrland (4); Uppsala (1) −0.310

4 Västmanland (7); Uppsala (4); Södermanland (1); Gotland (1);Örebro (1) 0.162

5 Östergötland (12); Halland (1) −0.197

6 Västra Götland (22); Östergötland (1); Jönköping (1) −0.338

7 Jönköping (12); Halland (4); Blekinge (1) −0.116

8 Kronoberg (8) −0.195

9 Kalmar (12) −0.417

10 Blekinge (4) 0.130

11 Skåne (16) −0.452

12 Skåne (12) −0.282

13 Jämtland (8); Skåne (1); Västernorrland (1) −0.020

14 Skåne (1) 0.000

15 Västra Götaland (11); Halland (1) −0.416

16 Västra Götaland (14) 0.262

17 Västerbotten (15); Västmanland (1); Västra Götaland (1);Västernorrland (1); Norbotten (1) −0.371

18 Värmland (16) −0.247

19 Örebro (11) −0.426

20 Dalarna (14); Västmanland (2) −0.229

21 Norrbotten (13); Västernorrland (1) −0.277

identified by the Girvan-Newman method is very close to the structure of counties.

Although some clusters contain municipalities from more than one county, the

county structure is clear. Twenty of the clusters are dominated by municipalities

from a single county (cluster 14 is an exception with only one municipality).

Municipalities from some counties are divided between clusters (Västra Götaland,

Skåne), but a single county still dominates each cluster. Only a few counties have

the municipalities distributed across clusters without clearly dominating at least one

cluster (Uppsala, Västernorrland). The county structure of clusters remains robust

even if the algorithm is told to produce a different number of clusters.5

We can also look at what is called the E-I index for each of these clusters. The

E-I index is a measure that varies between −1 and +1. At +1, all ties are external to

5With 10 clusters, the method identifies a regional organization that resembles the three old

Swedish provinces (Norrland, Svealand, and Götaland). However, municipalities still tend to clus

ter with other municipalities from their own county. The northern region includes Norrbotten,

Västerbotten, and Västernorrland. The center region includes Stockholm, Uppsala, Södermanland,

Gävleborg, Dalarna, Västmanland, Gotland, and Jämtland. Then there are seven small regions in

the south: (1) Västra Götaland, Halland, and Jönköping; (2) Örebro; (3) Östergötland; (4)

Kronoberg and Blekinge; (5) Värmland; (6) Kalmar; and (7) Skåne.
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a group (in this case the cluster); at −1, all ties are internal to the group.6We can see

in Table 15.2 that a large majority of the E-I indexes for the clusters are negative.

These findings suggest that learning within clusters is much stronger than more

global learning.

Because the pattern of emergence of the global network works via a principle of

local proximity, we might expect local clusters to cluster together on a geographical

basis. In other words, we should expect the clusters identified above to cluster into

larger regions. To examine this, we wanted a clustering technique that did not

require us to assign the number of clusters. We selected Markov clustering, which

uses a different strategy of community detection (van Dongen, 2008). The Girvan

Newman community detection procedure used above identifies community struc

ture by removing edges with high betweenness centrality until nonoverlapping

groups appear. Markov clustering identifies community clusters by “walking

around”; it identifies clusters as places where the algorithm spends a lot of time

walking. This strategy intuitively captures the way information might circulate

geographically.

The Markov clustering identified 22 clusters, which at first glance might seem to

approximate the county structure of Sweden. However, two of these clusters are

very large and many others are quite small. Our interpretation is that the Markov

clustering algorithm identifies the regional as opposed to the local clustering struc

ture of the network. These larger regional clusters attracted our attention because

they suggest that one of the ways the national learning network might be integrated

is through larger learning regions. These regional clusters could be significant in the

circulation of knowledge among Swedish municipalities. A study of regional inno

vation and networks by Fleming, King, and Juda (2007), for example, found that

such large components are positively correlated with innovation in patent co-author

ship networks.

The two large clusters are indeed regions in a spatial sense. One of them (Fig.

15.1) represents the northern coast plus the Stockholm region (minus Stockholm

itself). The second region (Fig. 15.2) runs spatially east to west in the southern part

of Sweden and contains the Göteborg region. We also observe that a distinctive

subregion can be detected in the Southern region (Fig. 15.2). This subregion is an

extremely tight cluster of municipalities around the city of Göteborg. A possible

explanation for this tight clustering is the formal creation of a metropolitan region.

The formal association is called the Göteborg Region Association of Local

Authorities, and the member municipalities are Ale, Alingsås, Göteborg, Härryda,

Kungsbacka, Kungälv, Lerum, Lilla Edet, Mölndal, Partille, Stenungsund, Tjörn,

and Öckerö. All these belong to the distinctive subregion visually detected in

Fig. 15.2.

The West Sweden region (Västra Götalandsregionen) that includes the Göteborg

Region Association of Local Authorities has been studied in prior research. Gren

(2002) notes that this is one of the best organized regions in Sweden, partly through

6The E-I index for all the municipalities using this clustering was −.271 (the expected E-I index

was .893, significant at<.05).
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support from the European Union. Lidström (2011) found that citizens in the

municipal regions of Göteborg (13 municipalities) and Umeå (6 municipalities)

adopted more of a city-regionalist attitude (emphasizing the importance of intermu

nicipal coordination on a regional basis), as opposed to a localist attitude (strong

municipal autonomy). The findings of Gren (2002) and Lidström (2011) suggest

explanations for the existence of this subregion in the learning network.

A Small World?

The previous analysis has shown that learning networks in Sweden are to a large

extent structured by county. However, we want to know more about whether the

municipalities are efficiently integrated on a national scale. The literature on small

world networks suggests that networks might be well connected despite highly

localizing tendencies (Watts, 1999; Uzzi, Amaral, & Reed-Tsochas, 2007). Small

world networks are more cosmopolitan than expected because of the connections

that occur among local clusters. If Swedish municipalities compose a small world,

knowledge, ideas, and best practices might be diffused widely and rapidly despite

the localism of learning networks.

A small-world network is defined as a graph with high clustering but low path

length.7 A random graph typically has low clustering but also short average path

lengths. A highly clustered network, by contrast, generally has high path lengths. A

small-world network is a network with higher clustering than a random graph but

with similar path lengths.Akey feature of a small-world network is that despite the

high clustering, which is expected to impede communication across the network,

links between clusters can greatly shorten the path lengths and hence facilitate more

rapid and cosmopolitan communication. In small worlds, path lengths are often

reduced through the influence of highly connected hubs that link different clusters

together. Well-connected hubs are not a necessary feature of small worlds, but it is

reasonable to expect them to be important in networks with high local clustering. A

number of scholars have pointed to the potential for small-world networks to diffuse

knowledge and enhance innovation. Cowan and Jonard (2004), for example, simu

lated knowledge diffusion in innovation networks and found that diffusion in small

world networks produces higher knowledge levels (in the network as a whole) than

either a more local network or a random network.

Two measures have been used to identify whether a network exhibits small

world properties: a clustering coefficient (as defined by Watts, 1999; labeled cc for

7Clustering refers to the density of interconnections in each social network actor’s local neighbor

hood—the set of other actors with whom the focal actor is directly connected. The overall cluster

ing of a network is the mean clustering across all the actors in the network. Path length is the mean

number of steps it takes each actor in the network to reach every other actor in the network when

taking the shortest path.
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Table 15.3 Clustering and Sweden Random

average path length in Clustering (cc) 0.293 0.025

municipal learning networks

in Sweden Length (L) 5.080 3.215

=

clustering coefficient) and a measure of average path length (labeled L).8 These

measures are then compared to a random graph of the same size and density (an

Erdos-Renyi random graph). Table 15.3 shows the basic measures in the Swedish

case.

In comparing the results in Table 15.3, we see that the Swedish local learning

network is much more clustered than the random graph, but the path lengths are also

longer. We can take this a step farther by estimating the small-world quotient (Q),

which is given by Eq.[15.1]:

LL (15.1)
Sweden

random

Q cc /
Sweden

cc
Random

Asmall world is usually defined as having a quotient greater than 1. In this case, the

result is: 1172./158. = 744.. So by this standard, the learning network of Swedish

municipalities is indeed a small world, though the path lengths are a little high. The

higher path lengths might indicate there are fewer hubs in the Swedish network than

in an ideal small world.

Learning Hubs

As noted above, hubs are important in small-world networks because their more

cosmopolitan ties allow information to widely and rapidly diffuse. Amin and

Cohendet (1999) claim that nonlocal networks are particularly crucial for path

breaking innovation, whereas local networking results in more incremental innova

tion. Thus, hubs are expected to fulfill a crucial role in the diffusion of innovations

8The clustering coefficient (cc) is measured using the clustering coefficient algorithm in UCINET

VI (there are various versions of cc; UCINET uses Watts’s version; see, Watts, 1999). The algo

rithm produces both a weighted and an unweighted coefficient. The unweighted coefficient was

used here. (There is a discussion in the literature about the tradeoffs between the two. But it does

not make too much difference in this case because the results are similar. The weighted cc is

slightly lower than the unweighted cc for the Swedish network; for the random network, weighted

and unweighted cc’s are the same). Path length is measured using the geodesic distance algorithm

in UCINET VI, which produces a matrix of shortest path lengths between nodes. UCINET VI’s

univariate statistics algorithm then calculates mean path length. To produce the Erdos-Renyi ran

dom graph, the random graph algorithm in UCINETVI(subcommand Erdos-Renyi) is used, speci

fying that the graph should be same size and density as the Swedish network—290-x290; .0237

density).
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Table 15.4 Correlation between Hub measures

HubA Hub B Hub C

HubA 1.00

Hub B .56 1.00

Hub C .78 .43 1.00

among the clusters. Accordingly, identifying the hubs and finding out what charac

terizes these municipalities is important.

We devised three ways to measure the extent to which each municipality can be

characterized as a learning hub. Based on our view that hubs are transit points for

learning, hubs should not only be learned from, but they must also learn from oth

ers. They should stand out from other municipalities in this respect. Our first mea

sure is based on degree centrality, which captures the local connectedness of a

municipality. By multiplying together how many other municipalities reported

learning from a municipality (indegree) by how many others that municipality

learned from (outdegree), we get a simple variable capturing the extent to which a

municipality takes on the role as a transit point in the Swedish municipal learning

network (Hub A).

One problem with this measure is that it does not take indirect ties into account.

Potentially, a municipality can have high indegree and high outdegree without being

that well connected to distant (in network terms) municipalities. Another approach

is therefore to use the concept of closeness centrality developed by Valente and

Foreman (1998). Valente and Foreman distinguish two measures, integration and

radiality. Integration is a measure of how closely other actors in the network are

connected to you via a chain of contacts; a municipality is more integrated if other

municipalities must take fewer steps (path lengths) to reach you. Radiality is a mea

sure of how well you are connected outwards to others—that is, how easily you can

reach others through direct or indirect networks. These measures go beyond a local

measure of degree centrality by incorporating the indirect links to the entire net

work.9 By multiplying integration and radiality we get a second hub measure

(Hub B).

A third possible measure (Hub C) is betweenness centrality (Freeman, 1977),

that is, the number of times a municipality sits on the shortest possible path between

all other municipalities in the network. Actors with high betweenness scores may

perform brokering roles by connecting otherwise disconnected actors and clusters.

Table 15.4 shows positive correlation coefficients between the three hub mea

sures. The correlations are not exceptionally strong, which suggests that they cap

ture somewhat different dimensions of what it means to be a hub. Beyond suggestive

interpretations, theoretical arguments for why one of these hub measures might be

9The Valente-Foreman measures use the reverse of the average distances between nodes. The

reversed distance is the diameter minus the geodesic distance. The diameter is the longest path

between any two points, whereas the geodesic distance is the shortest path. Basically, they reverse

the distance measure, turning it into a closeness measure.
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better than the others are not well articulated in the small-world literature. We there

fore approach hub identification ecumenically by looking for municipalities that

score well on all three measures.

To get a sense of how well hubs are spread out geographically, Fig. 15.3 depicts

the percentage of municipalities over the 75th percentile on each hub measure

within each county. The pattern is quite robust to the selection of measure, although

there is some obvious variation. Västra Götland and Halland, two neighboringcoun

ties in western Sweden, have a substantially larger share of cosmopolitan munici

palities than other counties. At the other extreme, we find Gotland and Kronoberg.

In most other counties, around 10–30% of the municipalities have a clear transit

point character. Overall, the impression is that the hubs are fairly evenly distributed

geographically, but that some counties depart from this general pattern.

Above, in Fig. 15.2, we discovered a tight network in western Sweden consisting

of the members of the Göteborg Region Association of Local Authorities. Many of

the municipalities belonging to this association also score high on the three hub

measures. If we once again use the 75th percentile to separate out more cosmopoli

tan cities, 54% of the Associations’members are hubs if we focus on the most basic

hub measure (Hub A). Using the other two hub measures yields 85% (Hub B) and

31%(Hub C), respectively.10At first glance, at least, this region has done an impres

sive job of promoting regional cooperation and diffusion of information. However,

it is of course also possible that the association was formed around municipalities

already having a lot of cooperation. If this is true, the causality runs in the opposite

direction.

In order to find out more about what characterizes hubs as transit points, we

explore the correlation between the three hub measures introduced above and vari

ous municipal characteristics. A first idea is that county seats and larger or more

urban municipalities could be important. Such cities might function as regional cen

ters where large companies, authorities, universities, and other organizations are

located and where infrastructure is more developed. These features might increase

the probability that knowledge diffuses through such municipalities. A second idea

is that healthy fiscal conditions or a favorable economic climate might characterize

the transit points. Cities like this are perhaps more innovative and outward-looking.

Lastly, features of the local population could be important—perhaps transit points

have a younger and more educated population?

Table 15.5 provides descriptive statistics of the variables of interest. Log popula

tion, inhabitants/km2 and whether the municipality is a county seat or not are the

variables designed to capture the importance of being a large and urban area.

Economic climate and fiscal conditions are measured by the unemployment rate and

the tax base (in Swedish crowns per inhabitant). Mean age in years and the percent

age of the population having a college degree are assumed to capture potentially

important citizen characteristics. Table 15.5 displays large variation in all

variables. To find out which factors are correlated with high scores on the

10If hubs were randomly distributed, we would have expected 25% of the hubs in the Göteborg

Region Association of Local Authorities to be hubs.
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Fig. 15.3 Share of municipalities scoring high (>75th percentile) on hub measures, by county

(Design by authors)

three hub measures, OLS regression is employed. Table 15.6 summarizes the results

of this explorative exercise.

A robust and statistically significant finding (at the .05 level) is that county seats

(the municipality where the county government resides) are more often learning

hubs. This finding applies regardless of which hub measure is employed. County

seats score, on average, 0.15–0.22 of a standard deviation higher on the hub indices
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Table 15.5 Descriptive statistics: Swedish municipalities

Mean Min Max

HubA(indegree×outdegree) 45.3 0.0 280.0

Hub B (integration×radiality) 49.9 0.0 70.4

Hub C (betweenness centrality) 907.5 0.0 11133.4

Log population (number of inhabitants) 2.9 0.9 6.7

Inhabitants/km2 135.0 0.2 4410.4

County seat (1=Yes; 0=No) 0.1 0 1

Unemployment rate (percent) 6.3 1.8 13.8

Tax base (SEK/citizen) 155,642.1 125,829.0 300,491.0

Population characteristics

Mean age (in years) 42.8 36.3 48.5

College degree (percent of population) 13.0 6.6 43.8

than other municipalities. Moreover, there is some indication that population size

andayoung population arepositivelycorrelated with beinga learning hub. However,

these findings are sensitive to the choice of hub measure. For instance, population

size is not related to closeness centrality (Hub B) and average age of the municipal

citizen is basically not related to betweenness centrality (Hub C). The other back

ground variables included in the analysis do not correlate with the hub measures.

The main conclusion from Table 15.6 is that county seats are important. Oneway

to further investigate this is to examine the E-I index for county seats (using the

Girvan-Newman clusters as partitions). Table 15.7 shows the results. The mean E-I

index for all municipalities is -.345, indicating that the ties of most municipalities

are local (e.g., within county). By contrast, the average E-I index for county seats is

.130. This means that in contrast with the localism of most municipalities, county

seats have on balance more external than internal ties. However, there is also varia

tion among the county seats. For example, the municipalities of Nyköping and

Falun are quite insular, whereas Malmö, Visby, and Örebro are quite

cosmopolitan.

Taken together, the evidence clearly suggests that county seats are acting as hubs

in the learning network of Swedish municipalities. This conclusion is reinforced by

looking at the network connecting county seats (Fig. 15.4; note that the figure

roughly organizes the county seats geographically). Nyköping and Falun are iso

lates, but the rest of the county seats are linked together.

Conclusion

The purpose of this analysis was to better understand how a global learning network

emerges from the local learning choices of autonomous Swedish municipalities. We

found that the county is a basic structuring property of the global network.

Municipalities learn from their near neighbors, especially from neighbors in the
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Table 15.7 Internal vs. County Seat County E-I index

External learning in county Stockholm Stockholm .273

seats Uppsala Uppsala .294

Nyköping Södermanland −1.00

Linköping Östergötland .217

Jonköping Jönköping .429

Växjö Kronoberg –.077

Kalmar Kalmar −.222

Visby Gotland .555

Karlskrona Blekinge .400

Malmö Skåne .579

Halmstad Halland .333

Göteborg Västra Götaland –.043

Karlstad Värmland .176

Örebro Örebro .500

Västerås Västmanland .355

Falun Dalarna −.833

Gävle Gävleborg .048

Härnösand Västernorrland .167

Östersund Jämtland .333

Umeå Västerbotten .259

Luleå Norrbotten .000

Averages

All municipalities −.345

County seats .130

Fig. 15.4 The network of county seats (Design by authors)
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same county. Informal personal connections seem to be the main channel through

which municipalities learn from one another.

The high degree of clustering in the municipal learning networks prompted us to

examine whether the global network met the criteria for a small-world network, and

we have shown that it does. This is important because it suggests that ideas, knowl

edge, and best practices may diffuse through the network of Swedish municipalities

despite the relatively parochial learning patterns of many municipalities. One pos

sible mechanism of integration might be regional agglomeration of networks. Using

Markov clustering, we found two very large regions in the global network—a north

ern coast-Stockholm region and a southern east–west region. These regions extend

the pattern of local clustering to the regional level and may be an important basis for

nonparochial learning.

Another important mechanism for national integration of municipal learning net

works is the role of important network hubs—key transit points in the flow of

knowledge.We found that the county seats play this transit-point role for knowledge

diffusion. County seats are comparatively well networked outside the county and

most of the county seats are linked to one another on a national basis. Hence,

although the high clustering of a small-world network is explained by geographic

proximity and county, the global integration of this small world works through

county seats to a substantial extent. Using county seats as transit points in order to

spread best practices more rapidly might therefore be a promising avenue to improve

policies.

Interviews suggested that municipalities were quite aware that they learned from

geographically proximate neighbors, especially from municipalities within their

own county. There may be several reasons why learning is structured this way.

Spatially proximate governments often share certain policy-relevant problems, con

ditions and experiences (Karch, 2007). It is also probably easier to develop a closer

relationship with neighboring municipalities; the costs of searching for information

from these governments might be lower than looking for information elsewhere

(Lundin et al., 2015). Anecdotal evidence from our interviews indicates that munic

ipal bureaucrats tend to circulate between positions in municipalities within coun

ties. This could make it easier to establish the necessary personal connections that,

according to our findings, are so important for intermunicipal learning.

There are also other potential explanations for the distinct county pattern that

emerges in our analysis.A first possibility is that the role of counties reflects a deep

historical legacy. The counties are very close to the old Swedish provinces, whose

history reaches back to the seventeenth century. These provinces had a fair degree

of political and cultural autonomy and this historical legacy may have structured

long-term patterns of intermunicipal interaction. Moreover, in each county, there is

a national government authority (Länstyrelsen) acting as a representative of national

government to help align local and national policy. Länstyrelsen are also charged

with promoting cooperation and working in the interest of the municipalities within

the county. This role presumably requires them to work closely with the municipali

ties in the county. The tendency of municipalities to learn from other municipalities

in the same county might be a reflection of the Länstyrelsen’s coordinating role.
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Our findings suggest that learning networks are likely to aggregate according to

a set of factors that systematically shape learning choices. In the Swedish case,

these factors include geographical proximity, personal social relations, urban and

regional economic and demographic structure, and political-administrative institu

tions. Although the important role of geographical proximity and county govern

ment are not entirely surprising, we have shown that such factors produce clear

global patterns of learning—the small world of Swedish municipalities. This global

learning pattern is likely to have important consequences for how knowledge, ideas,

and best practices spread to and among Swedish municipalities.

References

Agranoff, R. (2006). Inside collaborative networks: Ten lessons for public managers. Public

Administration Review, 66, 56–65. doi:10.1111/j.1540-6210.2006.00666.x

Amin, A., & Cohendet, P. (1999). Learning and adaptation in decentralized business networks.

Society and Space, 17, 87–104. doi:10.1068/d170087

Arundel, A., & Hollanders, H. (2011). A taxonomy of innovation: How do public sector agencies

innovate? INNO Metrics 2011–2012 report, Brussels, Belgium: European Commission, DG

Enterprise. Retrieved June 28, 2015, from http://ec.europa.eu/enterprise/policies/innovation/

files/psi-studies/taxonomy-of-innovation-how_en.pdf

Bäck, H. (2005). Borgmästarens makt [The power of mayors] . Kommunal ekonomi och politik, 9,

7–36. Retrieved May 15, 2015, from http://hdl.handle.net/2077/20675

Bathelt, H., Malmberg, A., & Maskell, P. (2004). Clusters and knowledge: Local buzz, global

pipelines and the process of knowledge creation. Progress in Human Geography, 28, 31–56.

doi:10.1191/0309132504ph469oa

Bell, G. G., & Zaheer, A. (2007). Geography, networks, and knowledge flow. Organization

Science, 18, 955–972. doi:10.1287/orsc.1070.0308

Betsill, M. M., & Bulkeley, H. (2004). Transnational networks and global environmental gover

nance:The cities for climate protection program. International Studies Quarterly, 48,471–493.

doi:10.1111/j.0020-8833.2004.00310.x

Boschma, R. (2005). Proximity and innovation:A critical assessment. Regional studies, 39, 61–74.

doi:10.1080/0034340052000320887

Cao, X. (2010). Networks as channels of policy diffusion: Explaining worldwide changes in capi

tal taxation, 1998–2006. International Studies Quarterly, 54, 823–854.

doi:10.1111/j.1468-2478.2010.00611.x

Cooke, P.,& Morgan, K. (1993). The network paradigm: New departures in corporate and regional

development. Environment and Planning D, 11, 543–564. doi:10.1068/d110543

Cowan, R., & Jonard, N. (2004). Network structure and the diffusion of knowledge. Journal of

Economic Dynamics and Control, 28, 1557–1575. doi:10.1016/j.jedc.2003.04.002

Davis, G. F. (1991). Agents without principles? The spread of the poison pill through the intercor

porate network. Administrative Science Quarterly, 36, 583–613. doi:10.2307/2393275

Fleming, L., King, C., & Juda, A. I. (2007). Small worlds and regional innovation. Organization

Science, 18, 938–954. doi:10.1287/orsc.1070.0289

Freeman, L. C. (1977). A set of measures of centrality based on betweenness. Sociometry, 40,

35–41. doi:10.2307/3033543

Freeman, R. (2008). Learning in public policy. In R. E. Goodin, M. Moran, & M. Rein (Eds.), The

Oxford Handbook of Public Policy (pp. 367–388). Oxford: University Press. doi:10.1093/oxfo

rdhb/9780199548453.003.0017



33515 Learning Networks Among Swedish Municipalities: Is Sweden a Small World?

Girvan, M., & Newman, M. E. J. (2002). Community structure in social and biological networks.

ProceedingsoftheNationalAcademyofSciences,99,7821–7826.doi:10.1073/pnas.122653799Glückler, J. (2013). Knowledge, networks and space: Connectivity and the problem of non-inter

active learning. Regional Studies, 47,880–894. doi:10.1080/00343404.2013.779659

Goldsmith, S.,& Eggers, W. D. (2004). Governing by network: The new shape of the public sector.

Washington: Brookings Institution Press.

Granovetter, M. S. (1973). The strength of weak ties. American Journal of Sociology, 78,

1360–1380.

Gray, V. (1973). Innovation in the states:Adiffusion study. The American Political Science Review,

67, 1174–1185. doi:10.2307/1956539

Gren, J. (2002). New regionalism andWest Sweden: The factors of change in the regionalism para

digm. Regional & Federal Studies, 12, 79–101. doi:10.1080/714004766

Hedström, P., Sandell, R., & Stern, C. (2000). Mesolevel networks and the diffusion of social

movements: The case of the Swedish social democratic party. American Journal of Sociology,

106, 145–172.

Jacobs, J. M. (2012). Urban geographies I: Still thinking cities relationally. Progress in Human

Geography, 36, 412–422. doi:10.1177/0309132511421715

Karch, A. (2007). Emerging issues and future directions in state policy diffusion research. State

Politics and Policy Quarterly, 7, 54–80. doi:10.1177/153244000700700104

Kraatz, M. S. (1998). Learning by association? Interorganizational networks and adaptation to

environmental change. Academy of Management Journal, 41, 621–643. doi:10.2307/256961

Krause, R. M. (2011). Policy innovation, intergovernmental relations, and the adoption of climate

protection initiatives by US cities. Journal of Urban Affairs, 33, 45–60.

doi:10.1111/j.1467-9906.2010.00510.x

Lee, C. K., & Strang, D. (2006). The international diffusion of public-sector downsizing: Network

emulation and theory-driven learning. International Organization, 60, 883–909. doi:10.1017/

S0020818306060292

Lee, T., & Van De Meene, S. (2012). Who teaches and who learns? Policy learning through the

C40 cities climate network. Policy Sciences, 45, 199–220. doi:10.1007/s11077-112-9159-5

Lidström, A. (2011, November). The limits of rational choice: Localism and city-regionalism in

two Swedish city-regions. Paper prepared for XX Nordiska kommunforskarkonferensen,

Göteborg. Retrieved May 27, 2015, from http://www.pol.gu.se/digitalAssets/1350/1350051_

the-limits-of-rational-choice-anders-lidstr--m.pdf

Lundin, M., Öberg, P., & Josefsson, C. (2015). Learning from Success: When Can Local

Government Serve as a Role Model to Others? Public Administration, 93 (3), 733–752.

Marsden, G., Frick, K. T., May,A. D.,& Deakin, E. (2011). Howdo cities approach policy innova

tion and policy learning? A study of 30 policies in Northern Europe and North America.

Transport Policy, 18, 501–512. doi:10.1016/j.tranpol.2010.10.006

Maskell, P. (2014). Accessing remote knowledge—the roles of trade fairs, pipelines, crowdsourc

ing and listening posts. Journal of Economic Geography, 14, 883–902. doi:10.1093/jeg/lbu002

McCann, E. (2011). Urban policy mobilities and global circuits of knowledge: Toward a research

agenda. Annals of the Association of American Geographers, 101, 107–130. doi:10.1080/0004

5608.2010.520219

Meseguer, C. (2005). Policy learning, policy diffusion, and the making of a new order. Annals of

the American Academy of Political and Social Science, 598, 67–82.

doi:10.1177/0002716204272372

Mintrom, M., & Vergari, S. (1998). Policy networks and innovation diffusion: The case of state

education reforms. The Journal of Politics, 60, 126–148. doi:10.2307/2648004

Owen-Smith, J., & Powell, W. W. (2004). Knowledge networks as channels and conduits: The

effects of spillovers in the Boston biotechnology community. Organization Science, 15, 5–21.

doi:10.1287/orsc.1030.0054Powell, W. W., Koput, K. W., & Smith-Doerr, L. (1996). Interorganizational collaboration and the

locus of innovation: Networks of learning in biotechnology. Administrative Science Quarterly,

41, 116–145. doi:10.2307/2393988



336 C. Ansell et al.

Saxenian, A. (1996). Regional advantage: Culture and competition in Silicon Valley and Route

128. Cambridge, MA: Harvard University Press.

Sellers, J. M., & Lidström. A. (2007). Decentralization, local government, and the welfare state.

Governance, 20, 609–632. doi:10.1111/j.1468-0491.2007.00374.x

Shipan, C. R., & Volden, C. (2012). Policy diffusion: Seven lessons for scholars and practitioners.

Public Administration Review, 72,788–796. doi:10.1111/j.1540-6210.2012.02610.x

Slaughter, A. M. (2009). A new world order (2nd ed.). Princeton: University Press. (Original work

published 2004)

Stone, D. (2004). Transfer agents and global networks in the “transnationalization” of policy.

Journal of European Public Policy, 11, 545–566. doi:10.1080/13501760410001694291

Sveriges Kommuner och Landting (2014, March 28). Swedish Association of Local Authorities and

Regions. Retrieved March 28, 2014, from http://english.skl.se/municipalities_county_councils_and_regions

Trydegård, G.-B., & Thorslund, M. (2010). One uniform welfare state or a multitude of welfare

municipalities? The evolution of local variation in Swedish elder care. Social Policy &

Administration, 44, 495–511. doi:10.1111/j.1467-9515.2010.00725.x

Uzzi, B., Amaral, L.A., & Reed-Tsochas, F. (2007). Small-world networks and management sci

ence research: A review. European Management Review, 4, 77–91. doi:10.1057/palgrave.

emr.1500078

Valente, T. W., & Foreman, R. K. (1998). Integration and radiality: Measuring the extent of an

individual’s connectedness and reachability in a network. Social Networks, 20, 89–105.

doi:10.1016/S0378-8733(97)00007-5

van Dongen, S. (2008). Graph clustering via a discrete uncoupling process. SIAM Journal on

Matrix Analysis and Applications, 30, 121–141. doi:10.1137/040608635

Volden, C. (2006). States as policy laboratories: Emulating success in the children’s health insur

ance program. American Journal of Political Science, 50, 294–312.

doi:10.1111/j.1540-5907.2006.00185.x

Watts, D. J. (1999). Small worlds: The dynamics of networks between order and randomness.

Princeton: University Press.

OpenAccess This chapter is distributed under the terms of the Creative CommonsAttribution 4.0

International License (http://creativecommons.org/licenses/by/4.0/), which permits use, duplica

tion, adaptation, distribution and reproduction in any medium or format, as long as you give appro

priate credit to the original author(s) and the source, provide a link to the Creative Commons

license and indicate if changes were made.

The images or other third party material in this chapter are included in the work’s Creative

Commons license, unless indicated otherwise in the credit line; if such material is not included in

the work’s Creative Commons license and the respective action is not permitted by statutory regu

lation, users will need to obtain permission from the license holder to duplicate, adapt or reproduce

the material.



Chapter 16

The Coevolution of Innovative Ties, Proximity,

and Competencies: Toward a Dynamic

Approach to Innovation Cooperation

Uwe Cantner, Susanne Hinzmann, and Tina Wolf

The growing complexity and shortening of cycles inherent in the innovation process

have changed the industrial and technological environment in which firms operate.

The associated increase in uncertainty and costs accompanying R&D projects has

shaped a landscape that favors collaboration (Hagedoorn, 2002). Especially in high

tech industries, where knowledge creation and accumulation is a crucial input factor

and competition has become a learning race, joint research has steadily grown since

the 1980s (Mowery, Oxley, & Silverman, 1996; Powell, 1998).

A basic feature of joint research is the exchange and sharing of knowledge

among the cooperation partners. Actors choose research cooperation in the expecta

tion that it will maximize their potential gain in knowledge. In this context several

scholars have stressed the importance that similarity between cooperation partners

has for knowledge transfer and successful collaboration. Similarity determines with

whom one connects, for it creates trust, facilitates knowledge flows, and increases

the mutual attractiveness of potential collaboration partners (Boschma, 2005;

McPherson, Smith-Lovin, & Cook, 2001). Similarity or proximity in three dimen

sions—cognitive, social, and competence-related—seems to play a cardinal role in

knowledge exchange in collaborations intended to generate innovation.

These three dimensions are not simply exogenously given and static; they

develop in the course of the partners’ collaboration. Continued collaboration even

tually leads trust, experience, and common understanding to increase and knowl

edge differences to decrease. Thesedynamics are expected to determine whether the
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same partners always cooperate or whether they switch partners over time.

Increasing trust, experience, and common understanding tend to contribute to the

continuation of the partnership because they increase the efficiency of knowledge

exchange and sharing. Conversely, the declining difference between knowledge

stocks of continuously cooperating partners—that is, an increase in their cognitive

proximity (the degree of similarity of their knowledge bases)—indicates that oppor

tunities to exchange and share knowledge have been exploited by them and should

therefore lead to partner-switching.

Hence, the relation between certain proximity dimensions and continuation of

collaboration is by no means unidirectional (Ter Wal & Boschma, 2011). In fact,

individual characteristics (e.g., technological capabilities), and thus the proximity to

others, coevolve with continuous collaboration (Balland, Boschma,& Frenken, 2015;

Ter Wal& Boschma, 2011). These dynamics have undergone little empirical analysis

(Balland et al., 2015). Although the coevolution of factors driving collaboration choice

and the evolution of ties can be explored only with a dynamic approach, most of the

studies on the relation between proximity and cooperation have been rather static

(e.g., Cantner & Meder, 2007; Paier & Scherngell, 2011; Wuyts et al., 2005).

In this chapter we want to contribute to the field of dynamic approaches and

analyze the interplay between cognitive proximity, knowledge exchange, and col

laboration. We focus our analysis on ties within innovator networks defined as an

ensemble of direct and indirect connections, with the direct ones being research

collaborations intended to produce innovations (Cantner & Graf, 2006). Tracking

the individual actors and their collaborations over time, we pursue the following

core research question: To what extent do knowledge dynamics between two coop

erating actors determine the continuation of their innovative ties? Accordingly, we

concentrate mainly on the dynamics of partners’ cognitive proximity. In addition,

we analyze the other two dimensions, trust and competencies, as further important

covariates.

Our descriptive analysis suggests that firms are generally prone to switching

their cooperation partner rather than to repeating the collaboration with that partner.

We thus find that the knowledge transfer and cooperation that partners have experi

enced with each other have no significant effect on the likelihood that they will

repeat their cooperation. Our empirical analysis also shows that cooperation is pro

moted by several factors: an overlap between the firms’ knowledge bases, an uneven

distribution of the reciprocal potential for knowledge exchange, general collabora

tion experience of the partners, and similarity in the degree of popularity of the

collaboration partners. We also find that firms prefer to cooperate with partners that

are different in organizational nature and age.

We begin by providing a general overview of basic concepts and principle argu

ments that describe the relation between similarity in knowledge, experience, and

their effect on tie formation. After characterizing how these relations dynamically

coevolve with ongoing collaboration, we present our hypotheses. In the second sec

tion we explain our methodological approach, including descriptions of the data and

variables. The third section presents the final results and our discussion of them. We

conclude with suggestions for further research.
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Knowledge Dynamics and the Evolution of Innovation

Linkages

The Role of Cognitive Proximity, Social Proximity,

and Similarity in Competencies in the Formation

of Innovative Ties

The increased orientation to collaboration, especially in research and development

(R&D), has led to an upsurge of studies analyzing the advantages and incentives

that are encouraging the trend toward the formation of alliances (e.g., Ahuja, 2000;

Gilsing, Nooteboom, Vanhaverbeke, Duysters, & van den Oord, 2008; Gulati, 1999;

Hagedoorn, 2002; Hamel, 1991; Khanna, Gulati, & Nohria, 1998; Mowery et al.,

1996; Powell, 1998). Essentially, most alliances are prompted by concerns about

access to external resources that are too costly to be acquired internally (Kogut,

Shan, & Walker, 1992). In innovation-oriented alliances the access to a partner’s

technology and knowledge-related resources—be they a particular technical infra

structure or, more important, technological capabilities and complementary skills—

is the primary motive for joint research, besides the sharing of risks and R&D costs

(Hagedoorn, 2002). Firms, especially those in high-tech industries, are unable to

generate internally all the resources they need in order to survive the rapid pace of

technological change (Powell & Grodal, 2006). According to the knowledge-based

view of the firm (which draws on the resource-based view of the firm originally

proposed by Penrose, 1959), a firm’s knowledge base, understood as a unique

resource difficult to imitate, is a key competitive advantage (Grant & Baden-Fuller,

1995). In this regard firms can be seen as bundles of competencies (Hamel, 1991,

p. 83) that they have accumulated throughout their lifespan. Because environments

and solutions to problems differ between firms, knowledge gathered by firms is an

idiosyncratic property and quite heterogeneous among them (Cantner & Graf,

2011). Even firms operating in the same industry or market differ in what they know

and what they are able to accomplish with their competencies. Although this propri

etary knowledge resource affords a basis for opportunities, its exploitation within

the firm’s boundaries is limited and leads mostly to incremental, not necessarily

optimal, improvements (Ahuja, 2000; March, 1991; Yang, Phelps, & Steensma,

2010). To broaden the knowledge base and explore new possibilities for recombina

tion and radical innovations, firms depend on external sources of knowledge (March,

1991; Yang et al., 2010). In looking for solutions to complex problems, successful

innovators extend their search to the environment beyond their own boundaries

(Freeman, 1991). The generation of knowledge and innovation thus results progres

sively from a collective learning process among various actors interacting formally

or informally (Asheim & Gertler, 2005).

In innovation-oriented alliances rational actors choose their potential interaction

partners according to the highest expected outcome in terms of successful knowl

edge exchange and potential innovations. The efficacy of knowledge exchange

between two or more actors is governed by the degree of heterogeneity between
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them. The proximity approach, proposed originally by Boschma (2005), empha

sizes that similarity (conceptually the inverse of heterogeneity)—or, as he calls it,

proximity—affects the ease of knowledge transfer between actors. He thereby dif

ferentiates between various dimensions of proximity whose prominence can differ

from one type of alliance to another. In R&D alliances explicitly conceived to gen

erate novel ideas and innovations, cognitive proximity might predominate over

other forms of proximity as the basis for potential knowledge flows, and social

proximity (also called the strength of social ties between collaborators) might take

precedence as the control mechanism for knowledge flows.

Understood as the similarity of knowledge bases, cognitive proximity can deter

mine the degree of knowledge exchange between actors through two central charac

teristics representing a trade-off in collective learning: mutual understanding and

learning potential. Mutual understanding is the degree to which different actors

comprehend each other, and it increases with cognitive proximity. Potential partners

therefore need to exhibit some minimum degree of cognitive proximity to warrant

mutual understanding.1 Learning potential has to do with the amount of what can be

mutually learned, and it decreases with cognitive proximity. The heterogeneity of

firms in knowledge space is a source of learning effects because relatively great dis

similarity can increase learning potential and the exchange of knowledge

(Nooteboom, 2005).

The idea of combining the two dimensions of cognitive proximity—that of being

a condition for mutual understanding and that of being a source of knowledge

exchange—suggests the existence of an intermediate degree of proximity at which

beneficial exchange of knowledge is maximized (Boschma, 2005; Gilsing et al.,

2008; Nooteboom, 1999). A deviation from this level will lead either to increased

potential for exchanging knowledge combined with lowered common understand

ing or to increased common understanding combined with lowered potential for

novelty. Consequently, an actor conducting a strategic and rational search for a

research partner should, at least theoretically, try to connect with a candidate who is

similar in knowledge stocks and who partly complements his or her own so as to

acquire the potential for creating novelty.

Besides the relevance of an optimal degree of cognitive proximity for under

standing and learning, the second condition for effective collaboration to take place

is the controllability of the knowledge-exchange-and-sharing relation. It is here that

social proximity comes in. Social proximity accounts for familiarity and trust

between cooperation partners, two facets that facilitate the transfer of tacit knowl

edge and reduce the occurrence of opportunistic behavior. Trust affects the effi

ciency of knowledge transfer, for familiar and trusting partners have internalized

1The concept of cognitive proximity is closely related to that of absorptive capacity (the ability to

assimilate external knowledge). Absorptive capacity is largely a function of the extent to which the

knowledge bases of collaboration partners are related (Boschma, 2005; Cantner & Meder, 2007;

Cohen& Levinthal, 1990).A lack of absorptive capacities tends to result in a sharing of knowledge

rather than in its exchange, for the partners are not able to integrate the external knowledge into

their own knowledge stock.
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norms of communication and can therefore improve their control of undesired

behavior such as free riding (Granovetter, 2005). Hence, the cooperation with

trusted partners warrants increased reciprocity for their efforts. Frequently proposed

mechanisms for developing social proximity include mobile inventors, who often

maintain social relations with their former workplace; the existence of positive

experience gained in previous collaboration; familiarity with each other before

cooperation; and acquaintance through a common partner (Ter Wal & Boschma,

2009). A strategic and rational actor should therefore prefer to link up with actors

who are already in his or her circle of acquaintances. In addition to cognitive and

social proximity as means to develop social proximity, Boschma (2005) suggested

geographic, organizational, and institutional proximity between partners to support

learning and innovation. For successful R&D collaboration and the generation of

innovations, we assume that social and cognitive proximity outweigh other dimen

sions of proximity because the creation of new ideas and the generation of innova

tion is a costly and uncertain process primarily determined by the knowledge

involved (Mowery, Oxley, & Silverman, 1998). In focusing on the examination of

learning dynamics in R&D collaborations, we concentrate our argumentation on

these two relevant dimensions of proximity. The likelihood of collaboration

increases with the social proximity and shows an inverted-U relationship with

respect to the cognitive proximity of the potential partners.

Recent empirical findings underpin these arguments. Despite the differences in

measuring the proximity dimensions, the positive effect of social proximity on the

probability of collaboration has become stylized fact in most of the studies on bilat

eral collaboration and the factors explaining its establishment and the exchange of

knowledge (Ahuja, 2000; Broekel & Boschma, 2012; Cantner & Meder, 2007;

Criscuolo, Salter, & Ter Wal, 2010; Gulati, 1995, 1999; Gulati & Gargiulo, 1999;

Mowery et al., 1998; Paier & Scherngell, 2011; Powell, 1998; Singh, 2005).

The results concerning cognitive proximity’s effect on the probability of collabo

ration are less consistent, chiefly because it is difficult to find appropriate proxies

and the divergence of applied measures. Paier and Scherngell (2011), Cantner and

Meder (2007), and Singh (2005) found that knowledge proximity had a purely posi

tive effect on tie formation, whereas Criscuolo et al. (2010), Mowery et al. (1998),

and Wuyts, Colombo, Dutta, and Nooteboom (2005) gave evidence of the inverted

U relationship between cognitive proximity and the proclivity to cooperate or to

share knowledge as originally proposed by Nooteboom (1999). Consistently,

Gilsing et al. (2008) and Wuyts et al. (2005) observed an inverted U-shaped curve

also for the relation between cognitive proximity and the innovative performance of

R&D projects. By contrast, Broekel und Boschma (2012) observed what is called

the proximity paradox in their analysis of link formation and link performance in

the aviation industry: Although proximity seemed to guide the formation of new

R&D alliances, cognitive proximity especially hindered the innovative performance

of the observed links.

Scholars have likewise identified factors that go beyond the link-specific prox

imity as inducers of opportunities for actors to collaborate. Among them are eco

nomic factors (e.g., accumulated capabilities and resources) and the general
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embeddedness of a firm in its relevant environment (e.g., the industry, the region).

Signaling competence to other actors in the network (Ahuja, 2000; Stuart, 2000),

both aspects enhance the perceived attractiveness of actors as a potential collabora

tion partner. In general, firms relatively well endowed with resources, such as inno

vative capabilities (past innovation activity) or technical capital (technology stock),

can exploit more opportunities to form links than less well-endowed firms can, for

potential partners perceive them as more competent than other firms and as better

able to offer more knowledge and relevant information (Ahuja, 2000). In turn, the

number of connections that the firm already possesses—its embeddedness—favors

new collaborations. In network studies the popularity of actors (or centrality as

defined by their number of linkages with other partners) is highly contingent on the

degree of their popularity in prior periods. This continually recurring phenomenon,

often referred to as preferential attachment (Barabási & Albert, 1999, p. 510),2 is

attributable to two effects. First, highly connected actors have broader access to

information about potential partners than less connected actors do (Gilsing et al.,

2008). The more connections an actor has, the more information that actor auto

matically also has about the partners of his or her partners, and the more visible

potential partners are. Second, potential partners perceive the central firm or actor

as more attractive than other candidates because the information about the central

actor diffuses more widely and quickly among a high number of potential partners

than is the case with noncentral firms. Moreover, a high number of connections

signals to potential partners a high level of competence and experience in managing

and organizing alliances, a large repertoire of technical capabilities, and access to a

broad and diverse knowledge pool (Ahuja, 2000; Gulati, 1999). Giuliani (2007), for

instance, found that the most central actors in the knowledge network possess the

most comprehensive knowledge base. The causal direction of this link is not clear,

however.

Firms or actors do not have infinite capacity to establish new links. The returns

on the creation of new links decrease with the total number of linkages because the

costs of managing all the linkages increase as the information benefits decrease

(Ahuja, 2000; Hagedoorn & Frankort, 2008). Besides, overembeddedness poses the

risk of becoming locked in, of forfeiting access to novel and nonredundant informa

tion, and of thereby losing innovative potential (Gilsing et al., 2008; Uzzi, 1997).

Corroborating this curvilinear relationship for the composition of linkages as well,

Wuyts et al. (2005) found that the diversity of the collaboration portfolio positively

influences innovativeness up to a certain optimal threshold. Actors whose popular

ity and opportunities are growing have to be increasingly selective in their partner

choice (Ahuja, 2000).

In the context of mutual agreements on collaboration and the search for the opti

mal linkages out of a pool of potential partners, reciprocity becomes paramount.

Firms or actors want a return on the effort and resources they invest in the collabora

tion. Reciprocity creates trust among the potential partners and makes collaboration

2Preferential attachment essentially refers to the tendency of a network’s new entrants to be partial

to connecting to central actors (Barabási & Albert, 1999).
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more likely and sustainable (Cantner, Meder, & Wolf, 2011). Furthermore, the bal

ance between partners’ invested effort and reciprocated learning determines how

well the alliance functions and how long it endures. Unilateral learning or an imbal

ance of resources might result in asymmetric bargaining power and dependency

(Hamel, 1991; Khanna et al., 1998). Firms (actors) find that their attractiveness in

terms of resources and efforts is reciprocated in collaborations with others similarly

endowed. In sociological studies on the relations of individuals, the attractiveness of

similarity has been termed homophily (McPherson et al., 2001; Rogers & Bhowmik,

1970). In the context of R&D collaborations, homophily might be driven by the

search for reciprocity. If so, then actors similar in experience and competence will

exhibit higher reciprocal potential than will dissimilar actors and will thus have

mutual incentive to associate with each other (Cantner & Meder, 2007).

The Dynamics of Tie Formation

Although much work has been done to identify factors that lead to the formation of

innovative alliances, little is known about the factors that determine the continua

tion3 of these alliances (Dahlander & McFarland, 2013). Because comprehensive

longitudinal data on collaboration is difficult to find, most studies on innovation

networks have relied on static analyses. Conceptual frameworks, too, such as

Boschma’s proximity approach, are basically static in nature (Balland et al., 2015).

In addition, the relation between the competence, proximity, and collaboration of a

firm is characterized by strong interconnectedness. The embeddedness of firms also

feeds back into the proximity to other actors, influencing their attractiveness as

potential partners and future collaboration opportunities (Balland et al., 2015). The

proximity of the partners changes throughout their bilateral collaboration as well, a

shift that has consequences for its continuation. Both the underexplored coevolution

of these factors and the evidence of the paradoxical effects of proximity and embed

dedness make it unclear whether collaboration alliances are finite (develop toward a

specific date of expiration) and whether one can use an alliance’s continuation or

termination to indicate an R&D alliance’s success. These coevolutionary processes

can be captured only by dynamic approaches.

Advances in this direction have been recently made mainly in the research on

networks by scholars such as Balland, de Vaan, & Boschma (2013), Broekel (2015),

and Ter Wal (2014). They have developed frameworks for empirically analyzing the

parallel development of proximity, structural embeddedness, and the overall linkage

distribution. One of this literature’s foremost contributions has been the inclusion of

endogenous network forces (the feedback effects of structural position in the net

work) as an explanation for the probability of link formation other than relational

3In this chapter the continuation of a linkage is synonymous with its persistence, recurrence, or

repetition. It is defined technically as the reappearance of a link over multiple years in our time

frame of observations.
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effects (proximity) (Gilsing et al., 2008). Initial findings consistently have shown

that the relevance of different proximity dimensions for the network configuration

changes over time. Ter Wal (2014) elaborated the role of geographic proximity and

triadic closure (which is close to social proximity; see Boschma & Frenken, 2010)

in the network dynamics of the German biotech industry.4 He found that the effect

of geographic proximity disappears over time, whereas the effect of social aspects

increases in importance over time. Conversely, analysis of a creative industry, such

as that of video games, showed that the effects of geographical and social proximity

were pronounced throughout all stages of the industry, whereas cognitive aspects

were relevant only in later stages (Balland et al., 2013). The interrelations between

the various proximity dimensions have also come under study. Cognitive, social,

institutional, and geographical proximity were found to coevolve over time, but the

association between cognitive and institutional proximity did not decrease over time

(Broekel, 2015). At the regional level, Cantner and Graf (2006) examined the net

work of innovators in Jena over two periods and found that the configuration of

technological proximity among the actors changed over time in conjunction with

the instability of collaboration. From this observation they concluded that the very

process of knowledge exchange depletes the cooperation potential between two

partners and eventually renders cooperation obsolete.

However, neither the various mechanisms that cause a change of proximities nor

the association with actions at the microlevel has been sufficiently considered yet

(Balland et al., 2013). Given this gap in the literature, we adopt a dynamic perspec

tive to take a step toward describing the coevolution of collaboration decisions,

proximity, and competencies. By analyzing the endurance of innovative ties and

relating them to the change in the underlying cognitive and social proximity and to

the competencies of actors, we go beyond the mere explanation of the formation of

these linkages.

Two opposite dynamics have been identified in the ongoing debate about the

effects that social aspects and cognitive aspects have on the continuation and dis

continuation of collaborative ties, respectively. First, familiarity breeds trust and

facilitates communication among partners (Gulati, 1995), so building up link

specific social capital and the social proximity it entails contributes to the continua

tion and stability of linkages (Cantner, Conti, & Meder, 2010; Gulati, 1995; Gulati

& Gargiulo, 1999). Second, an increase in cognitive proximity between collaborat

ing partners fosters their mutual understanding but depletes the potential for novelty

and reduces incentive to continue the collaboration (Wuyts et al., 2005). As for the

development of innovation potential over time, we expect the positive returns of

increased social proximity and mutual understanding between partners to be out

weighed by the negative returns of excessively similar knowledge bases. The argu

ment against long-term relations derives from the need for a diversity of knowledge

for successful innovation (Nooteboom, 1998; Gilsing et al., 2008). In summary,

4According to the concept of triadic closure, actors indirectly linked to one another by a third actor

in period t - 1 are more likely to establish a direct link in period t than are actors with no indirect

linkages (Ter Wal, 2014).



34516 Coevolution of Innovative Ties, Proximity, and Competencies

repeated ties accelerate the diffusion of information, whereas infrequent ties serve

as a source of novel and nonredundant knowledge (Granovetter, 2005).

Cognitive Proximity

Adding to what has already been done, we unravel the multifaceted concept of cog

nitive proximity into overlap, reciprocal potential, and knowledge transfer and

track their dynamics within the evolution of collaboration. Basically, the decision to

form or maintain a link is continuously evaluated according to the potential gains in

knowledge and in innovation (Hamel, 1991; Wuyts et al., 2005). The knowledge

endowment of partners can be considered a pool of potential knowledge flows. For

these flows to be take place, two conditions must be met. First, a certain minimum

similarity of knowledge bases, the overlap, is necessary to provide a basis for mutual

understanding. The ability to absorb external knowledge is largely a function of the

relatedness of the knowledge bases of collaboration partners (Boschma, 2005;

Cantner & Meder, 2007; Cohen & Levinthal, 1990). Second, the exchange of

knowledge requires potential knowledge that can be acquired because it is novel for

the partner and not similar to the knowledge that the partner already possesses. The

implication is that the dissimilarity of knowledge bases is also fruitful for potential

knowledge flows. Collaboration will be established or continued only if the expected

knowledge gains are positive.

From a dynamic perspective partners move along this proposed scale of cogni

tive proximity by increasing their overlap when collaborations evolve. After col

laboration has been initiated, partners who are able to learn will experience an

assimilation of knowledge bases that results in both an increase in overlap and a

decrease in novelty potential (Balland et al., 2015; Nooteboom, 1998; Wuyts et al.,

2005). The positive effects that overlap has on mutual understanding will eventually

be offset by the negative effects on novelty creation (Balland et al., 2015). These

dynamic reverse effects have been found in empirical studies on the persistence

of collaboration between researchers (Dahlander & McFarland, 2013) and on the

performance of continuing cooperation between organizations (Beaudry &

Schiffauerova, 2011; Wuyts et al., 2005). At Stanford University, too much intel

lectual similarity (overlap) of the literature cited in publications by collaborating

researchers has hampered the perpetuation of their collaborative ties (Dahlander &

McFarland, 2013). Lack of diversity decreases innovative performance in repeated

collaborations as patent rates and the quality of patents diminish in long-term col

laborations (Beaudry & Schiffauerova, 2011), and the less variation a collaboration

portfolio has, the less likely it is to result in technical novelty (Wuyts et al., 2005).

We therefore assume that strategic actors who seek to maximize the benefits of col

laboration for innovation will terminate their teamwork after it has exceeded the

optimal level of overlap.

Hypothesis 1a The relation between the cognitive overlap of two actors and the

likelihood of their continued collaboration follows an inverse-U curve.
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Considering only the sheer overlap of knowledge does not necessarily imply the

full exploitation of learning potential, for the remaining novel and complementary

knowledge in the partner’s knowledge base is not taken into account (Mowery et al.,

1998). The need to broaden that perspective becomes especially relevant in a

dynamic examination of collaborations. If the knowledge bases of partners increase

disproportionally to the overlap, the novelty potential does not necessarily decrease

with overlap over time. Remaining potential for novelty is a key incentive to con

tinue collaboration. Furthermore, collaborations as mutual agreements are estab

lished or continued only if both partners have incentives to engage in them. In

general these incentives encompass a certain level of reciprocity: Actors want their

invested efforts and competencies to be reciprocated. Seeking potential knowledge

flows, actors search for collaboration that they can expect to reciprocate the amount

of new knowledge they “offer” the partner (Cantner et al., 2011). The greater this

reciprocal potential is, the more attractive they rate the collaborative opportunity to

be (Cantner & Meder, 2007). In other words, the likelihood of collaboration

increases as the knowledge gains of the respective partners approach equality

(referred to as the increase in reciprocal potential). We assume that the search for

reciprocity in knowledge gains is also relevant for the continuation of

collaboration.

Hypothesis 1b The reciprocal potential between two actors is positively correlated

with the likelihood of their continued collaboration.

Apart from overlap and reciprocal potential, the very process of learning by the

partners has consequences for the continuation or termination of collaboration

(Hamel, 1991; Khanna et al., 1998). We define learning as the outcome of success

ful knowledge transfer, that is, as the successful integration of external knowledge

into the given partner’s own knowledge stock. This definition includes the possibil

ity that the newly integrated knowledge is applicable outside the cooperative activ

ity as well (Khanna et al., 1998). When learning potential has been exhausted and

the associated knowledge has been transferred, the collaboration becomes obsolete

to the partner who benefits from learning (Hamel, 1991). Learning also influences

the power distribution among the partners. An asymmetry in learning might lead to

an imbalance in bargaining power and dependency structures. Competitive collabo

ration can be understood as a learning race in which the “first learner” gains a higher

bargaining power than the lagging partner, who thereby becomes less attractive

(Hamel, 1991; Khanna et al., 1998). Hence, learning might cause the termination of

collaboration by shifting the power balance and by decreasing innovative potential.

In this regard the continuity of an alliance can be interpreted as learning failure

rather than as success (Hamel, 1991). We hypothesize that the degree of learning

determines the continuation of collaboration. In line with the cognitive and power

related arguments, our assumption is that effective knowledge exchange will

decrease the incentives to maintain the collaboration. If, on the contrary, knowledge

is only shared but not transferred, actors will retain sufficient diversity in knowledge

to benefit from the continuation of the collaboration. We thus expect that knowledge



34716 Coevolution of Innovative Ties, Proximity, and Competencies

exchange between partners will lead to the termination of their collaboration,

whereas mere knowledge-sharing will result in continued collaboration.

Hypothesis 1c Knowledge transfer between two actors is negatively correlated

with the likelihood of their continued collaboration.

Social Proximity

In the case of the collaboration among researchers at Stanford University, a shared

history likewise has increased the probability of continuing the relationship

(Dahlander & McFarland, 2013). Established link-specific social capital seems to

reinforce collaboration (Gulati, 1995). A reason for this conjecture lies in the effect

that social proximity has on the degree of comfort that accompanies communica

tion. Social proximity is associated with trust, the establishment of mutually agreed

social norms, and the control over undesired, noncooperative behavior such as

opportunism (Boschma, 2005; Granovetter, 2005; Walker et al., 2003). Because

social proximity is rooted in experience gained through successful cooperation, its

supportive effects on knowledge exchange become increasingly evident with repeti

tion of the cooperation. In this sense, increasing trust could explain the persistence

of cooperation observed for alliances of firms (e.g., Gulati, 1995; Mowery et al.,

1998). However, the relevance of social aspects might be contingent on the context

of the collaboration. Cantner et al. (2010), for instance, found that social capital as

measured by the frequency of the contact plays a role only for innovative outcomes

of cooperation with research institutes. In a dynamic context we expect that social

proximity as indicated by the experience that partners have shared through coopera

tion on innovation will promote future collaboration, all other factors remaining the

same.

Hypothesis 2 The likelihood of continued collaboration between two actors

increases with their prior common experience.

Competence

Other factors that coevolve with collaboration and that are subject to temporal

changes are the actor’s capabilities, overall experiences, and embeddedness in the

overall network. Innovative capabilities and experience in managing collaborative

agreements have been found to increase an actor’s attractiveness as a collaboration

partner (Ahuja, 2000; Gulati, 1999; Stuart, 2000). As the number of innovative col

laborations increases, the experience in running an alliance, managing skills, and

developing innovative capabilities mounts, attracting further potential partners.

Assuming that the condition of reciprocity needs to be fulfilled if collaboration is to

be maintained, we expect the likelihood of continued cooperation to be positively

correlated with the combined innovative and collaborative experience of both

partners.
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Hypothesis 3a The greater the general inventive or innovative experience of both

partners is, the higher the likelihood of their continued collaboration.

Hypothesis 3b The greater the general collaboration experience of both partners

is, the more likely it is that their collaboration will continue.

The embeddedness of an actor as defined by the number of collaborative ties that

the actor has established also determines the number of opportunities for additional

collaborations. The mechanism by which the rich eventually get richer explains a

certain path dependency in the evolution of networks: Central actors tend to become

more central over time (Barabási & Albert, 1999). This phenomenon is known as

preferential attachment, or cumulative advantage (Barabási & Albert, 1999;

Dahlander & McFarland, 2013). This process might be explained by the broad

access that central actors have to information about potential partners and by the

high visibility that central actors have for other potential partners (Ahuja 2000).

However, the reciprocity criterion applies as well. When seeking to maximize the

benefits of the collaboration, central actors are more likely to find that their invested

efforts are reciprocated by actors who exhibit the same degree of popularity.

Moreover, the bargaining power of central firms is greater than that of the less con

nected actor (Gilsing et al., 2008). If collaboration is to continue, then that power

needs to be equally distributed among the partners so as to avoid unilateral depen

dence (Hamel, 1991). Partners are therefore more likely to connect with each other

and to maintain this connection if they possess a similar number of collaborative ties

(Dahlander & McFarland, 2013).

Hypothesis 3c The more similar the degree of popularity of two actors is, the more

likely it is that their collaboration will continue.

Methodology

In our theoretical considerations we identified three main factors that might explain

the repetition of innovative linkages in our longitudinal study: (a) cognitive proxim

ity between the cooperation partners, (b) social proximity between the cooperation

partners, and (c) similarity in competencies that the partners bring to the collabora

tion. This section presents the database we used, the variables we created, and the

methodology we applied.

Data

To construct potential and realized linkages, we used relational information found

in patent applications. Successful collaboration leaves a trail in public patent data

because patented inventions can be considered the output of a preceding intensive
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cooperative research process (Singh, 2005). By definition, cooperative patents com

prise inventive success in this context. Although patent data come with certain limi

tations (see Griliches, 1990; Ter Wal & Boschma, 2009), they offer a rich and

comprehensive database on inventive activities. While working with patents, one

must carefully define the scope of analysis in order to avoid the bias stemming from

unobserved heterogeneity in patenting behavior (across industries and nations, for

example). To reduce this bias arising from intercountry and interindustry differ

ences, we narrowed our analysis to patents that were filed by German applicants in

the field of biotechnology between 1978 and 2010. The biotech industry is charac

terized by a high propensity to patent and a high frequency of joint research

(Griliches, 1990; Powell & Grodal, 2006; Ter Wal, 2014). We gathered the data

from the OECD REGPAT database5 (January 2012 ed.), which covers patent appli

cations to the European Patent Office (EPO) and the United States Patent and

Trademark Office (USPTO). To match the collaborative actors to their respective

other patents, we used the OECD Harmonised Applicants’ Names (HAN) database,

“which provides a dictionary of applicants’ names which have been elaborated with

business register data, so that it can easily be matched by all users” (retrieved July

15, 2015, from http://www.oecd.org/sti/inno/oecdpatentdatabases.htm).

The use of patent data in our analysis requires some qualifications. First, our pool

of potential collaborators encompassed all applicants with at least one patent appli

cation between 1978 and 2010. The influx of entries meant that this pool was not

fixed over time; it grew from year to year, so we had to deal with an unbalanced

panel. Second, a link between actors occurred when actors appeared together as

applicants on one patent document (coapplication). The probability of false posi

tives in detecting collaborations was assumed to be very small because a coapplica

tion reduces the applicants’ claim to the patent. Third, it was debatable whether

continuous cooperation was evident in patent data. If two applicants were persis

tently copatenting, we assumed that they were still conducting joint research. In this

sense, we were able to identify long-lasting relationships but may have underesti

mated the number of ongoing partnerships that did not result in patents. Fourth,

patents have been established as a measure of technological capabilities (Mowery

et al., 1996). The suitability of patent data as a proxy for firms’ knowledge stock

derives from the disaggregate information they convey. The International Patent

Classification (IPC) offers a standardized and detailed technological classification

system that enables one to assign the protected invention to a certain field of tech

nology and to characterize the firms’ research activities by constructing firm-specific

technology portfolios (Griliches, 1990; Jaffe, 1986; Benner & Waldfogel, 2008).

5“TheOECD REGPAT database presents patent data that have been linked to regions according to

the addresses of the applicants and inventors. The data have been ‘regionalised’ at a very detailed

level so that more than 2000 regions are covered across OECD countries. REGPAT allows patent

data to be used in connection with other regional data such as GDP or labour force statistics, and

other patent-based information such as citations, technical fields and patent holders’ characteristics

(industry, university, etc.), thus providing researchers with the means to develop a rich set of new

indicators and undertake a broad range of analyses to address issues relating to the regional dimen

sion of innovation.” (Maraut, Dernis, Webb, Spiezia, & Guellec, 2008, p. 3).
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Jaffe (1986) was one of the first researchers to use patent data as a proxy for tech

nological competencies of firms. He constructed the knowledge portfolios as a vec

tor of patent classes in which firms patented, and hecomputed the distances between

technology vectors of firms to obtain a measure of proximity among them.

Researchers subsequently adopted Jaffe’s approach in using patent classes to show

a firm’s technology portfolio, technological distances among firms, or potential

pools of knowledge spillover in the firm’s environment (Benner& Waldfogel, 2008;

Boschma & Frenken, 2010; Cantner & Graf, 2006; Cantner & Meder, 2007). We,

too, made use of this rich information by constructing the knowledge portfolios of

the actors and tracing their changes over time. Because it is unfeasible to approxi

mate knowledge portfolios of the individual inventor by means of patent informa

tion, we focused our analysis on the organizational level.

Sample

The basic characteristics of the sample are presented in Table 16.1. The sample

consisted of 197 firms that applied for patents with partners between 1983 and

2010, the period for which we sought to explain links between partners. Because

our objective was to explain a link between actors by examining their prior patent

ing activities, we consulted patent information on the 5 years before the actors’ first

link as of 1983. Our calculation of the variables is therefore based on all patents the

two actors applied for between 1978 and 2010. To analyze the dynamics of coopera

tion choice, we considered only the 91 firms that had cooperated at least twice

between 1983 and 2010, and we observed their collaborative behavior over the

years that followed the firms’ first appearance in the dataset. When a firm was coop

erating in 1 year, we paired it with each of the potential cooperation partners that

were active in the pool at the same time. The pool of a firm’s potential cooperation

partners consisted of all patenting actors who were active in the focal year or had

entered the sample before that point (Cantner & Meder, 2007). For all possible

combinations, we assigned a 1 for each realized cooperation and a zero otherwise.

Double pairs were excluded. The size of the pool of potential partners was nonde

creasing from year to year. It amounted to a maximum of 2369 potential partners.

By definition, the collaborations we looked at included the subject firm and, from

the pool, one potential partner that could be of any type (e.g., firm, university),

implying that the observations were not symmetric. All told, the 27-year span cov

ered by our analysis encompassed 321,683 possibilities to form dyads, of which 293

were ultimately realized.

When we grouped actors according to their overall collaboration activity over

the whole period or over their all-time partner portfolio (Wuyts et al., 2005), we

identified 106 firms that had collaborated only once (one-shot), 27 that had collabo

rated at least twice but with different partners (hop-on, hop-off), 24 that had col

laborated persistently with the same partner (persistent), and 40 that had pursued a

mixed strategy (mixed-type). For the purpose of our analysis, we focused on the
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Table 16.1 Description of firms in the sample analyzed for the dynamics of cooperation,

1983–2010

Actors

Characteristics No.

Size of the pool of potential partners 2369

Cooperating firms 197

One-shot 106

Repeaters 91

Hop-on-Hop-off 27

Mixed-type 40

Persistent 24

Partner diversity (collaboration partners of focal firms)

Minimum 1

Maximum 17

Median 2

Links

Possible links 321,683

Realized links 293

Repeated links 60

Nonrecurring link 138

Continuity of links (distribution of linkages across times of repetition, without

duplicates)

0 138

1 41

2 11

3 3

4 3

5 1

6 1

firms that had collaborated at least twice (i.e., excluding the one-shot collaborators).

As for the continuity of linkages, we found that 60 of the 293 linkages were persis

tent and that 138 did not recur. Most of the 293 linkages had been repeated once,

and the maximum number of times that a link was subsequently observed to have

recurred was 6.

Variables

We aim to explain the reappearance of linkages that were established between 1983

and 2010. Assume, for example, that we observed a certain firm to have cooperated

with a partner in 1997 and that this link recurred in 1998. This activity is what we

call repeated cooperation. Assume also that recurrence of this link ceased from 1999

on. With our analysis we seek to explain why the variable for cooperation (the
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dependent variable) became zero after 1998. To do so, we constructed variables

based on the cooperation partners’ characteristics that had accumulated in the years

before the cooperative relationship in 1998. All explanatory variables have been

lagged by 1 year. Assuming that collaboration was the outcome of a mutual agree

ment, we derived the explanatory variables (except for Knowledge Transfer, that is,

TransKnowledge) by matching the attributes of a given firm with those of the part

ner it selected or was assigned to. In our analysis we have evaluated the mutual

attractiveness of the collaboration opportunity according to social, technological,

and experiential aspects of reciprocity. Table 16.2 gives a comprehensive descrip

tion of the variables used.

Dependent Variable

The dependent variable, Coop, represents the cooperation between two actors in the

current year and is binary. It has the value of 1 if there is cooperation between the

actors as a pair; zero, if there is no cooperation. With our interest in explaining con

tinuous collaboration and the dissolution of cooperation, previously existing nonre

curring links (expressed technically by the change of the dependent variable from 1

to zero) are detected by the variable for common experience (see Social proximity

between the cooperation partners, below).

Independent Variables

Cognitive Proximity Between the Cooperation Partners

Overlap

A widely accepted procedure to operationalize the construct of cognitive proximity

is to categorize the innovative pursuits of the actors in some way. For this purpose,

the IPC offers a practical, detailed system for documenting their technological

activities. In empirical studies it is claimed that the IPC is useful for measuring

technological proximity as an aspect of cognitive proximity (Gilsing et al., 2008,

pp. 1719–1720, 1723). In keeping with previous studies (e.g., Cantner & Graf,

2006; Cantner & Meder, 2007; Gilsing et al., 2008; Jaffe, 1986), we, too, adopted

this resource to classify patent documents and used technological proximity as a

proxy for the multifaceted concept of cognitive proximity.

To test hypothesis 1a, we included a simple measure used in previous studies

(e.g., Singh, 2005; Cantner & Graf, 2006). To observe whether a minimum level of

mutual understanding of both partners was guaranteed, we calculated the two part

ners’ overlapping areas of knowledge (technically, just the count of the IPC classes

that partners or potential partners share). To correct for the fact that a potential

overlap is more likely between firms with relatively large portfolios than between

for firms with smaller ones, we divided the overlap by the sum of the IPC classes in
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Table16.2(continued)

Use

Nameofvariable

Numberof
Descriptionobservations

Mean

SD

Min

Max

Hypothesis1c

Hypothesis2

Hypothesis3a Hypothesis3b Hypothesis3c

Controls

TransKnowledge

CoopFXp

DyadSinglePAT5
DyadCoopPAT5

DCentrality

DPatAge

Binaryvariable321,683

indicatingwhethera knowledgeexchange

occurredintheprevious

period

Countvariableto321,683

measuresocialproximity. Itindicateshowoftenthe

partnerscooperated

beforethecooperationin

question.

Logarithmofthesumof311,728

singlepatentsheldby eachofthepartnersin

theprevious5years

Logarithmofthesumof311,728 thenumberofcopatents

heldbyeachpartnerin

previous5years

Absolutedifferencein321,683
thedegreecentralityof

thetwopartners

Differenceinage(yearof321,683 firstpatentingactivity)of

thetwopartners

0.0006 0.0016 4.4010 3.4156 1.4467 7.7953

0.0254 0.0655 2.7340 1.6567 0.99.19 6.3583

10.75658

8.9363

11 30

º



Interactions

DStatus

TransKnowledgexCoopFXp

TransKnowledgexRelOverlap

Binaryvariable321,6830.54800.4977

indicatingwhetherthe
partnersareofthesame type:1meansnotofthe

sametype,zeromeans bothpartnersarefirms.

Interactionofknowledge321,6830.00100.0560

TransKnowledgewith

CoopFXp

Interactionof319,3230.00010.0035

TransKnowledgewith

Reloverlap

0.3478

%
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the portfolios of both partners, using the relative overlap as one measure of cogni

tive proximity (RelOverlap). We also included this measure as a quadratic term to

capture the trade-off between minimum levels of knowledge overlap (as a warrant

for mutual understanding) and maximum levels of overlap (as a hurdle that knowl

edge redundancy poses to innovation) (RelOverlap2).

Reciprocal Potential

Following Cantner and Meder (2007), we tested hypothesis 1b by operationalizing

the potential knowledge benefits from a potential collaboration as the relation

between partner A’s and partner B’s new knowledge that is brought to the collabora

tion. However, we extended the approach of that earlier study by differentiating the

individual classes that were new to the partner rather than solely considering the

absolute number of patents. We counted the number of nonoverlapping IPC classes

for each actor and took the ratio between the minimum number and the maximum

number of new knowledge classes. This measure is named ReciPot. It is a continu

ous variable that ranges between 0 and 1, taking a 1 when the amount of new knowl

edge that the one partner offers is equal to that of the other (perfect reciprocity). The

greater the divergence between the amount of partner A’s and partner B’s nonover

lapping knowledge (i.e., the less reciprocal the gain is between the partners), the

more the measure of potential benefit approaches zero.

Knowledge Transfer

To test hypothesis 1c, we needed to measure the knowledge transfer between col

laborators. Citations of previous documents (patents and publications) pertaining to

the patent have become a favored instrument with which scientific authors detect

knowledge spillovers (e.g., Griliches, 1990; Hall, Jaffe, & Trajtenberg, 2001; Jaffe,

Trajtenberg, & Henderson, 1993; Mowery et al., 1996; Nelson, 2009; Nomaler &

Verspagen, 2008; Schmoch, 1993; Singh, 2005). A frequent criticism, however, has

been that patent citations may not imply real knowledge flows, for many citations

are added by the patent examiner rather than the inventor or applicant.

We took a different avenue and measured knowledge transfer between partners.

To do so, we defined the vector of a firm’s patented technological classes as its

cumulated knowledge stock and compared pre- and postcollaboration knowledge

stocks. We defined knowledge transfer as the appearance of a new patent class in the

firm’s patent portfolio after the collaboration had taken place (i.e., after the copatent

had been filed).6 To attribute the portfolio changes to the cooperation, the newly

added class had to have been part of the partner’s precollaboration knowledge base.

This measure enabled us to differentiate pure knowledge-sharing (as the pure access

to knowledge) from knowledge exchange (the integration of new knowledge into

the firm’s own knowledge base). We assumed that if a class was subsequently

6New in this context meant that the patent class did not appear in the firm’s precooperation portfo

lio before the application for the copatent.
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assigned to single patents, then the knowledge had been successfully integrated and

was applicable afterward without further collaboration. Used in conjunction with

this procedure, the binary variable TransKnowledge indicates whether knowledge

has been exchanged in prior collaborations. This variable takes the value 1 if either

partner has gained new knowledge; otherwise it takes the value zero. That is, the

variable captures both symmetric and asymmetric learning.

Our three measures of cognitive proximity—RelOverlap, ReciPot, and

TransKnowledge—do not develop independently of each other. Their changes over

time go hand in hand. Figure 16.1 illustrates the dynamics of these three variables.

Two actors, I and II, hold specific knowledge portfolios before cooperating with

each other (precollaboration). Actor I’s portfolio comprises ABCDEF; actor II’s,

ABGH. The knowledge overlap in t-1 is given by AB and amounts to .2, relative to

the overall knowledge. The reciprocal potential equals .5 because actor II possesses

two knowledge units that actor I can gain as opposed to four knowledge units that

actor II might be able to acquire from actor I. In other words, actor I can gain at most

only half the amount of knowledge that actor II, the partner, stands to gain.

Formulated differently, actor II can earn twice the amount of new knowledge that is

being offered to actor I. In this example, the potential gains are unequal. Assume

that collaboration then leads to symmetric learning in that C and G are exchanged.

Actor I’s postcollaboration portfolio is thereby enlarged to ABCDEFG; actor II’s, to

ABCGH. As a result, the overlap has increased to ABCEG and amounts now to .3

in relation to the overall knowledge possessed by the two firms. In turn, the ratio

between the potential knowledge gains has decreased to .3 because actor II now

offers only one new knowledge unit to actor I, whereas actor I now offers three

knowledge units to actor II. The potential for knowledge flows has thus decreased

and become more uneven. The attractiveness of this fictive alliance and the likeli

hood that it will continue have therefore declined. This example illustrates the case

of knowledge having been efficiently exchanged. When actors collaborate but are

unable to integrate new knowledge into their stock, then knowledge has only been

shared and the collaboration is more likely to continue than if they are able to inte

grate the new knowledge. In this sense, a continuation of collaboration can be inter

preted as a failure to learn (Hamel, 1991).

Social Proximity Between the Cooperation Partners

To test whether the probability for the creation or re-creation of a link increases with

the social proximity between the partners (hypothesis 2), we included a variable for

common experience, CoopExp, as a proxy for social proximity. CoopExp measures

how often the pair was cooperating prior to the cooperation in question. The number

of prior research projects with the partner is commonly used as a measure of the

strength of the tie and is assumed to capture the trust and ease of communication

between the partners (Cantner & Meder, 2007).
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Precollaboration t = Collaboration

t - 1

Postcollaboration

t + 1

t

I A B C D E F I A B C D E F G

II A HGB II A B C G H

Overlap t - 1 Overlap t+
1

Reciprocal Potential t-1 Reciprocal Potential t+
1

Knowledge Transfer t - 1 Knowledge Transfer t+ 1

Fig. 16.1 The dynamics in cognitive proximity and collaboration (Design by authors)

Similarity in Competencies

Innovative Capabilities

Patents are an approved proxy for innovative activities, for the number of patents an

actor holds is highly correlated with that actor’s R&D activities (Mowery et al.,

1996). To elaborate on the relation between accumulated technological capital and

the continuation of linkages (hypothesis 3a), we therefore added up the single
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patents (not copatents) that both partners owned in the 5 years prior to their collabo

ration. We regarded that sum as a proxy for their accumulated innovative capabili

ties (DyadSinglePAT5). To delimit the domain of the variable, we took the logarithm

of these values. We limited the observation period to the 5 years preceding the col

laboration of the two firms, assuming the knowledge to be almost obsolete thereaf

ter and accounting for the depreciation of innovative capabilities. Studies on the

depreciations of R&D activities (Czarnitzki, Hall, & Oriani, 2006; Edworthy &

Wallis, 2009; Hall, 2007) have indicated that R&D investment is completely depre

ciated after 3–5 years.

General Collaboration Experience Analogously, to capture the attractiveness of

the collaboration opportunity in terms of management ease, we took the sum of the

shared patents (copatents) that both actors held in the 5 years prior to the collabora

tion as a proxy for their accumulated collaboration experience (DyadCoopPAT5).

Because we wanted to detect the general collaboration experience, we used this

measure to add up all collaborations except the one in question. The greater the col

laborative experience is, the higher the likelihood of further collaborations. We also

assumed average capability depreciation after 5 years and applied the logarithmic

transformation to delimit the range of the variable.

Popularity Taking reciprocal incentives into account, Giuliani (2007) has argued

that central actors who are popular (as measured by their number of other linkages)

tend to connect to similarly embedded actors. We believe that the potential for

knowledge spillovers might be greater when partners are equally popular and pos

sess a similar pool of potential knowledge sources (links). To test this relation

(hypothesis 3c), we followed Dahlander and McFarland (2013) in using the abso

lute difference between the two partners’ degree of centrality (the number of links)

in the year before actual or potential collaboration. We called this variable

DCentrality. Theoretically, this measure is closely related to the general collabora

tion experience. In our analysis, however, it captures the reciprocity of popularity in

collaboration activity rather than the pure amount of previous collaboration

activity.

Control Variables

Apart from technological, social, and competence aspects, we also wanted to con

trol for additional effects stemming from organizational and age similarity. Both

variables might increase the likelihood of collaboration due to ease of communica

tion when the cooperating partners are exposed to the same institutional factors and

environments (organizational similarity) or when they have had the same amount of

time to operate in these environments and to accumulate experience and resources

(age similarity). Organizational dissimilarity—DStatus—is a binary variable taking

the value 1 when the two actors differ in organizational nature and zero when they

are of the same organizational type (interfirm collaboration). DPatAge is the
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absolute difference between the ages of the actors (measured as the length of time

since their first patent application). Our age variable was also assumed to capture

the effect of firm size because the age and the size of the firm are usually highly

correlated.

Estimation Strategy

The choice of a pair of partners to cooperate was modeled as the probability of

observing the realization of a link (coopi,j,t taking the value 1) contingent on the

explanatory variables we have discussed in this section. The decision to collaborate

in the form of a copatent is a binary one (see Fig. 16.2). We therefore estimate the

following logistic model (see Kennedy, 2009).

We included all realized and potential i,j combinations over the period from

1983 to 2010. To prevent potential biases from confining our sample to collabora

tive actors only, we included all possible combinations between the focal firms and

all actors who had patented at least once. However, inclusion of combinations with

all potential actors in the sample (even those that have never collaborated) intro

duces a source of bias due to unobserved heterogeneity. That is, control-group dyads

that were never realized might differ systematically in unobserved factors from

dyads that were realized at least once. These differences in unobserved characteris

tics might account for systematic differences in the general propensity of actors to

collaborate. Furthermore, other specific factors that are not observable and that

therefore cannot be included in our model might have caused the formation of each

dyad (Gulati & Gargiulo, 1999; Heckman, 1981). To account for pair-specific het

erogeneity, we applied a random-effects panel model by including a random inter

cept for each pair. We thereby assumed that the unobserved differences in the dyads

were the results of a random process. However, this method also comes with the

strong assumption that the unobserved factors are not correlated with any of the

explanatory variables. This assumption is hard to test empirically. Conversely, the

fixed-effects estimator would remove these time-invariant factors but would dra

matically shrink the size of the sample. This change would come at a cost: The

number of observations would drop from more than 300,000 to 501. Moreover,

random-effects estimation allows the model to include additional time-invariant

variables, such as DStatus. Given these considerations, we preferred the random

effects over the fixed-effects model.

Another issue that arises in the analysis of network data is the dependence of

observations. The observations are not completely independent; individual actors

might be part of multiple dyads. Consequently, the estimates are consistent, but the

standard errors might be underestimated (Kennedy, 2009). Because we could not

make any distributional assumption, we obtained robust standard errors by resorting

to bootstrapping methods for panel data. We calculated the standard errors from the

empirical distribution that was drawn by resampling the original dataset in 1000

iterations. Another form of bootstrapping commonly used to analyze dyadic data is
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Fig. 16.2 The model of the cooperation decision that is estimated to explain cooperation by the

presented explanatory variables

that of gathering the empirical distribution by repeated random permutation of the

complete adjacency matrix—an approach known as multiple regression quadratic

assignment procedures (MRQAP). Although this method has proven to be appropri

ate for linear models with a continuous dependent variable, it is still unclear how it

performs when employed to analyze binary models (Broekel, Balland, Burger, &

van Oort, 2014; Dekker, Krackhardt, & Snijders, 2007). Besides, MRQAP has not

been tested much in panel settings.

Results

Descriptives

Diversity in Partner Portfolio

For an initial overview of the diversity of the firms’ partner portfolios, we consid

ered the number of different partners firms cooperated with in the years from 1978

to 2010. Table 16.1 contains summary statistics about the number of partners and

the continuity of links. As shown by the distribution of actors across the different

partners (see Fig. 16.3), most firms cooperated with two different partners, the

median being 2. Only a few firms cooperated with a larger variety of actors. The

maximum number of different partners in one portfolio was 17. In other words, one

firm cooperated with 17 different actors during the period under study. For the firms

in our sample, the implication was that repeated collaboration with only one partner

was not a dominant behavior.

Dynamics of Link Formation

Concerning the recurrence of links, we found that 138 of the 293 realized links

came about just once (nonrecurring), whereas 60 links were repeated at least once

(the sum of repetitive links was 155). Without double-counting the repeated links,
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Fig. 16.3 Diversity of the partner portfolio among firms in the sample (Design by authors)

we found 198 realized combinations, of which most (138, or 70%) were nonrecur

ring. Most (41) of the sustainable links were repeated only once, and the maximum

number of link repetitions was 6. Unlike the findings reported by Gulati (1995) and

Gulati and Gargiulo (1999), who found stability in link formation, our first findings

suggest that firms are inclined to change partners regularly rather than repeat col

laboration with the same partner. Our findings complement the results by Wuyts

et al. (2005) and Cantner and Graf (2006), which support the contention that the

search for diversity of knowledge sources tends to lead firms to switch their R&D

partners.

Estimation Results

Table 16.3 shows the bilateral correlations between the variables included in the

estimations. With regard to correlations between the explanatory variables, we do

not seem to have a severe problem of colinearity. With respect to the correlation

between the explanatory variables and the dependent variable (Coop), we find that

RelOverlap, TransKnowledge, CoopExp, DyadSingle-PAT5, DyadCoopPAT5, and

DStatus have a weak positive correlation with cooperation, whereas ReciPOT,

DCentrality, and DPatAge are negatively correlated.

To deepen our understanding of the forces that determine the partner choice, we

ran a random-effects logistic regression on our panel data. Table 16.4 shows the

outcome of our estimations for seven model variations. The results for the base

model, which comprises the two control variables, DStatus and DPatAge, are shown

in the last column. We found that DStatus was highly significant and positively cor

related to the probability to cooperate (Coop), indicating that firms prefer to cooper

ate with partners that are of a different organizational form.

Concerning the dynamics of cognitive proximity, we analyzed three dimensions:

overlap (RelOverlap), reciprocal potential, and knowledge transfer. First, we found
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that the squared term of the relative overlap (RelOverlap2) between the knowledge

bases of the two partners had a highly significant positive correlation to the

probability of collaboration. However, we found no evidence of a moderate overlap

and, hence, no support for hypothesis 1a. When controlling for combined effects of

experience and overlap (see the column labeled “Interactions”), we found only a

pure positive correlation between overlap and the likelihood of collaboration. Thus,

the degree of mutual understanding seems to increase the likelihood that linkages

will be recreated.

Second, our impression of the search for diversity as illustrated in Fig. 16.2 was

confirmed by the results of our estimation. We found that firms were more likely to

reconnect with actors who differed from them in the amount of potentially new

knowledge than with actors who were the same or similar in that respect. The nega

tive relation between reciprocal potential (ReciPot) and the likelihood of collabora

tion indicates that reciprocity in knowledge gains is not a necessary precondition for

the continuity of collaborations. Our result was opposite to the assumed relation

stated in hypothesis 1b.

Third, concerning hypothesis 1c, we did not find a significantly positive correla

tion between collaboration and previous knowledge transfer (TransKnowledge).

Our results seem to contradict our hypotheses on the relevance of knowledge diver

sity in the evolution of cooperation. Concerning cognitive proximity, the need for

mutual understanding seems to predominate over need for reciprocity in potential

knowledge gains.

Regarding social proximity, we found no empirical connection between the

chances for cooperation and prior common experience (CoopExp), a result that does

not support our suggestion in hypothesis 2 that the propensity of collaboration

increases with prior common experience.

Even though common experience did not play a significant role in partner choice

among the firms in our sample, the combined overall cooperation experience

(DyadCoopPAT5) was positively and significantly correlated with the re-creation of

linkages. That is, choices to collaborate were preferred when at least one actor

exhibited great capability in managing cooperation. This finding is consistent with

the results reported by Gulati (1999), who observed the same supportive effect that

an actor’s general experience with collaboration has on that actor’s chances of

forming linkages. The importance of cumulative advantages is also reflected in the

negative relation between collaboration propensity and the difference in the degree

of popularity (DCentrality). Firms tended to seek reciprocal incentives when it

came to accumulating experience and building their cooperation capability but not

when they were interested in gaining knowledge benefits. Our results indicate that

firms prefer to link up with actors who offer an equal amount of accumulated

resources. Dahlander and McFarland (2013) found the same negative correlation

between the difference between the “cumulative advantage” (p. 72) of both partners

and the persistence of collaboration between researchers at Stanford University.

Conversely, the common cumulative innovative potential as measured by the total

number of single patents held by both actors (DyadSinglePAT5) seems rather irrel

evant when it comes to partner choice. Therefore, we find support for our hypothe

ses 3b and 3c but not for hypothesis 3a.
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Our findings lend support to the hypothesis that similarity in knowledge and

accumulated capabilities enhance the attractiveness of collaboration options and

link maintenance. Nevertheless, firms also seek some degree of heterogeneity in the

controls DStatus and DPatAge, for the probability of repeated collaboration

increases when the partner is not a firm or when the partner is significantly different

in patenting experience. However, these findings can be partially attributed to the

specificities of research in biotechnology. One reason is that relationships between

industry and the university are prevalent in German biotechnology. Because the

innovation process is rather linear, with discoveries being introduced by public

research institutes, collaboration between industry and the university is an impor

tantmechanismoftechnologytransferand thus increases its likelihood.Furthermore,

the influence of the difference between the patenting ages of the partners might

reflect another widespread form of collaborative combination in biotechnology:

young, small companies as the creative engine of joint research and large pharma

ceutical companies as a source of financial resources (McKelvey, 1997; Powell,

Koput, & Smith-Doerr, 1996; Ter Wal, 2014).

In summary, our findings generally suggest that both similarity and diversity of

actors afford incentives to form alliances. Similarity plays a specific role in partner

choice with regard to general collaboration experience (DyadCoopPAT5) and the

accumulation of resources (DCentrality). Actors seek to connect to actors who can

reciprocate their general collaboration expertise and provide a certain basis for

mutual understanding. The reciprocity in knowledge gains and the amount of inno

vative capability seem to play a comparatively subordinate role. As far as organiza

tional similarity and patenting age are concerned, actors are inclined to choose

diverse partners.

Conclusion and Further Research

The aim of this study was to elaborate on the coevolution of several attributes of

cognitive proximity, social proximity, and similarity in competencies as collabora

tion between two actors progresses. We have contributed to the debate on whether

networks are rather stable (i.e., with actors always cooperating with the same part

ners) or volatile (i.e., with actors changing partners regularly). Our findings suggest

that firms are prone more to switching their cooperation partner than to repeating

the collaboration with a given partner. We found no significant effect of knowledge

transfer and prior common experience on repeated link formation. Instead, we

found that firms prefer to cooperate with a partner whose knowledge bases and

accumulated collaboration experience are rather similar to their own and whose

organizational nature and patenting age are rather dissimilar to their own. We did

not find evidence to support the hypothesis that potential for innovation and collabo

ration decreases as the overlap of the knowledge bases increases (Gilsing et al.,

2008; Nooteboom, 1998; Wuyts et al., 2005).
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Our methodology has limitations and drawbacks that one must consider when

interpreting the final results. First, the degree to which the number of linkages

observable in our data matches that in the real world heavily depends on the patent

ing practices among actors (e.g., cross-patenting or cases in which a central institu

tion may administrate the patenting process and is therefore the only applicant).

Including only those collaborations that are defined by coapplication might under

estimate the number of actual linkages. Yet if we were also to take account of the

connections realized through shared inventors, we might overestimate the number

of linkages (Ter Wal & Boschma, 2009). In addition, we expect the number of dis

regarded cases to be rather small because inventor mobility is rare in Europe (Ter

Wal & Boschma, 2009). Crescenzi, Gagliardi, and Percoco (2013) estimated that

barely 5% of inventors change their employer. A closely related drawback to our

methodology is the underrepresentation of informal ties, for we considered only

formal collaboration agreements. Prior studies have emphasized the importance that

informal ties have for innovative outcomes (e.g., Powell & Grodal, 2006), but it has

been found that formal ties, especially in the life sciences, are generally preceded by

informal ties (Powell et al., 1996). On this basis we argue that preceding informal

ties are manifest in formal ties and are therefore captured in the study of the latter.

Second, by focusing on the research of the dynamics in bilateral R&D collabora

tion, we set aside the study of the effects of the micromechanism on the overall

network structure. We thereby also opted to forgo explicit consideration of the feed

back effects that an actor’s position in the overall network has on partner choices at

the microlevel. We tried to control for this limitation by incorporating information

on whether an actor was highly connected (central) or rather peripheral and by

adapting the standard errors accordingly. However, recent research on networks has

made advances regarding the explicit modeling of endogenous structural mecha

nisms such as triadic closure and preferential attachment (Broekel et al., 2014). Our

analysis could be extended by elaborating the overall network evolution as a result

of partner choice at the microlevel, a selection that is itself determined by similarity

and diversity aspects. Stochastic actor-oriented models, for instance, allow for

examination of the relationship between the individual partner choice and overall

network dynamics (Balland et al., 2013). In this context, however, it is debatable to

what extent firms can directly influence and are aware of the network beyond their

ego network (direct connections) (Gilsing et al., 2008).

The third concern about studies that focus on analyzing a certain pattern in a

specific industry is the generalizability of their results. Application of our results is

limited, for example, by the appearance of patterns that might be caused by industry

specificities. However, some of the factors that our analysis identifies (e.g., positive

effects of overlap, the reciprocal cumulative advantage, and reciprocal general col

laboration experience) have also been observed in other environments and at other

levels of observations (Cantner & Meder, 2007; Dahlander & McFarland, 2013;

Gulati, 1999).

In view of our results and the type of analysis suggested with this study, we have

taken a further step in the effort to disentangle the coevolution of the proximity of

collaboration partners and the formation and repetition of cooperative ties. In doing
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so, we have already taken into consideration factors that go beyond dyadic relation

ships, factors such as network characteristics. Extending this dimension in future

research will help improve the understanding of the dynamics of cooperation net

works at the core of clusters and of local and regional innovation systems.
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