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Preface

Chaotic phenomenon has been and continues to be an essential component in the
nonlinear vibration of dynamical systems at different degrees of freedom. The non-
linear response of vibration is employed to describe the movement of the dynamical
system. This book discusses the chaotic phenomenon in cam-follower systems, rolling
bearings, high-rise buildings, and vehicle track interaction. The experimental data
included supports the numerical simulation results. The Lyapunov exponent parame-
ter is used to quantify the level of chaos in nonlinear dynamics systems. Moreover, the
Fast Fourier Transform (FFT), bifurcation diagram, Poincaré map, and phase-plane
diagram are used in nonlinear dynamics behaviors. SolidWorks, MEMS, and ANSYS
programs are used to detect the nonlinear response of dynamical systems in different
applications of sciences.

Louay S. Yousuf

Mechanical Engineering Department,
San Diego State University,

San Diego, California, USA






Chapter 1

Effect of Different Material
Properties on the Nonlinear
Dynamics Phenomenon of
Cam-Follower Mechanism

Louay S. Yousuf

Abstract

The effect of different material properties for both radial cam and translated roller
follower on the nonlinear dynamics phenomenon is investigated at different cam
speeds. The equations of the dynamic motion of the follower movement are derived
based on the conception of mechanical vibration theory. In this chapter, we investi-
gate the nonlinear dynamics behavior by detecting it using phase-plane diagram and
Poincare’ map at different material properties and different cam speeds of the cam.
The follower is moved with three degrees of freedom inside its guides and the cam is
spinning about a fixed pivot. The nonlinear response of the follower is calculated
using SolidWorks program at different cam speeds, different guides’ clearances, and
different material properties. The nylon, acrylic, and aluminum greasy and steel dry
and greasy material properties are examined for nonlinear dynamics behavior of cam-
follower mechanism.

Keywords: phase-plane diagram, Poincare’ map, radial cam, translated follower,
different material properties, nonlinear dynamics, non-periodic motion

1. Introduction

The radial cam and translated roller follower mechanism can be found in wind-
shield wiper of the car in which the oscillating motion of the wiper is controlled by the
rotary motion of the cam. This kind of cam has been selected based on the irregular
profile in which it has two noses and two flanks. At high speeds of the cam, the
follower will jump off the cam and introduce chaotic motion at the locations of the tip
of the noses. The application of the proposed mechanism is in controlling the opening
and closing of valves in internal combustion engine. Nonlinear dynamics phenomenon
has happened in the presence of the follower guide’s clearance. The mathematical
model of transient impact, separation, and contact is described by Yang et al. using an
oblique impact in cam-follower system [1]. They explained that at low speed for the
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cam and without the use of coefficient of restitution, the cam, and the follower are in
permanent contact. Due to the nonlinear dynamics phenomenon, the largest
Lyapunov exponent, the power spectrum of Fast Fourier Transform (FFT),

Poincare’ map are discussed by Yousuf to investigate the detachment between the cam
and the follower. The response of the follower is calculated at different coefficients of
restitution, different cam speeds, and different follower Guides’ clearaances [2]. By
taking into consideration the coefficient of restitution, Sundar et al. analyzed the
model of nonlinear contact damping and contact stiffness of single degree of freedom
system [3]. Moreover, the same group in Ref. [3] discussed the effect of rolling and
sliding contact on the nonlinear dynamics phenomenon [4]. Osorio et al. studied the
bifurcation of corner impact at variable cam speeds since the detachment occurred
between the cam and the follower [5]. Li and Du used the model of coefficient of
restitution to control and analyze the bifurcation diagram of collision constrained
vibrational system. On the other hand, phase-plane diagram has been built between
the displacement and velocity of the follower due to the energy dissipation outside the
phase-plane envelope, while the Poincare’ map [6] shows the single and group points
of black dots. The aim of this chapter is to study the effect of different contact
material properties on the nonlinear dynamics phenomenon for radial cam and trans-
lated roller follower system at different cam speeds and different follower guides’
clearances.

2. Phase-plane diagram and Poincare’ map of nonlinear dynamics
phenomenon

Four follower guides’ clearances (C = 16-10-3, 17-10-3, 18-10-3, and 19-10-3 mm) at
different cam speeds are used in SolidWorks program. The spring between the fol-
lower and the installation table works as a secondary force actuator. The total follower
displacement is shown in the following eq. [7]:

Xe(t) = e (clsm(\/m% - t) " CzCos( W}~ t>)

Xst Qz . Xst 2 Q
Where:
c
= —2p 2
L 3)
m
P= F (4)
m
2\ 72 202
H= {1— <92> B et (5)
('01'1 mﬂ
Xy = ()
me?
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Figure 1.
Cam-follower system with its dimensions.
1 25
= 08 & 2
g Z
8 0.6 g 15
£ 04 =
2 8 7
T 02 g 05
2 02 5 03]
5 0| 0
z ‘ ]
2 02 £ 05
e 2
-0.4 = -
-0.6 48 : -
0 5 10 15 20 25 30 35 40 0 10 20 30 40 S50 6
Follower Displacement (mm) Follower Displacement (mm)
(a) N =100 rpm. (b) N =300 rpm.
£ =
kS 2
= =4
e =
: z
= =
£ &
3 -4
0 10 20 30 40 50 60 0 10 20 30 40 50 60
Follower Displacement (mm) Follower Displacement (mm)
(¢) N = 500 rpm. (d) N'= 700 rpm.
Figure 2.

Phase-plane mapping when the contact condition is aluminum greasy for follower guide’s clearance
(16.10-3 mm).
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The preload spring is included with the contact force as in below [8]
in Egs. (9) and (10):
1 ..
P. = Cos(@) [K(A + Xc(t)) — KXc(t) — mXc(t)] 9)
X (t)
t =7 10

w0 =5 o 10)

In which K(A + X.(t)) is the preload spring.
SolidWorks program already has the library of material properties since both the
radial cam and the translated roller follower are assumed to have the same material
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Figure 3.

Phase-plane mapping when the contact condition is steel greasy for follower guide’s clearance (17.10-3 mm).

4



Effect of Different Material Properties on the Nonlinear Dynamics Phenomenon...
DOI: http://dx.doi.org/10.5772 /intechopen.112795

<40 @60
a 38 ® g 59
2 36 %
2 2 57
= o -
g 34 (e 4 ° % 56
5 32 - 55| o .
. 2 54
% 3030 35 40 _% 54 56 58 60
P Follower Displacement (mm) @ Follower Displacement (mm)
—~ (a) N=100 rpm. : (b) N=300 rpm.
e Z 60 ”
E o6 el
~ 50 " p * e
2 = 40 ]
R3] 40 ,j?,:‘ | LM - !
Q 0 30 ®
© 30 S
; i
= :
Follower Displacement (mm) Follower Displacement (mm)
(c) N =500 rpm. (d) N =700 rpm.
Figure 4.

Poincare’ map when the contact condition is nylon for follower guide’s clearance (16.10-3 mm).

properties at the contact point. Different material properties for the radial cam and
translated roller follower such as steel greasy, steel dry, aluminum greasy, aluminum
dry, nylon, and acrylic are considered in the contact model in SolidWorks program. In
the future study, the different material properties at the contact point between the
cam and the follower are taken into account. In other meaning both the cam and the
follower have different material properties. Figure 1 shows the mechanism of cam-
follower with its dimensions.

Phase-plane diagram shows how the attractor of the follower displacement-
velocity grows or shrinks over the time at different contact conditions. Phase-plane
diagram is another proof of chaotic motion alongside with Poincare’ map. The
broken lines in the upper and lower surfaces in the phase-plane diagram show the
effect of impact in one cycle of the cam rotation for the given follower
displacement and follower velocity. The broken lines increased with the
increasing of cam speeds and with the increasing of follower guides’ clearances.
When the orbit of the follower displacement-velocity in state space domain forms a
closed cycle, it signifies periodic motion. When the attractor of the follower
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displacement-velocity diverges with no limit of spiral cycles, it indicates non-periodic
and chaotic motion [9]. Figure 2 shows the phase-plane mapping when the contact
condition is aluminum greasy for follower guide’s clearance (16.10-3 mm) at
different cam speeds. The cross-linking of the follower displacement-velocity

orbits increases as the cam speeds increase starting from follower displacement

(30 to 50 mm) as indicated in Figure 2b—d. The follower motion variation is
increased with the increasing of follower velocity since there will be an energy
dissipation outside the envelope of phase-plane diagram. The system in Figure 2a
shows the quasi-periodic motion for the follower displacement since the follower
starts double impact and detachment at follower displacement (30 mm) and the
follower comes back to the cam at follower displacement (25 mm). The motion of the
follower in Figure 2b—d shows the non-periodic motion for the follower displacement.
Figure 3 shows the phase-plane mapping when the contact condition is steel greasy
for follower guide’s clearance (17.10-3 mm) at different cam speeds. The multi and
double impacts have occurred when the follower displacement is between (22 and

31 mm) as indicated in Figure 3a and b at (N = 100 and 300 rpm) respectively. The
cross-linking of the follower displacement is increased with the increasing of cam

28 ‘
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Figure 5.
Poincare’ map when the contact condition is steel greasy for follower guide’s clearance (17.10-3 mm).
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speeds and follower guides’ clearances since there will be an energy dissipation out-
side the envelope of phase-plane diagram. The non-periodic motion of the follower
displacement is shown in Figure 3c and d when the follower starts multi-impacts
since the follower variation is increased with the increasing of cam speeds. The
Poincare’ maps investigate the chaotic motion of the follower due to multi-impact in
one cycle of the cam rotation [10]. Figure 4 shows the Poincare’ maps when the
contact condition is nylon for follower guide’s clearance (16.10-3 mm). Poincare’ map
represents that the follower motion reached the steady state (periodic motion) as
shown in Figure 4a based on the single dot in Poincare’ map for the given displace-
ment and velocity. Figure 4b reflects the periodic motion of the follower displace-
ment at (55 and 59.5 mm) while the non-periodic motion is occurred when the black
dots are stationed around one area inside Poincare’ map. The more black dots in
Poincare’ maps, the more detachment heights between the cam and the follower. The
non-periodic motion of the follower displacement is indicated in Figure 4d. The
quasi-periodic motion of the follower displacement is shown in Figure 5a and b at
follower displacement (27 mm), and (30.5 to 31 mm). The non-periodic motion of the
follower displacement is shown in Figure 5d. The black dots are increased with the
increasing of cam speeds and with the increasing of follower guides’ clearances.
SolidWorks software is used to calculate the follower displacement and follower
velocity at different contact conditions, different cam speeds, and different follower
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— | . s
I TN NnN 50
£ Jnanannnan g 2
:1:: 25 é <
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(%] 20 Q9
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Figure 6.

Follower displacement mapping when the contact condition is nylon for follower guide’s clearance (17.10-3 mm).
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guides’ clearances. Follower guide clearances (C = 16-10-3, 17-10-3, 18-10-3, and
19-10-3 mm) are used in the simulation while the cam is rotating at constant speed
(100, 300, 500, and 700 rpm). Figure 6 shows the mapping of follower displacement
when the contact condition is nylon at different cam speeds and follower guide’s
clearance (17.10-3 mm). The cam and the follower are in permanent contact as shown
in Figure 6a in which it indicates periodic motion. The quasi-periodic motion of the
follower displacement is shown in Figure 6b. The detachment of the follower is
shown in Figure 6c¢ in which it indicates non-periodic motion and chaos as shown in
Figure 6d. Figure 7 shows the mapping of follower displacement when the contact
condition is steel greasy at different cam speeds and follower guide’s clearance
(17.10-3 mm). The cam and the follower are in permanent contact as shown in
Figure 7a and b which indicates periodic motion for the follower displacement. The
quasi-periodic motion of the follower displacement is shown in Figure 7c in which the
detachment is occurred between the cam and the follower. Figure 7d shows the non-
periodic motion and chaos for the follower displacement due to the high speed of the
cam. Figure 6d indicates non-periodic motion and chaos over all the periods of time

35 35
T | it
2 g

OD 1 2 3 4 5 6 7 8 8 10 00 1 2 3 4 5 6 7 8

Time (s) Time (s)
(a) N =100 rpm. (b) N =300 rpm.
‘| ® = 80
:
3 x 5 »
03) 20 g 20
d - LA
0 1 2 3 4 5 6 7 8 o 1 2 3 4 5 6 7 8
Time (s) Time (5)
(c) N =500 rpm. (d) N=700 rpm.
Figure 7.

Follower displacement mapping when the contact condition is steel greasy for follower guide’s clearance

(17.10-3 mm).
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Figure 8.
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Figure 9.
Follower displacement mapping for follower guide’s clearance (19.10-3 mm) at different contact conditions.

while in Figure 7d the motion of the follower displacement is divided between peri-
odic and non-periodic motion and chaos over some periods of time. It can be con-
cluded from all the contact conditions that the non-periodic motion starts at

(N =300 rpm) except for the contact condition of nylon material properties where the
non-periodic motion starts sometimes earlier after (N = 100 rpm). All the contact
conditions have periodic motion at (N = 100 rpm). Figure 8 shows the follower
displacement mapping when the contact condition is steel greasy for follower guide’s
clearance (17.10-3 mm) while Figure 9 shows the follower displacement mapping for
follower guide’s clearance (19.10-3 mm) at different contact conditions. Figure 10
shows the follower displacement mapping when the contact condition is aluminum
greasy at different guides’ clearances.
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Follower displacement mapping when the contact condition is aluminum greasy at diffevent guides’ clearances.

3. Conclusions

Phase-plane diagram and Poincare map are used to detect the nonlinear dynamics
phenomenon in radial cam and flat-faced follower mechanism at different cam speeds
and different contact condition of the material properties. As stated, the level of chaos
of steel greasy material in nonlinear dynamics behavior is more than the level of chaos
of nylon material properties due to the contact between the cam and the follower. The
peak of rise stroke is increased for steel dry and greasy while it decreases for nylon and
acrylic material properties. The dwell stroke is varied and increased with the increas-
ing of guide’s clearance of aluminum greasy material properties. The level of chaos of
nonlinear dynamics of steel greasy is more than the level of chaos of aluminum greasy

0.05 0.1 0.15 0.2 0.25 0.3 0.35

since this level is increased with the increasing of cam speeds.
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Linear displacement, velocity, and acceleration of the roller

follower, mm, mm/s, mm/s”.

Mass of follower stem, kg.

Cam angular velocity, rad/s.

Static deflection, mm.

Follower angular velocity, rad/s.

Time, s.

External force on the follower, N.

Damping coefficient, N-s/mm.

Contact force between the cam and the follower, N.
Spring stiffness, N/mm.

Radius of base circle of the cam, mm.

Preload deflection before the cam starts spinning, mm.
Pressure angle, angle.
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Chapter 2

Perspective Chapter: Optimal
Analysis for the Correlation between
Vibration and Temperature through
an Intelligent Sensor/Transducer
Based in Amorphous
Nanostructures to Measure
Vibrating Surfaces Temperature

Jesis Alan Calderon Chavarri, Julio César Tafur Sotelo,

Eliseo Benjamin Barriga Gamarra, John Hugo Lozano Jauregui,
Dante Jim Randal Gallo Torres,

Rodrigo Alonso Urbizagdstegui Tena,

Jaime Eduardo Zeiia Delgado and

Christian Enrique Gozar Pastor

Abstract

The vibration is an oscillatory movement caused by a propagation of waves
through fluids or solids, and this consequence is achieved in many mechanic systems
by the energy transmission between the movement source with the machine that
needs the transmission movement, such as the vibration produced by a combustion
engine, by a compressor system and by a result of movement transmission over rotor
systems. However, if it is not a controlled mechanism to moderate the produced
decibels, the main system that is affected by the vibration can reduce its performance;
moreover, it can increase the surface temperature of the vibrating source and systems
around. In spite of this, when it uses contact sensors to measure the vibration and
temperature over the surface vibrating system, the measured data are under distur-
bance caused by the vibration source. Therefore, in this research is proposed an
intelligent sensor/transducer based in amorphous nanostructures owing to measure
the vibration of the surface through infrared (IR) emitter/receiver and the absorbance
of the receiver sample has a quite range of work and robustness under disturbance of
vibrating signals. This proposed sensor also has the possibility to charge energy by
itself because of sun/warmth energy conversion.
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Keywords: temperature measurement, vibration measurement, sensor/transducer
design, mathematical modeling, wireless communication, calibration, combustion
motors

1. Introduction

The measurement of vibration and temperature is quite important according to
get information regarding the oscillations [1, 2] and the molecular kinetic energy of
the movement source and heat sources of engines internal components, or
combustion motor’s external surfaces. However, there are tasks, in which is not
possible to get contact between the sensor with the movement source and thermal
source, hence the temperature measurement is given through IR sensors. In other side,
it was possible to find the wave parameters from the IR signal of the thermal source
owing to get an estimation of the vibration frequency of the movement source.
Notwithstanding, there is a trouble concerning the transduction stage in the measure-
ment while there is not a transducer algorithm designed as a consequence of mathe-
matical model which correlates the calibration data with theoretical model of the heat
transfer and the surface vibration of the movement source and thermal source. For
this reason, it was proposed in this research to analyze a mathematical procedure of
the measurement instrumentation according adaptive coefficients in MF strategies
[3]. In this research is explained and analyzed the temperature measurement process
and the transduction process as the strict correlation with the IR signal from the
thermal source.

Therefore, the proposed sensor was evaluated for the measurement of the temper-
ature and vibration of a combustion motor because of getting the understanding of its
combustion and the motor user could achieve its diagnostic. There are many temper-
ature sensors based in passive measurement such as thermocouples and thermistors,
which proportionate the correlation of temperature in electrical equivalence of voltage
and electrical resistance respectively, by other side, there are different piezoelectric to
measure the vibration (frequency and amplitude) of surfaces. Nevertheless, there are
tasks to measure vibration and temperature of systems that are located in intricate
places and it is not suggested to use contact sensors [4-11], hence IR sensors are the
appropriated solution. For example combustion motors have many components inside
and the combustion process can produce vibrations in them and in all the motor.
Moreover, a not fuel good quality can cause damage in the combustion motors which
are plenty used in industry and transport such as in Peru, where the transport (public
and private) depends of this kind of motor and will continue using them during many
years yet, in spite of the new technology in motors are enhanced by electric motors (or
hybrid), hence, it is necessary to understand the combustion process in combustion
motors. Therefore, temperature and vibration sensors can give information of the
operation of the combustion motor according to repair them when its components are
not working appropriated and as a consequence to look for their reparation avoiding
pollution. To visualize the measured information, the sensor data (electrical equiva-
lence of temperature and vibration) needs electronic devices due to compensate,
amplify and linearize the electrical equivalent of temperature transduced to thermal
units. In this research is proposed a mathematical model strategy based in MF in order
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to get the transduction result. The complexity of the transduction is replaced by the
mathematical model designed.

The proposed sensor is part of an integrated system, which is depicted by the
Figure 1. The proposed sensor is represented as IS (Intelligent Sensor) in order to
measure temperature and vibration (T&V) and the measured data can be sent
through IR to an external computer that can be at many meters of distance and 2
antennas Al and A2 have the tasks of the data transmission. Moreover, the IS has
independence of its own energy to be operating because of this proposed sensor has
integrated a sample of sun panel to obtain electrical energy through sun/heat energy
conversion.

Hence, in this research is proposed an intelligent sensor/transducer (as part of an
integrated system) based in nanostructures due to measure the temperature and
vibration of the combustion motor surface depicted by Figure 2, in which “A” is the
IR emitter in controlled frequency that could not be confused with the IR signal
produced by temperature of the combustion motor operation. “B” is the sample
transducer to receive the vibration signal, for which “D” is the vibration sensor based
in nanotubes amorphous. “C” is the Anodic Aluminum Oxide (AAO) sample trans-
ducer to receive the temperature signal for which “E” is the temperature sensor based
in nanoholes amorphous. “F” is the battery to proportionate energy of the proposed
sensor, and “G” is data transmitter according to send the temperature signal and
vibration signal from the surface of the combustion motor to a receptor which can be
used by the user due to get the diagnostic of the combustion motor. Moreover, H is the
sample based in nanostructures to receive the sun energy and I is the converter to
electrical equivalent signal due to store the energy in the batteries of the sensor. Many
systems can improve their monitoring variable by advanced sensors such as sensors
based in nanostructures [1] thereby the understanding of the geometry and material

o A
.
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Figure 1.
Communication system of the proposed IS.
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Figure 2.
Temperature and vibration transducer design.

of the sensor is quite important due to get the optimal transduction as consequence of
the measurements.

2. Analysis of the optimal transduction design

Optimization analysis through MF is briefly studied in this chapter, in order to find
the best solution for the data interpretation from the designed intelligent sensor,
whereby the theoretical models of the physical process and analytic interpretation of
the experimental results give the support to achieve the costing function by multivar-
iable systems, because of the correlation among the internal variables of the system
with the costing function.

Therefore, it was analyzed by polynomial equations as it is described by the general
model in Eq. (1), for which “D"” is the derivative 2, y(t) and it is the variable output
matrix, “u(t)” is the variable input matrix, “e(¢)” is the variable error matrix, “a” and
“b” are the adaptive coefficients of the system [3, 12].

D™y (t) + Z ajD"‘jy(t) = ijD”‘ju(t) +e(z) 1)
=1 =1
Where solution error analysis, “e(¢)”, is discrete error, and “V” keeps the Fourier
series coefficients, which is given by the Eq. (2) [3, 12].
n+m
en(m) = alk, m, 0,) V(k) )
k=m

Furthermore, a is the frequency parameter function given by Eq. (3) [3, 12].
a(k, m, 02) = Chp ¥ _ a(jlwo)"” (3)
=0

For which, the nonlinear model for the error analysis is given by the Eq. (4) [3, 12].
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n_ n

Zzg] Fjy,(u, y)Pje(p)Ex (u, y) = 0 (4)

=0 k=1

Therefore, the costing function is given by Eq. (5) [3, 12].

n ni

=D g (0),(6) (5)

j=0 k=0

Also, according to get parameters of the main model, it was achieved the deriva-
tion showed by Eq. (6) [3, 12].

s)

0{9 (Y —=T9)"W(Y —T¥) (6)
Where parameters are showed in Eq. (7), as the dependence on the

adaptive coefficients, in which Y is the response matrix, I' is the internal variables

matrix, W is the weight matrix and 6 is the sensor parameters matrix [3, 12].

o= ("W ) TTw Y )

The interpretation and scheme for optimization is depicted by Figure 3, in which
are presented 3 paths C1 (green color curve), C2 (violet color curve) and C3 (red color
curve) according to achieve the position B from the position A. C2 represents the
theoretical path such as the theoretical variable of a process, C3 represents the exper-
imental path due to an experimental data, therefore C1 is the optimal path owing to
achieve the position B.

3. Modeling

It is necessary to design the mathematical model of the proposed sensor that is
possible to do through the interpretation of the problematic described in chapters

Figure 3.
Scheme of the optimal path.
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Figure 4.
Heat transfer in temperatuve sensor scheme.

above, moreover the mathematical analysis summarized previously helped to get the
understanding of the static behavior and dynamic response of the sensor/transducer
system.

In Figure 4 is depicted a first order system based in a thermal system owing to the
heating transfer has the characteristic to not have overshoots and not faster response
time. Hence, Th represents the temperature of the thermal focus HT, which is bigger
than Tl (temperature of the body s) whereby heat is transferred from HT to LT.
Furthermore, K is the thermal resistivity, A is the section area crossed by the heating
transfer and db its thickness.

Therefore, a temperatures sensor can be modeled by a first order system due to the
heat transfer behavior and that model can be explained by Eq. (8) [12].

o) = o (1-¢ ) (®)

Eq. (9) is obtained after the Laplace transformation in Eq. (8), in which K, is the
proportional gain, L is the sensor delay in temperature measurement, 7 is the sensor
response time for the temperature measurement [12].

T _ Ky

UlS) «S+1

9

In second side, for a second order model, such as described in Figure 5, in which,
X0 means the displacement registered by the sensor and X1 means the real displace-
ment because of the mass M and the overshoots are depending of K and p (deforma-
tion coefficient and damping coefficient), it means that a sensor with second order
response can be depicted by Figure 5.

Therefore, by Eq. (10) is possible to model a second order system according to
understand its dynamic in time domain [12].
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Figure 5.
Displacement in vibration sensor scheme.

d2X1 dZX() dXO
<W_ a | = KXo+ hgr (10)

By Laplace domain, it is obtained the following model due to interpret the exper-
imental data as second order response, which is given by Eq. (11) [12].

MS’X1(S) = Xo(S)[K + pS + MS?] (11)

Thereby, Eq. (12) summarizes the parameters for a vibration sensor in Laplace
domain [12].

Xo(S) M M
$X:(S) K SP+Ls+K

(12)

The mathematical models for sensors described in paragraphs above are enhanced
by adaptive models achieved from experimental analysis and the improvement of
their physical parameters also can be achieved from dynamic and geometry properties
by dependence of the material of the designed sensor (nanostructures).

Such as for example, the theoretical model of the temperature sensor is given by
Eq. (9) that was compared by the polynomial analysis of Eq. (1) and the coefficients of
the theoretical model can be compared with the MF parameters from Eq. (9), which
were obtained by the measured temperature data. Moreover, for the context of the
vibration sensor, its theoretical model given by Eq. (12) also was compared with the
experimental information described by the parameters Eq. (9) from Eq. (1). In this
context, Eq. (13) is the model of the temperature sensor, in which, its parameter “k” is
the temperature sensor gain and “t” is its response time, this expression is achieved as
a consequence of the parameters correlation from Egs. (1) and (9).

_k
T S+1

Gs

(13)

It is known the Zero Order Hold (ZOH) by Eq. (14).
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G(z0h(S)) = 1_;TJWT (14)

That is equivalent to Eq. (15) in Laplace domain.

1— €7$T)r

G(zoh(S)) = S

(15)

Looking for the digital model by Z transform in Eq. (16), which is achieved from

Eq. (15).
k k

Replacing the ZOH in last Eq. (16) is obtained Eq. (17).

k 1—¢ 5T k
A

It is known z = ¢5T* to replace in last Eq. (17) according to obtain Eq. (18).

S | S

Eq. (19) is obtained reducing Eq. (18).

H<Z{Tslj_ 1}) =k(1 —zl)z{; <31+1>} (19)

By Z transform in Eq. (19) is obtained Eq. (20).

H(Z{TSL;H}) =k(1- Z—l)Z{% (s jr %> } (20)

Therefore, by Z transform is achieved the digital model of the proposed tempera-
ture sensor that is given by Eq. (21), because of Z transform in Eq. (20).

(el -

7S +1 1-— e7%271

By other side, the Tustin model is given by Eq. (22), in which “T” is the
sampling time.

S=—F—— (22)

Hence, the digital model of first order transfer function of the proposed tempera-
ture sensor (because of Tustin reduction) is given by Eq. (23) that was obtained
replacing in Eq. (13) the Eq. (22).
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TZ + T,

HZ) = (2t + T)Z + (T, — 27)

(23)

Egs. (21) and (23) are the digital model for the transfer function of the proposed
sensor, for which Figure 6 shows the comparisons among the theoretical model of the
temperature measurement for the operating combustion motor with the experimental
temperature measurement, which were obtained and processed by the proposed tem-
perature sensor. The blue color curve is the theoretical result based in heat transfer
(Eq. (9)) from the surface motor to the sensor surface, the red color curve is the
measurement data obtained by the execution of Eq. (21) in the processor of the
temperature sensor, while the green color curve is the measurement data obtained by
the execution of Eq. (23) in the processor of the temperature sensor. The error achieved
by the measurement data represented by the red color curve was 0.5 percent approxi-
mately, and the error obtained by the measurement data represented by the green color
curve was 0.9 percent approximately. For both contexts, the error analysis was made by
the comparison of the measurement data with the theoretical curve (blue color).

Therefore, it can be possible to choose Eq. (23) in order to be the base of the
temperature monitoring algorithm for the proposed sensor, also because it has more
simple expression for the programming in comparison with Eq. (21), which has not
simple elements for the programming and it can cause consequences in the computing
time. However, the result is much better by the programming of Eq. (21) because it
produced less error than the measurement by the processing of Eq. (23), moreover the
consequence in the computing time is solved by the short response time of the sensor
owing to the nanostructures characteristics of the sample that received the IR signal of
the measured temperature.

In order to compare the theoretical measurement with the experimental data of the
combustion motor vibration surface, there were achieved the parameters of the sec-
ond order system for the proposed vibration sensor by comparison of the Egs. (1), (7)
and (12), in similar context to the temperature sensor (described in paragraphs
above), it was analyzed the digital equation by Z transform and Tustin reduction
according to compare with the theoretical result that is given by the blue color curve

100 T T T T T T T T
- . . R H e = T T I P v J\q

Temperature("C)

0 i \ i i i i ] I
20 40 60 80 100 120 140 160
Time (S)

Figure 6.
Theoretical curve (blue) versus experimental curves (ved and green) for the measurement temperature analysis.
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Figure 7.
Theoretical curve (blue) versus experimental curves (ved and green) for the measurement vibration analysis.

and showed in Figure 7. The experiment was made by measuring the vibration of the
combustion motor surface while it was pushed the accelerator due to keep stability of
the RPM (Revolution Per Minute) and the red color curve is the data from the
experimental measurement evaluated by the processor of the proposed sensor and the
algorithm executed was supported by the Z transform, nevertheless, the green color
curve was achieved by the experimental data that was evaluated by the Tustin model
(reduction). Hence the less error value was obtained by the model based in Z trans-
form even though the complication in its programming (in comparison of the model
based by Tustin) was not a problem, because of the short response time of the sensor
surface based in nanostructures.

Thus, the error for both models were less than 1 percent (Error of 0.5 percent for Z
transform and 1.8 percent for Tustin reduction) and for the operating work of the
combustion motor there was not necessity to use digital model expressions for the
algorithms analysis of the transduction, even though the sampling time was around
200 uS (less value than the minimal response time: 2mS), hence it was continued the
analysis by Laplace domain. However, it can be used for high values of operating
work, maybe for future applications.

The mathematical model of sensors are evaluated also as part of a control system for
vibration and temperature analysis of a combustion motor, in which was necessary to
identify the system and to keep a good performance of the vibration control for a
combustion motor. Therefore, an interesting evaluation is given by PID (Proportional
Integral Derivative) control as part of the identification system of the combustion
motor, and the physical variables (vibration and pressure) are measured by the
designed sensor.

Figure 8 shows the adaptive cascade algorithm that is represented by a block
diagram to suit the measured signal received from the vibration motor. The input
signal is given by the IR measured signal U1 that is adjusted by the matrix weights W1
and M1, controlled by C1 over the sensor/transducer P1.

The response signal U2 (electrical value of the IR signal measured from the surface
motor) is controlled by C2 and adjusted by M2, W2 due to obtain the temperature
transduced as a consequence to know the function P2, moreover U3 (which also is U2)

22



Perspective Chapter: Optimal Analysis for the Correlation between Vibration and Temperature...
DOI: http://dx.doi.org/10.5772/intechopen.107622

| M2 ] /'
w2
7
—| M1 — / r Y1
P2
wi —
-
Ul uz
c1 P1
- s /
w3
_—
Y2
| e3 P3

Figure 8.

Block diagram scheme for the main control algorithm.

in concurrent time is compensated by C3 and adapted by M3, W3 in order to achieve
the vibration response of the designed sensor as a consequence to know the transfer
function P3.

The internal controller PID in block diagram scheme is depicted by Figure 9,
which as necessary for the identification system of the combustion motor para-
meters that are part of the motor adaptive control. The input signal In(S) gives
information of the desired value in temperature and vibration of the motor surface,
Con(S) is the PID control (parameters), Pt(S) is the transfer function of the plant
(motor surface), S(S) is the transfer function of the designed sensor, and Y(S) is the
response signal.

Sensors

%@:’

Figure 9.
PID controller used for the identification system.
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Eq. (24) is obtained as a result of the algebra analysis from the block diagram
above.

(In(S) — S(S)Y(S))Con(S)Pt(S) = Y(S) (24)

Thus, the transfer function obtained from the reduction of Eq. (24) is given by
Eq. (25).

Y(S)  Con(S)Px(S)

In(S) 1+ S(S)Con(S)Pr(S) (25)

In Eq. (26), it is generalized the transfer function for temperature/vibration com-
bustion internal control, in which Ky is the gain parameter of the designed sensor, 7, is
the response time of the sensor. Kp is the controller proportional gain, Kp is the
Controller derivative gain, K is the Controller integral gain. K, is the gain parameter
of the plant (combustion motor), 7, is the plant response time.

Ks K\ [ Ky
Kp +KpS+ - 1= 2
<TSS+1)( p¥ DS+S><rptS+1 +1=0 (26)

The reduction from the equation is given by Eq. (27), for which was decided a
Proportional Derivative (PD) controller due to achieve a fast control response under
the vibration motor.

710 S? + (2, + Ty + KKpKpe)S + (KK,Kpe +1) = 0 27)

In Eq. (28) is organized Eq. (27) as a polynomial in second descending order.

(55 + 0 + KKpKye) o | (KeKpKye +1)

TsTpt TsTpt

S+ =0 (28)
The control parameters can be obtained by different methodologies such as the
stability analysis, furthermore the comparison with the theoretical model of the sys-

tem dynamic given by Eq. (29) [3, 12], in which wy is the natural frequency for the
system and e is the damping effect.

S? + (2e0)S 4 wo> = 0 (29)

Hence, the control parameters K, and Kj, can be obtained by the comparison of the
coefficients from Egs. (28) and (29), from which are proposed the following Egs. (30)
and (31) that are functions of z,,7,;,K;,Kp;,wo and €.

(s + 7pt + K;KpKipe)

= 26600 (30)
TSTpt
(KKK +1) 61
- __  _ —wo
TSTpt

Also, Eq. (32) is the proportional parameter of the PD controller obtained from
Eq. (31).
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2

W0 Ty — 1
Kp= KK, (32)
Finally, the derivative gain is obtained from Eq. (30) and showed by Eq. (33).

K — 2000TsTy; — Ts — Tyt
b= KK,

(33)

After to obtain the control parameters, it is possible to warrant the influence of
the designed sensor in the stability of the system, thus, analyzing Lyapunov
stability from equation previous, for which Eq. (34) is the complement of Eq. (17) in
which U(S) is the input excitation signal and R(S) is the small displacement in
Laplace domain.

o (ot o T KKoKy) o (KK 1) _ U(S) G0
TsTpt TsTpt R (S)

Eq. (35) is a reduction from Eq. (34) but in time domain.

d*r(t) N (7 + 1 + K;KpKpe) dr(t) N (KKpKp +1)
dt? 5Tyt dt T5Tpr

(£) = u(r) (35)

In addition, preparing variable changes and showed by Eq. (36).

_ dr(t)

Eq. (37) is achieved replacing the Egs. (36) and (34) in Eq. (35), for u(t) null:

dy(¢) (76 + Tpe + KXKDKpt)y 0 - (K,K,Kp +1) .

dr TeTpt TeTpy =0 (37)
Organizing the last equation by energy analysis, E (V, y) , in order to find the
Lyapunov equation, which is positive and can achieve the first Lyapunov condition

given by Eq. (38).

(KKpKp + 1) .

T_;Tpt

E(r,y) = 0.5(y(z))* 4 0.5 ®)*=0 (38)

Looking for the second Lyapunov condition by the inequality (39).

dE(r(¢), y(t))

<
p <0 (39)

Therefore, the inequality (40) is obtained replacing Eq. (38) in the inequality (39).

dy(r)  (KKpKpe +1)  dr(r)
ye dt + TeTpr r(t) dt

<0 (40)
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Also, replacing Eqgs. (36) and (37) in the inequality (40) is obtained the inequality
(41).

(t)y(£) <0

(41)

&+ 1, + KKpK
y(t)(—( i pt)y(t)

B (KKpKpe +1) . (t)) N (KKK +1) .
TsTpt TsTpt

Ts Tpl’

Finally, it is obtained the inequality (42) due to achieve the second Lyapunov
condition, moreover while 7, is small the control system get better stability, it can be
possible by sensors with short response time such as the sensors based in nanostruc-
ture (as it is designed the proposed sensor of this research).

K,KpK
_ (T; + Tpt + s\D Pt)y(t)Z S O (42)

Ts Tpt

All the analysis was made in Laplace domain, because the response time is enough
bigger than the sampling time of both systems “temperature and vibration” by the
processor of the advanced sensor. Furthermore, the robustness and short response
time of the sensors based in nanostructures give possibility to execute complicated
algorithms, however this computing task can be prioritized for future analysis.

4. Sensor design

A good sensitivity of the temperature and vibration of the combustion motor
surface depends of the internal membranes of the designed smart sensor, which are
prepared by nanotructures of AAO, hence the elaboration of the nanostructures
(nanoholes and nanotubes) are prepared by a sequence of steps over aluminum:
ultrasound cleaning of aluminum, electropolishing, anodization, and atomic load
deposition. Nevertheless, if there is not a good quality of aluminum, the base of the
nanostructure could not have robustness over their geometry, in Figure 10 is showed
some aluminum samples at 99.9 percent for the designed vibration sensor [13]. Sen-
sors based in samples of nanostructures give the possibility to achieve robustness and
short response time [14].

Figure 10.
Aluminum samples.
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Figure 11.
Electropolishing.

Electropolishing is an electrochemical process according to achieve more sophisti-
cated cleaning over every sample by electrolysis and from anode to cathode [13], that
is showed by Figure 11.

After the electropolishing, the samples achieve very much shining like a mirror
whereby Figure 12 shows 4 samples, in which one of them (up left side) is showed the
best electropolished sample.

The anodization produces chemical effects on the cleaned aluminum such as the
holes in nanoscales, this process was made in controlled electro-chemical perchloric
acid reaction, and adjusting the electrical source between 20 V to 30 V in environment
around O Celsius degrees, which is showed by Figure 13. Moreover, by electrochem-
ical deposition was possible to prepare nanostructures amorphous over the AAO
samples.

As a result were obtained nanostructures samples based in AAO, which are showed
by Figure 14. The subfigures “A” and “C” are the samples prepared in the Applied
Nanophysics, Institute for Physics of TU Ilmenau by the cooperation research
between PUCP and TU Ilmenau, “B” is the sample prepared in the researching

Figure 12.
Electropolished samples.
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Figure 13.
Anodization and electrochemical deposition process for the sensor elaboration.

Figure 14.
AAO samples for the sensor design.

laboratories 1 and 2 of the Mechanical Department of PUCP by the optimal procedure
discovered by Prof. Lei group.

The samples prepared are adapted through its own geometry in nanoscale due to
obtain amorphous nanotubes for the vibration sensor and amorphous nanoholes for
the temperature sensor. There is an IR emitter as part of the sensor/transducer design,
which send IR signal to the combustion motor surface in controlled frequency due to
recognize the differences with the IR signal caused by the temperature changes of the
combustion motor surface. Therefore, the temperature measurement is correlated
between the IR signal with its own IR signal caused because of the temperature
changes in the motor surface (temperature measured by IR [6]).

The receptors are given by the nanostructures samples that send the measured data
(temperature and vibration) to the microcontroller owing to execute the mathemati-
cal model of the correlation among the theoretical model with the experimental
mathematical analysis, finally that data is sent to the user by wireless port. In order to
obtain the electrical response of the measured variable, it was fixed some cables in
every corner of the sample. The electrical resistance equivalent is the physical variable
to correlate the measured variable. In Figure 15 are showed 3 prototypes of designed
sensors/transducers (A, B and C).

28



Perspective Chapter: Optimal Analysis for the Correlation between Vibration and Temperature...
DOI: http://dx.doi.org/10.5772/intechopen.107622

Figure 15.
Prototypes of proposed sensors/transducers.

The sample B of Figure 12 is showed under a microscope Litz in the scale 25
micrometers, thereby the Figure 16 shows some amorphous structures with maximal
scales are around 1000 nanometers.

In Figure 17 is depicted the algorithm scheme for the sensor transduction by the
flowchart of the sensor/transducer operation described in paragraphs above, in which
physical variables temperature and vibration are measured and processed by concurrence
and finally both signals are correlated according to obtain the final transduction result.

Algorithm scheme in operation during the measurement of the physical variables
vibration and temperature of motor surfaces is depicted in the following Figure 18,
thereby the predictions of the adaptive algorithm can be obtained by the interpreta-
tion of the IR reception [6].

In the following Figure 19, by the curve A is depicted the measurement data from
the designed sensor, the curve B represents the measurement data received by the
personal computer at 50 meters of distance with a delay L1 because of the medium
used was internet. Nevertheless, if it is used radiofrequency medium communication
the delay is reduced in L2 as it is depicted by the curve C.

It is showed by the Figure 20 the motor used for the experiments, which is a
Nissan frontier 2005. The sensors (4 of them) were positioned around the motor by
non-contact in every Cartesian axis (X, Y, Z).

Figure 16.
Amorphous nanostructures over the surface of the designed sensor/transducer.
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Figure 19.

Representation of the measured data (a), its transmission by internet (B) and by radiofrequency (C).
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Figure 20.
Combustion motor of a Nissan frontier 2005, in which were made the experiments.

Fixing a small electro-pneumatic actuator over the accelerator pedal, which receive
the control signal according the main control algorithm that receive the vibration and
temperature signal from the designed sensor (through the radiofrequency antennas).

In Figure 21 is showed the vibration of the combustion motor measured by the
designed sensor. The vibration signal was transduced from IR to electrical signal
(Voltage) that is showed by the blue color curve, and its amplification in equivalent of
Decibels by the red color curve in the Figure 18. The combustion motor was evaluated
in operation around 4000 RPM and the maximal spectral density was obtained
approximately in 68 Hz that can be seen by the green color curve, which in addition
can justify the operation frequency of the internal combustion motor.

The vibration of the motor surface was captured by the designed sensor/transducer
and it was sent by IR to the emitter antenna that sent the data by radiofrequency to the
receptor antenna, which is at 50 meters outside, moreover the receptor antenna sent
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Figure 21.

Vibration curves achieved by the designed sensor.
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the measured vibration to a personal computer by IR, also, according the control
signal to activate the electro-pneumatic actuator to change the position of the accel-
erator pedal. That curves information can be interpreted by the user according to get
understanding of the behavior of the motor as a consequence of the combustion. It is
necessary to remind that the intelligent algorithm of the adaptive correlation to
achieve the physical variables transductions had 87 SNR (Signal to Noise Ratio) in
average.

The operating frequency is quite dependent of the vibration frequency of
the combustion motor, because of this is the main source of changes in the
described system. The vibration measurement can be simpler due to its correlation
with the vibrating motor, however, the temperature measurement depends not only
from the operating vibration motor, it also depends from its delay caused due to the
thermal inertia. Furthermore, the sample frequency is part of the designed sensor
analysis.

It was evaluated the performance of the sensor/transducer by different tempera-
ture changes, which were caused by accelerating the motor during 45 minutes
approximately. Figure 22 shows the optimal estimated temperature of the surface
motor that is given by the green color curve. The optimal estimation is achieved as a
consequence of the correlation between the experimental measurement (blue color
curve) with the temperature measurement by a thermocouple type k (red color
curve). Hence, the designed sensor/transducer can measure the temperature of the
motor surface by optimal estimations according to answer in front of disturbances,
moreover the measured data was sent through IR to the emitter antenna that sent the
data to the receptor antenna by radiofrequency at 50 meters outside, from which the
information is received by a personal computer through IR with the receptor antenna.
The user can interpret the data received, such as for example the diagnostic of the
motor by the combustion effects because of the temperature changes. The delay
obtained by the radiofrequency data monitoring (vibration and temperature of the
surface motor) was between 700mS to 800mS, and the delay obtained by internet
data monitoring was between 1.2S to 1.4S.
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Figure 22.
Temperature curve from the designed sensor in Celsius degrees.
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5. Conclusions

It was designed an intelligent temperature and vibration sensor/transducer based
in nanostructures of AAO owing to measure the temperature and vibration over the
surface of combustion motors, the achieved data is sent to the user according to get a
diagnostic of the combustion motor performance and the user can understand
whether the motor could need reparation or not.

The novelty of this proposed article is given in the mathematical analysis to
design sophisticated transducers, the support of the analysis is the polynomial
structure of the mathematical modeling due to the correlation between the
theoretical equation of heating and vibration transfer with the experimental data
achieved during the calibration. The MF in adaptive coefficients of the final model
gives the advantage to optimize the data filtering while it is supported by the
calibration information.

The algorithm designed as a consequence of the mathematical model can be
programmed by different language programming because of the simple instructions
and the weights achieved from the mathematical model and calibration data help to
adapt the measured data according to estimate the right measured temperature and
vibration by non-contact transduction. Hence, the transducer designed optimize elec-
tronic components of instrumentation, and as a consequence can enhance the effect
over pollution caused by combustion motors in Peru, which are used in big quantities
by the public and private transport without a continuous and practical monitoring of
their operation, moreover it was possible to evaluate the performance of the designed
sensor through wireless communication by IR and radiofrequency, which was possible
to achieve because of the short response time and robustness of the designed sensor
give enough time for the data communication according to get telemetric monitoring
of the measured variables.

Finally, the designed sensor can use the energy stored from its own sun energy
converter, which gives more independence and autonomy to the designed sensor.

The sample time was also part of the analysis because of it was obtained the digital
models for the equations that can be programmed by the processor of the intelligent
sensor (to measure the temperature and vibration of the motor surface). Nevertheless,
for the RPM operating work the achieved error was less than 1 percent (for the Z
transform reduction), hence it was decided to prioritize the equation analysis by
Laplace domain, but the model can be used in their equivalent digital expressions
whether the total computing response time could be near the system response time
(temperature and vibration of the computer motor) even though the fast response in
the transductions because of the sensor is based in nanostructures is a good advantage
for the communication time when it was sent the measurement by wireless.

6. Future work

It is proposed for a future research that the designed transducer can improve its
performance for more amplitude of range of work due to the mathematical analysis
can adapt the characteristics parameters of the sensor during the calibration, further-
more, the adaptive transduction can give faster and good response in nonlinear range
of work. In addition, with the mathematical model designed for the vibration/tem-
perature transducer can be adapted for complex correlations or control tasks that
could be made on wireless.
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Moreover, it is proposed for a future research to enhance the applications of the
designed sensor in telemetry control and increase the distance between the antennas
which support for the measured data transmission.

The heat produced due to the combustion motor operation (the maximal temper-
ature value of the motor surface) can be used to be transformed in electrical energy to
be used by the control system, thus this is a target for a future work of this research.
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Chapter 3

Perspective Chapter: Predicting
Vehicle-Track Interaction with
Recurrence Plots

Juan Carlos Jauregui-Correa

Abstract

This chapter presents a method for identifying the dynamic response of vehicles
(railcars) running on a rail track. The method is based on the recurrence plots
developed from the phase diagram (phase plane). The phase plane is constructed using
Hamilton’s principle for a single-mass system. The state variables are estimated from
acceleration measurements registered in an experimental test rig. The measurements
were recorded with accelerometers and gyroscopes mounted on the railcar that circu-
lated on a closed-loop track. The acceleration data were integrated using the empirical
mode decomposition method and the time delay principle. The acceleration data were
separated into two data vectors: rigid body motion and vibration modes. The recurrence
plots were built for both data vectors, and it was found that the vibration modes were
more sensitive to track defects and curvature changes. The recurrence plots were
analyzed with the recurrence quantification analysis, and it was found that the Recur-
rence Plots can determine the location and type of defects.

Keywords: recurrence plots, recurrence quantification analysis, vehicle dynamic
measurements, empirical mode decomposition, phase plane

1. Introduction

Many researchers work on the life prediction of nonlinear systems. Although the
topic has been under research for decades, there are still many uncertainties and
doubts, and still, it is an open issue from a practical point of view. There are different
alternatives for modeling and analyzing nonlinear systems. This chapter presents the
application of recurrence plots to predict defects in rails and railcars.

Recurrence plots are based on Poincaré’s concepts. Eckmann et al. [1] worked
further on Poincaré’s principles and defined the basic procedure for constructing recur-
rence plots from a phase plane (phase space). Marwan and Weber [2] and Webber et al.
[3] represented different dynamic systems using the recurrence plot procedure; their
primary contribution is that the trajectory along a phase plane could be quasi-stationary.

The work presented by Eckmann et al. [1] described the application of recurrence
plots to determine the time constancy of dynamic systems. They were the first to
distinguish that the recurrence plots can measure the entropy of the phase plane, the
dimension spectrum, or other information dimensions. They constructed phase plane
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orbits and estimated the repeatability of each cycle; then, they quantified the number
of times that a point appeared in different cycles and proposed a method for finding
time correlations in a signal. They distinguished two characteristics in the recurrence
plots: large-scale forms “topologies,” and small-scale forms “textures.” They illus-
trated their results with experimental and numerical data. A detailed description of
“topologies” and “textures” are presented in the following sections.

Many publications deal with the application of recurrence plots to single-
frequency signals. For this kind of signal, the phase plane can be constructed by using
the shifting process. But, in most cases, the dynamic response combines different
frequencies, transient responses, and nonlinear effects. Torres et al. [4] analyzed the
error caused by applying the shifting process to nonlinear signals. To avoid this error,
Torres et al. [5] proposed a different alternative. This procedure is further discussed in
the following sections.

Recurrence plots have been applied to electroencephalogram signals (EEG) [6-9].
They also have been applied to direct current discharge plasma and the identification
of the geodesic distance on Gaussian manifolds for chaotic systems [10]. Kwuimy and
Kadji [11] and Kwuimy et al. [12-14] applied the recurrence plots to two Van der Pol
type oscillators coupled by a nonlinear spring. They estimated the synchronization
using two Recurrence Plots. Similar results are obtained with the Kuramoto’s
parameter. Jana et al. [15] represented a food chain system as nonlinear ordinary
differential equations, and they applied the Recurrence Plot for identifying the
dynamic parameters.

Several researchers have analyzed data generated with a Réssler system. Thiel et al.
[16] embedded Gaussian noise into the Rossler model and identified the noise with the
recurrence plot. Kiss et al. [17] identified synchronization on a set of Réssler oscillators
using recurrence plots and determined the synchronization by calculating the cross-
correlation and the probability of two-state positions coinciding in the same phase
plane after a certain period. Prakash and Roy [18] represented a chaotic electric
system with a Rossler model.

Recurrence Plots have been used to explain the dynamic characteristics of bubbles
within a water flow [19] and to flow measurements [20]. Xiong et al. [21] compared
the empirical mode decomposition and the Recurrence Plots for the analysis of traffic
flow, and Tang et al. [22] proposed an intelligent traffic control system based on the
Recurrence Plots. Vlahogianni and Karlaftis [23] determined the complexity of traffic
flow time series using the Recurrence Plots. Ukherjee et al. [24] identified the
dynamic behavior of wireless network traffic by utilizing the Quantification analysis
of Recurrence Plots. Syta and Litak [25] identified cutting parameters in a machining
process with Recurrence Plots. In a similar work, Elias and Namboothiri [26] identi-
fied chatter in a turning process for constructing the phase plane and found the time
delay by using the average mutual information function.

The recurrence plots show patterns with specific topologies and textures that
reflect the system’s dynamic behavior. The analysis of these patterns relates the
topologies and textures to the system’s response. In this context, Leonardi [27] mea-
sured the entropy of the Recurrence Plot to signals without noise. Spiegel et al. [28]
described different measures and analyses for Recurrence Plots. Belaire and Contreras
[29] classified signal data into a set of embedded vectors separated by a time delay.
This concept is only valid for time series that have a single frequency. Pham and Yan
[30] proposed the sample entropy to measure Recurrence Plots irregularities. Girault
[31] measured the symmetry in Recurrence Plots to identify the system’s dynamic
behavior. Sipers et al. [32] defined a procedure for retrieving a signal from a
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Recurrence Plot, but their method is valid only for embedded signals. Bot et al. [33]
used Recurrence Plots to detect unknown signals embedded in white noise.

The life prediction of rails and railcars depends on the ability to determine failures
at the rail, the wheel, and the rotating elements of the railcar. The difference from other
systems is that these variables are a function of time and location, and the wheel-rail
interface determines the dynamic condition. The rail’s imperfections and train speed
are the dominant factors affecting the dynamic load at the wheel-rail contact point.
Therefore, it is necessary to identify the dynamic load and its location along the track.

Ngamkhanong et al. [34] reviewed different models for describing the wheel-track
interaction and the complexity of the elastic interaction between the rotating elements
and the substructure. Most models assume that the rail behaves as an elastic beam
supported by individual springs (sleepers) [35]. Ciotlaus et al. [36] defined the inter-
action based on the rolling contact, fatigue, and wear. These models confirmed the
fatigue failures described by Smith [37].

This chapter presents the application of the Recurrence Plots to identify the
dynamic effect of a rail on a railcar. The data were obtained in an experimental rig,
and they consisted of acceleration and velocity measurements registered at the railcar.
The acceleration was integrated using the empirical mode decomposition method and
the shifting property of periodic functions [5]. Results can be extrapolated to real
measurements.

The Recurrence Plots were produced from acceleration data obtained with a triaxle
MEMs sensor and a triaxle gyroscope. It was possible to reproduce the railcar move-
ments in every direction (6 degrees of freedom) with these data. Since the railcar
travels in a close circuit, the acceleration data recorded rigid body and vibration
motions. The data were regrouped into nonperiodic motion (rigid body motion) and
periodic motion (vibrations) to separate the two types of motions. The new data sets
were processed with the empirical mode decomposition method.

2. Recurrence plot

The basis for constructing recurrence plots is the phase diagram or phase plane.
The phase plane [38] describes the stability of a dynamic system. It determines the
relationship between the potential and kinetic energies at a given time interval and
predicts the evolution of the energy balance. The recurrence plot is constructed from
the analysis of the evolution of a phase plane. The dynamic system evolves following
different paths represented in phase planes; these planes are built at intervals defined
by the fundamental period. Then the recurrence plot identifies the number of times
that a phase plane vector (the state variables that describe the system dynamics)
repeats or recurs at every fundamental period. Before describing the construction of a
recurrence plot, the following section introduces the basis of the phase plane.

2.1 Phase plane

A phase plane describes the mass trajectory along a two-dimensional energy field.
(Two-dimensional state variables). Representing the dynamic behavior of a linear
system as a differential equation system:

x = Bx (1)
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Matrix B contains the system’s parameters, and it is derived from Hamilton’s principle:

H(p,q) =T(p) +V(g) )
Or
P
T(p) = m (3)

Hamilton’s principle states that the equilibrium of the system is obtained when:

oH
1= (4)
ap
And
. oH
p=— E (5)
Therefore, at any instant, there is a function ¢(p, q) such that
d op oH d¢ oH
dp _0p oH _0¢ oH (6)

dt oq op dp oq

The dynamic stability and the evolution of the phase plane can be derived from
Eq. (6). If, in the phase plane, the function ¢ is constant in any trajectory, then the
system is stable (Liouville’s theorem).

dH oH. oH .
dt_aqq+app_0 @

Eq. (7) implies that the phase plane has a constant volume.

If the mass is constant, the linear momentum only depends on the mass velocity. In
linear systems, the potential energy is proportional to the displacement; therefore, the
phase plane can be represented with the state variables velocity and position. Figure 1
shows the phase plane of a single degree of freedom system with a harmonic response
(p +kq = 0 and g = £). It is clear that the trajectory is constant and smooth; mean-
while, a nonlinear system will show irregular patterns. These irregularities are the
basis for studying nonlinear systems with the recurrence plots.

2.2 Definition of the recurrence plot

The phase plane function can be defined as a vector that depends on a parameter
(time) and defines the state of the dynamic system (Figure 1):

X(t) = [X1,%25 oor s K] (8)

The dynamic evolution in time is represented in Figure 2. If the dynamic response
is steady, then X, (t) = X, (¢ + n7), where 7 is the period of a harmonic system and # is
an integer.

A system recurs if two subsequent states are equal and it repeats every period 7.
According to Eckmann, Kamphorst, and Ruelle [1], a recurrence plot is a matrix
representation of the similarity of two consecutive state conditions:
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The procedure applies to a continuous and discrete set of data. But, in general, data
are discrete vectors; thus, N is the number of state vectors in the time array, divided
by loops of period 7. Data contain noise and truncation errors; therefore, two vectors
cannot have the same magnitude, and Eq. (9) is modified as:

1: |J_C,' - D_C]| <e,

R:

i = ij=1,..,N (10)

0: |9_Ci—9_6">8,

where ¢ is a tolerance value. The tolerance should be less than 10% of the mean
diameter of the phase plane or five times larger than the standard deviation of the
observational noise.
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The orbits in a phase plane describe the system’s dynamics. Orbits can see
growth due to the entropy, and the number of orbits depends on the characteristic
frequencies, damping, and the presence of nonlinear behavior. These characteristics
modify the recurrence plots in a way that they can describe the system’s behavior and
predict future states. There are several characteristics of a recurrence plot that are
classified as topology and texture. These characteristics are related to the system’s
dynamics.

Since the recurrence plots depend on the phase plane, it is important to construct a
proper phase plane. The phase shift principle helps to build the phase plane of single-
frequency signals; but for mechanical systems, this procedure introduces artificial
noise that corrupts the phase plane [4]. The following sections describe the procedure
for constructing the phase plane from acceleration measurements.

2.3 Topology and texture

In a Recurrence Plot, the main diagonal is always present, and parallel diagonals
occur only in periodic or quasi-periodic systems. The distance between the diagonals
is the fundamental period, and the diagonal lengths define if a system has a predict-
able behavior (steady condition). If the system presents recurrence but at different
frequencies, then the diagonals will be shifted from the main diagonal.

Eckmann et al. [3] presented a summary of different topologies:

* A stationary system produces a homogeneous graph.

* If only some states change slowly or stop at a singularity, the graph has horizontal
and vertical lines.

* Nonpersistent or fluctuating states produce isolated points. These points also
mean that the states have continuous variations.

* Systems cause drift with slowly varying parameters; for example, nonstationary
systems display a drift in the graphs.

* The main diagonal is interrupted when there is a sudden change, and the graph
shows white areas.

* The graph shows dark and pale areas at the corners if the system has slow
dynamic changes or slow varying parameters.

The topology depends on the tolerance, if ¢ is small, the Recurrence Plot erases
most of the similar vectors, and it will be almost empty. Too large tolerance will
produce many artificial figures that have no relation to the dynamic behavior.

2.4 Recurrence plot characteristics

Besides the topology and texture, a recurrence plot has several characteristics
related to the system’s dynamic response [39]. The following table (Table 1) summa-
rizes the main features classified as recurrence quantification analysis.

The first step in constructing a recurrence plot is to build the phase plane. The
problem with creating the phase plane using acceleration data is the integration of the
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RQA Equation Description

Recurrence Rate RR=1 S VR; Measures the average number of recurrence points

Determinism S, @) Measures the percentage of recurrence points that lay on a
DET = Sy

S P diagonal.  is the index of the corresponding diagonal, P(l) is
the histogram of the diagonal. A chaotic system has short
diagonals, and a periodic system forms regular diagonals,
parallel to the main diagonal.

Longest Diagonal Ly = max {I;} Measures the length (in points) of the longest diagonal.

Longest Vertical Line Vj = max {v;} Measures the length of the longest vertical line.

Laminarity LA SV opw) Measures the percentage of recurrence points that create
M = Spin

wpp)  vertical lines. v is the index of the corresponding vertical line,

- P(v) is the histogram of the vertical line

Shannon Entropy E=—YNPLn(P;) Measures the disorder of the phase plane. For a linear and
periodic system, the Shannon entropy is almost cero. For a
non-deterministic and noisy system, the Shannon entropy
will be almost infinite. P; = P(x; = x;) is the relative
frequency, it is calculated as the ratio of diagonal with non-
recurrence points divided by the number of recurrent points.

Table 1.
Recurrence quantification parameters.

state variables. The data are time series vectors %, and the phase plane is built with
the state variables x and x. When the signal has only one frequency, the integration
can be achieved by normalizing the original data and shifting them to one-quarter of
the period. The following section describes the procedure for the integration of time
series with any pattern.

3. Integration

The numerical integration has a fundamental problem because it integrates
between limits, whereas for constructing the phase plane, the integration has to be
indefinite. Torres and Jauregui demonstrated that numerical integrations introduce
artificial errors in the phase plane [4]. They proposed a different integration proce-
dure to avoid these errors that combine the one-quarter shifting method and the
empirical mode decomposition (EMD) [5]. The EMD adapts the time domain to
process nonstationary and nonlinear time series. The EMD method decomposes a
signal into intrinsic mode functions by applying Hilbert’s transform. The time series is
approximated as [40].

a(t) = Zn:IMFi(t) +7(t) (11)
1

The integration method begins by separating the acceleration signal into a set of
intrinsic mode functions (IMF). The first iteration starts by identifying the points that
determine the local maxima and minima. These sets of points define the lower and
upper envelopes. Both groups of points are connected with a cubic spline. Then, the
mean value function is the first IMF. The second step in the algorithm is to subtract
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the mean function from the original data. The following steps are finding the maxima
and minima of the residual values, finding the mean function, and removing from the
residual until the difference tends to minimum difference. The procedure is summa-

rized in Figure 3.

Each intrinsic mode functions (IMF) is a smooth time series with variable ampli-
tude and one or more frequencies, while the Fourier transform divides the accelera-
tion signal into a set of harmonic functions with constant amplitude and frequency.

Once the acceleration data is divided into a set of IMF, the integration is based on

the following principle.
Assume that the acceleration function is represented by:

a(t) = aj cos (wit) + az cos (wat) + .. + a, cos (wy,t)

The indefinite integral is:

a1 a dy
t)dt = —— t)—— 4. —— t
Ja( ) o sen(mqt) p sen(wyt) + . sen(wyt)
Or

Ja(t)dt = a_12 cos (w1t + 71) + a_zz cos (wat +73) + .. + a_,; cos (wut + 1)
o1 2 @,

Original Signal
a(t)
L,
do—

[ Identify the maxima ]

|

[ Identify the minima ]

|

Extract the mean [ a(t)=r(j) j
envelop im(t) 1

l

Calculate the
residuals
r(j}=a(t)- im(t)

|
L Store r{j) ]

Figure 3.
EMD procedure.
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Figure 4.
Application of the shifting process to the intrinsic mode functions 5.

Combined with the EMD method, the shifting process (time delay) produces a
better representation of the acceleration signal than the Fourier transform. Figure 4
shows the application of the shifting procedure to one of the intrinsic mode functions
(Mode 5). The integrated signal is obtained by adding all the shifted intrinsic mode
functions.

Figure 5 shows the result of adding the shifted modes compared to the original
signal.

The method based on the EMD and the shifting process was applied to measure-
ments of a scaled-down experimental train.

Shifting process

Original Data

Shifrad Data

o
—

Amplitde

fa

0.02 0.04 0.08 0.08 01
time [s]

Figure 5.
Original and shifted signals produced by the EMD and shifting process.
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4. Experiments

The scaled-down experimental railcar (Figure 6) was mounted on a closed-circuit
track (Figure 7). The track has curves that make the railcar rotate clock and counter-
clockwise. The railcar has two bogies, with a suspension and a platform that can be
loaded with different weights and containers. One of the bogies is powered by a
servomotor that can vary the railcar speed, and it is remotely controlled.

The railcar is instrumented with an encoder (for measuring the wheel’s speed)
with 500 PPR (pulses per revolution), three orthogonal accelerometers, and three
gyroscopes (MEMs LSM6DS3) with a resolution of +4 g and the gyroscopes +143 DPS
(degrees per second). As the railcar moved, a light sensor TCRT5000 counted the
sleepers and determined the speed. The system had a data acquisition system with a
1000 Hz sampling rate.

The railcar ran freely around the track, but only the data from a segment was
considered for the analysis. Figure 8 shows the trajectory considered for the study.

The gyroscope data were used to locate the curvature changes within the data
vectors. The Recurrence Plots can be built with any acceleration data; nevertheless, it
was decided to use the vertical acceleration since it contains the higher dynamic
responses and is more sensitive to tracking defects.

The following section describes the analysis of the measured data and the
corresponding Recurrence Plots.

Platform

™ Suspensior

Servomotor Conical wheel

Figure 6.
Experimental railcar.

Figure 7.
Railcar mounted on the track.
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[ Ending of
large curve

Figure 8.
Trajectory for data analysis.

5. Results

Figure 9 shows data obtained with the gyroscope (yaw rotation). This figure
indicates the instants when the railcar entered the two types of curves. The data was
segmented into short vectors whose length contained data generated when the railcar
passed over an average of six sleepers. The data length is equivalent to the
fundamental period of the vibration signals and gives a better representation of the
dynamic behavior than more extensive data that can contain nosy values. The reason
was to reduce the noise on the phase plane. The analysis consisted on:

1.Determining the IMF modes for the acceleration in the vertical direction
(segmented vectors)

2.The IMFs were grouped into modes defining the rigid body and vibration motion
modes. The rigid body motion modes were added to form a single signal named
low frequency, and the vibration modes were added to create a signal called high

frequency
Yaw rotation (gz)
40 : : :
20
. Ending of
3 . large curve
g 1
§ \
Beginning of
large curve
20 |
ﬂ
40 & L L i L L J
0 1 2 3 4 5 6
time 5]
Figure 9.

Gyroscope measurements along the study segment.
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3.The new signals were integrated following the shifting process (Eq. 14).
4. Constructing the Recurrence Plots for the low and high-frequency modes

The following paragraphs discuss the results based on the type of signal. The
acceleration data were divided into the rigid motion modes, namely, low-frequency
modes (intrinsic mode functions), and the vibration modes or high-frequency modes
(intrinsic mode functions). The distinction came from the results obtained with the
Empirical Mode Decomposition method.

Although the Recurrence Plots for produced for the entire trajectory, only the
significant results are included in this chapter. Table 2 provides the definition of the
segments.

The first analysis corresponds to the curvature change from a straight segment into
a large curve. Figure 10 shows a picture of the track, identifying the beginning of the
curvature change. The first sleeper in this segment has the tag “1.” Figure 15 describes
the Recurrence Plots for the low- and high-frequency vectors. The low-frequency
vector shows a high concentration of points along the diagonal and perpendicular
diagonals, whereas the high-frequency vector presents diagonals and vertical and
horizontal lines.

The following data correspond to a segment without defects (between sleepers 24
and 30). Figure 11 shows a picture of this segment, and Figure 16 presents the
corresponding Recurrence Plots. In this case, both graphs show high concentrations
along the main diagonal.

Segment Description
1 Entrance to the first curve (Figure 10)
2 Segment without defects (Figure 11)
3 Joint defect (Figure 12)
4 Substructure defect (Figure 13)
5 Curvature change (Figure 14)

Table 2.

Description of the segments included in the results.

Figure 10.
Detail of the track at the beginning of the curve.
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Figure 11.
Detail of the track in a segment without defects.

Figure 12.
Detail of the track with joint defect.

The defects on the track’s joints produced impacts load on the railcar. These
impacts occurred at several places along the track. An example of these defects is
shown in Figure 12; the defects are located at numbers 52 and 54. The corresponding
recurrence plots are presented in Figure 17. The low-frequency vector shows a con-
centration along the main diagonal; meanwhile, the high-frequency vector shows a
horizontal and a vertical line that connects at a cluster of points in the main diagonal.

The discontinuity on the table that holds the track is assumed to be a substructure
defect (Figure 13 between sleeper 70 and 71). The dynamic response of the fault
produced the recurrence plots shown in Figure 18. The low-frequency vector shows
the main diagonal and a second perpendicular diagonal. The high-frequency vector
shows perpendicular diagonals and a circular cluster of points that only appear in this
plot.

Another dynamic condition related to the track design is the changes in curvature.
Although the changes in curvature cannot be considered faults, they impose a differ-
ent dynamic condition compared to straight or curved segments. Figure 14 shows a
picture of the curvature change; in this part, there are no joints or discontinuities in
the track. Figure 19 presents the recurrence plots when the railcar passed over this
segment. The low-frequency vector has the main diagonal and a second perpendicular
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Figure 13.
Detail of the track with joint and substructure defect.

Figure 14.
Detail of the track with a curvature change.

one with a large area in the intersegment. The high-frequency vector shows the main
diagonal with a cluster of points at one extreme and two lines at the lower and
upper corners. This pattern is different from other patterns along with the entire
trajectory.

Other analyses can also predict or detect defects on the track. The Lyapunov
exponent could be used to identify chaotic responses. The Fourier transform identifies
the dominant frequencies; these analyses were considered for future work where the

Recrenence Plor
e N

Figure 15.
Change of curvature, a) low-frequency modes (rigid motion), b) high-frequency modes (vibration modes).
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Figure 16.
Segment without defects, a) low-frequency modes (vigid motion), b) high-frequency modes (vibration modes).

Recnrrence Plor

Recurrence Plar

o

Gizpm O 09 © e ==

o4

=0

014

e
o
8
2
2
£
o
B
=
B
=
o
3

Figure 17.

Segment with a track discontinuity, a) low-frequency modes (vigid motion), b) high-frequency modes (vibration
modes).
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Figure 18.

Segment with a track and substructure defects, a) low-frequency modes (rigid motion), b) high-frequency modes
(vibration modes).
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Figure 19.
Segment with a change in curvature, a) low-frequency modes (rigid motion), b) high-frequency modes (vibration
modes).

Segment Recurrence rate Determinism (%) Longest vertical LAM (%) Shannon entropy

1 1668 8.1342 24 16 0.011682

2 2262 10.792 39 26 —0.02885

3 1786 8.6622 25 16.667 —0.006406

4 1792 8.6890 27 18 —0.005191

5 1730 8.4116 26 17.333 0.015306
Table 3.
Recurrence quantification analysis (RQA) (high-frequency vector).

Segment Recurrence rate Determinism (%) Longest vertical LAM (%) Shannon entropy

1 2602 12.313 35 23.333 0.0022262

2 2690 12.707 31 20.667 0.0036516

3 2128 10.192 28 18.667 —0.0004128

4 3154 14.783 40 26.667 0.0041652

5 3522 16.430 38 25.333 0.0059131
Table 4.

Recurrence quantification analysis (RQA) (low-frequency vector,).

sensitivity of different analysis techniques could be compared. In this work, only the
recurrence quantification analysis was used for comparison.

The recurrence quantification analysis was applied to the five segments. The anal-
ysis was applied to the high-frequency vectors since they showed the Recurrence Plots
with higher variations. Table 3 shows the results.

The same analysis for the low-frequency vectors is described in Table 4.

The RQA numerical values describe the dynamic system behavior. The Recurrence
Plots obtained from the high-frequency showed more significant variations than the
low-frequency data. Segment 2 data is a condition without multiple excitations; thus,
it can be considered a reference. It had the lowest Shannon Entropy coefficient and
the most considerable recurrence rate, determinism, longest vertical, and LAM.
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The results presented in Table 4 are more homogenous, except for Segment 3,
which has lower values than the other segments.

The topology cannot be qualitatively analyzed. Thus, the recurrence plots need to
be compared to each other. Further work will complement these results.

6. Conclusions

The application of recurrence plots to the dynamic analysis of vehicles, in this case,
a scaled-down train, showed that variations on the track condition modified the
graphical representation, and the recurrence quantification analysis demonstrated
that these variations produced significant changes in the quantification parameters.

For producing the recurrence plots, acceleration measurements were recorded on
the train’s platform while traveling along a closed circuit. The vertical acceleration
data were divided into the rigid motion modes (identified as low-frequency vectors)
and the vibration modes (identified as high-frequency vectors).

The train’s trajectory was divided into short segments to have cleaner graphs,
approximately every six sleepers. This segmentation allowed the location of the
defects within the time series (acceleration data). It was easier to locate the changes in
curvature using the gyroscope data since it precisely showed the instants when the
railcar changed direction and entered a curved section.

The recurrence plots were produced from the phase plane of each segment. The
phase planes were calculated by separating the acceleration data into intrinsic mode
functions using the empirical mode decomposition, applying the delay principle
(wave shifting) to each intrinsic mode functions, and reconstructing the signal by
adding them again. Before the addition, the intrinsic mode functions were grouped
into two, one for the intrinsic mode functions associated with the rigid motion accel-
erations and the second for high-frequency vibration modes.

The high-frequency vector showed higher sensitivity to excitations. The track had
several track joints, changes of curvature, and defects on the base plate. The recur-
rence plots showed different topologies that were considered “signatures” in all the
cases.

The parameter that has a higher sensitivity for identifying defects on the track is
the Shannon entropy. It measured the disorder on the recurrence matrices and pro-
vided a measurement tool for monitoring variation on the track or the railcar.

Further work should focus on automating the topology analysis and the definition
of methodologies for predicting faults and defects using intelligent sensors on the
railcar.

Nomenclature

B Matrix containing the system parameters
x Vector containing the state variables

T Kinetic energy

p Linear momentump = mgq

\% Potential energy

q Displacement

m Mass

w
w
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Vector of any point in the phase plane

Element of the Recurrence Plot matrix

Tolerance value

Number of points N = 21

Number of rows (or columns) of the Recurrence Plot matrix
Acceleration signal

Time intervals

Residuals

Intrinsic Mode Functions (IMF)
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Chapter 4

Perspective Chapter: On Rolling
Bearing Fault Feature Extraction
Based on Entropy Feature

Yongjian Sun and Zihan Wang

Abstract

In large machinery, the most common element we can use is rolling bearing. When
the rolling bearing fails, it is very likely to affect the normal operation of the equip-
ment, or even cause danger. Therefore, it is necessary to monitor and diagnose the
bearing fault in advance. The most important step in fault diagnosis is feature extrac-
tion. In this paper, the approximate entropy, the sample entropy, and the information
entropy are analyzed, and the feature is extracted to diagnose the rolling bearing fault.
Firstly, the concepts of approximate entropy, sample entropy, and information
entropy are introduced briefly, and the approximate entropy, sample entropy and
information entropy of rolling bearing vibration signals under different fault modes
are calculated. The feasibility and shortcomings of the features extracted from these
three entropy in the fault characteristics of rolling bearing are analyzed. In order to
make up for their defects, a method of fault feature extraction based on approximate
entropy, sample entropy, and information entropy is proposed, and its feasibility is
verified. Simulation experiments are carried out to calculate the accuracy of fault
feature extraction based on the joint analysis of approximate entropy, sample entropy,
and information entropy.

Keywords: rolling bearing, fault diagnosis, approximate entropy, sample entropy,
information entropy

1. Introduction
1.1 Research background and significance

In economic construction, as the main production equipment, it is inevitable that
large-scale machinery will fail because of factors such as work difficulty or service
time. However, the economic losses and casualties caused by the failure will make
people lament [1]. In the 1990s, a power plant turbine unit caused great damage to the
Korean high-speed rail derailment, causing many injuries and even deaths. Rolling
bearing, as an important rotating part, has a long-term high-speed rotation, coupled
with the precise and complex structure, and the failure may be quite high. Reliable
data show that the motor faults caused by bearing faults are very frequent [2].
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In the large or small machinery in various fields, the position of rolling bearings in
it is indispensable and can be said to play an important role in production and life.
Rolling bearing fault is the most common fault of rotating machinery, and once it
happens, it will seriously affect the normal work of the whole machinery, so it is very
important to study the fault diagnosis technology of rolling bearing [3-6]. For such an
important rolling bearing, its fault diagnosis must be valued. Specific to the rolling
body, inner circle, or external circle failures, we need to make subsequent improve-
ments. If only one standard is conducted to detect and repair, not only the accuracy is
low but also the cost of manpower and material resources [7]. If the fault diagnosis can
be accurately conducted on prevention and moderate maintenance to avoid adverse
effects. It will inevitably play a very important role in promoting the economic and
social aspects [8].

1.2 Current status of fault diagnosis technology

Research on fault diagnosis of rolling bearings started around 1960. Overall, there
can be divided into five stages [9].

The first stage is spectral analysis in the 1950s. Spectrum analysis methods have
attracted attention. However, due to the immature technology at that time, the spec-
trum analysis was not widely used in the field of bearing fault diagnosis technology
because the results were widely affected by the interference noise, expensive price,
and complex operation.

In the second stage of the 1960s, the impact impulse meter detection method
appeared, and the effect was obviously better than the spectral analysis, which could
directly save the complicated steps, and was still widely used in the fault diagnosis of
roller capital bearings.

The third stage in the 1960s to 1980s, computers and signals in the trend of The
Times, the more prominent is resonance demodulation technology, because of the
advent of this technology, makes the rolling bearing fault diagnosis technology to a
higher level, gradually from the beginning to maturity.

After the 1980s, the emergence of artificial intelligence provided a new soil for the
rolling bearing fault diagnosis and the emergence of an intelligent diagnosis system
greatly improved the accuracy of the fault diagnosis. Due to intelligence, the influence
of human factors is greatly reduced, which has been applied in engineering practice.

The fifth stage is after the 21st century, that is, we are now, the rolling bearing
fault diagnosis technology has taken an epoch-making step, more and more high-tech
development, through the fault diagnosis of virtual instruments, has become a new
pointing mark, has an important practical value.

At present, around the world, we are constantly studying the rolling bearing fault
diagnosis, using a large number of different research fields. According to the most
popular classification methods, it is divided into three categories, namely, model-
based fault diagnosis technology, knowledge-based fault diagnosis technology, and
data-based fault diagnosis technology.

Because of its national conditions, China began to study fault diagnosis much later
than that in other countries. In the late 1970s, it was not first available in the early
1980s and formal research began. However, it is gratifying that under the hard work
of Chinese researchers, in the 1990s, the field of fault research has been on the right
track, and it has made great breakthroughs in both theory and practice and can be
applied in production and life. But compared with other countries, China still has a
long way to go.
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1.3 Main work of the paper

In this paper, we study joint analysis of rolling bearings based on approximate
entropy, sample, and information entropy.

It roughly describes the historical background and practical significance of fault
diagnosis research in the 21st century today and briefly expounds on the current
situation of the global research on fault diagnosis.

The universal structure of the rolling bearing is introduced and the relevant
parameters are marked in the plane structure diagram. The most common form of
rolling bearing failure is described, and the characteristics and hazards of the bearing
are also mentioned.

The cause and mechanism of the bearing vibration are expounded in detail. A
theoretical method for calculating the characteristic frequency of the rolling bearing is
presented. Bearing fault diagnosis experimental equipment (Western Reserve Uni-
versity) is introduced, and its relevant basic parameters and bearing fault setting form
are introduced.

Concept definitions and calculations for approximate entropy sample and infor-
mation entropy are given. A single entropy feature of the rolling bearing vibration
signal in different failure modes is extracted, combined with data to verify the feasi-
bility of approximate entropy and sample entropy in terms of failure features. The
three entropy features are jointly analyzed to distinguish the different fault modes of
bearings.

In the end, the full research work is summarized, the deficiencies are proposed,
and the future research is preliminary.

2. Basic nature of the rolling bearing
2.1 Structure and failure forms
2.1.1 Basic structure and parameters

The most basic structure of the rolling bearing is the outer ring in the outside, and
the inner ring inside, and in the middle through the rolling body like the ball or the
column, so as to transform the sliding friction into the rolling friction. In general, the
outer ring is fixed, and the inner ring is connected with the matched axis, and the
holder is also a common structure of the rolling bearing, which can avoid the friction
seen by the rolling body.

The quality of the rolling body is quite critical, and a good rolling body can well
reduce the friction coefficient, reduce the friction, loss, and the bearing rotation will
become smooth and efficient. The smoother the inner circle is, the less the friction is
in contact with the axis, and the smoother the rotation will be. The outer ring plays a
supporting role, hardness must be high, otherwise easy to wear, cause bearing off. The
role of the holder is to fix the rolling body; the size must fit with the rolling body, too
large and too small will cause adverse effects.

As shown in Figure 1, we can clearly see the structure of the rolling bearing
through the 3-dimensional diagram, and the main parameters are marked in the
plane structure diagram, including: inner circle radius r; , outer circle radius r, ,
rolling body diameter d, bearing joint diameter D, rolling body number Z, bearing
contact angle 6.
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Figure 1.
Drawing and plane structure of the rolling bearing.

2.1.2 Common failure forms

Rolling bearing, as a component part of the mechanical equipment, will inevitably
produce a loss. Even if their own quality, including material processing and other
aspects are very excellent, and there is no working condition failure, after a period of
use, there will still be fatigue and wear, and other conditions. Master the common
failure form of bearings, and can repair and replace the bearing elements in advance to
extend the service life [10].

1. Fatigue peeling

Under the repeated action of various forces, rolling bearing outer ring and inner ring,
the maximum force part appear crack, surface metal may show point peeling, in
serious cases even sheet peeling, this phenomenon, we call fatigue peeling. Fatigue
peeling is the most common without special circumstances.

2.Surface plastic deformation

The surface of the rolling bearing will form mechanical damage because of the action
of pressure, or hard objects involved in the rolling bearing, and the damage continues
to expand, which will cause vibration, noise, etc. so that the damage speed of the
bearing is greatly accelerated. This phenomenon is surface plastic deformation.

3. Corrosion

When the rolling bearing is working, the surface and internal metal and the
substances in the environment, such as acid and alkali, or the consumption
phenomenon caused by chemical reaction into water, that is corrosion.

4, Wear and tear

The relative movement of the two contact metal surfaces is inevitable. In relative
motion, friction, metal consumption, deformation, change the size of the rolling
bearing, and then cause a change in performance. This phenomenon is wearing.
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5. Wriggle

Rolling bearing in the work, affected by the load, the inner ring and axis in rotation, in
the circular direction, relative movement, on the metal surface of friction, wear and
other abnormal damage, this phenomenon is peristalsis.

6.Scaling loss

In the process of use of the rolling bearing, due to the excessive bad lubrication load
and other factors, itself is affected by high temperature, and not timely cooling will
make the element surface burn, serious, the probability of the rolling bearing stuck,
this phenomenon is burning loss.

2.1.3 Category of rolling bearings

The most used part in the machinery industry is bearings, and because bearings are
often needed in all walks of life, the categories of bearings are also very diverse. The
bearing can be divided into multiple categories according to the rolling body shape,
column number, and outer diameter size of the bearing [11].

According to the shape of the rolling body, it can be divided into the ball bearing
and the ball bearing, the ball bearing is well understood, that is, the rolling body is the
ball bearing, and the rolling body in the roller bearing is generally other types of
rolling body such as the cylindrical roller.

If the rolling bearings are classified according to the bearing load direction, they
can be divided into thrust bearings, centripetal bearing, and centripetal thrust bear-
ing. The load direction of the thrust bearing is from the axial direction, while the
center bearing mainly bears the radial load. And the centripetal thrust bearing is more
powerful, can bear the load formed by the axial and radial combination, but because
of this reason, the life of the centripetal thrust bearings is often shorter than other
bearings.

At the same time, it can also be classified according to the number of rolling
body columns, there are single column bearings, double column bearings, and
multiple column bearings, the literal meaning can be understood, and it will not
repeat.

Finally, it can also be classified by the size of the bearing outer diameter, from
micro bearings less than 26 mm in diameter to a major class bearing greater than 2000
mm in diameter, divided into bearings of various specifications.

2.2 Vibration mechanism

1. Vibration caused by the structural characteristics

Inherent vibration of the collar, vibration caused by the elastic characteristics of the
bearing, vibration when the rolling body passes through the bearing area.

As a mechanical element, vibration is inevitable, mainly reflected in the outer circle,
and is determined by its own structural characteristics. When the rolling bearing is
affected by the external force, the external circle vibration inevitably occurs.

Rolling bearing in work, it is impossible to idling, must bear the load. Usually, the
load is not small, which requires the rolling body to be very rigid. But large rigidity
means that in special cases, the rolling experience produces a spring-like effect,
producing vibration.
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The different number of rolling bodies serving as supports when passing through
the carrying area also causes the inner circle ring to vibrate back and forth in the front
and rear directions.

2.Vibration caused by the rolling bearing processing process

In the processing process of the bearing production, due to the equipment accuracy
and other problems, there will inevitably be an inner ring, and the outer ring will have
a slight fluctuation. Only in the high-speed rotation, the effects of these fluctuations
are also magnified, causing vibration.

On the other hand, the uneven size of the rolling body is also one of the causes of
the vibration, which will greatly reduce the service life of the bearing.

3.Vibration caused by component failure

When the failure of the outer ring or the rolling body in the outer ring of the
inner circle occurs, the vibration situation is also different. Different data can be
obtained.

2.3 Feature frequency

To quantify the processing, the bearing fault characteristic frequency is given
below. The rotation frequency of the ordering axis is f,, the number of rolls is z, d is
the diameter of ball, D is the diameter of rolling frame, and contact angle 8. When the
outer ring of the rolling bearing is fixed, the theoretical calculation formula of the
fault characteristic frequency of each element is as follows [12].

Inner ring fault frequency:
(1 — % cos 9) (1)

fg _ Zf’” (1 + i cos 9> (2)

fz':Z{r

Outer ring fault frequency:

Ball failure frequency:
Df a\*
fas = —M’ 1- D) cos 0 3)

2.4 Diagnosis test of rolling bearing
2.4.1 Test device

Figure 2 shows the equipment used in the bearing data center of the rolling
bearing data, with a 1kw motor on the left as the power provider, while in the center is
the torque sensor, on the right is the power measuring motor, and the electronic
control device.
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Figure 2.
Experimental Equipment of Western Reserve University.

2.4.2 Basic parameters of rolling bearing fault

In this experiment, 6205-2RSJEMSKF bearing was used. The fault setting of the
bearing was a single fault, and four damage degree faults were set on the inner ring,
outer ring, and rolling body, respectively, namely 0.1778 mm, 0.3556 mm, 0.5334 mm,
and 0.7112 mm. The rotational speed of the motor is 1797 r/min, 1772 r/min, 1750 1/
min, and 1730 r/min, respectively.

This paper uses the SKF6205 bearing at a 12K sampling frequency, a fault diameter
of 0.1778mm, a motor speed of 1750 r/min, and the vibration signal from the drive end
bearing fault data of the acceleration sensor at the 6 o'clock position.

2.5 Influence and relationship between rolling bearing motion and chaos
2.5.1 Chaos phenomenon

With the advent of Lorentz nonlinear dynamical system, chaos has attracted more
and more attention. As the representatives of nonlinear dynamical systems, Lorentz
equation, and Lorentz-like equation have attracted the general attention of many
scholars at home and abroad, and they have been deeply studied.

Lorentz system is a pioneer of chaos research. Chaos research based on Lorentz
system can be divided into two independent methods, one is the study of the proper-
ties of equation solutions, numerical simulation by computer [13-15], and the other is
chaotic water wheel physics experiment.

In Lorentz nonlinear dynamical system, the degree of randomness is generally
determined by entropy. At present, in Lorentz nonlinear dynamical system, the
determined entropy has no name, so we can call it Lorentz entropy for the time being.

The overall chaotic level of the system can be measured by the maximum
Lyapunov exponent, which quantitatively describes the divergence rate of the phase
volume exponent of the adjacent orbits of the system in the phase space. Although
chaos is an irregular phenomenon, it comes from the deterministic system, so it is
possible to predict it in a short term.
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For Lorentz nonlinear dynamical systems, there is a relationship between Lorentz
entropy and Lyapunov exponent. In chaotic one-dimensional mapping, a single
Lyapunov exponent is consistent with Lorentz entropy.

An important quantitative method to judge whether the system is chaotic is
whether there is a positive Lyapunov exponent. Lyapunov exponent is an important
quantitative index reflecting the characteristics of dynamic system, which indicates
the long-term average exponent of convergence or divergence between adjacent orbits
of the system in phase space. For a time-delay dynamic system, its initial condition is a
continuous function, so its Lyapunov exponent is related to the continuous function as
the initial condition. The continuous function defined in the initial time period is
uncountable, and so is the number of Lyapunov exponents of the system. Calculating
Lyapunov exponents of time-delay dynamical systems is a complicated task. In the
process of calculation, there may be some strange situations that make the results
inaccurate. Therefore, judging whether the system is chaotic, as long as the maximum
Lyapunov exponent is greater than zero, it can be used as a reliable basis for the
existence of chaos.

The following diagram shows the transformation of the maximum Lyapunov
exponent with parameters in the chaotic waterwheel experiment of Lorenz typical
system. It can be seen that when the parameter reaches 15, the maximum Lyapunov
exponent is positive, resulting in chaos.

2.5.2 Brief introduction of chaotic waterwheel device

As shown in Figure 3, the chaotic waterwheel device is similar to the ancient
waterwheel, with a constant water flow at the top of the waterwheel injected into the
water cup hanging on the edge of the wheel. There is a small hole at the bottom of each
cup that can constantly discharge water. If the water flow speed on the top is very
slow, the water in the top cup is small, so the friction force of the axle cannot be
overcome, and the water wheel will not rotate; If the water flow speeds up, with the
increase of water in the top cup, the water wheel will start to rotate at a constant
speed; As the water flow continues to increase, the rotation will be chaotic, and the
direction and speed of rotation will have complex motion characteristics due to the
inherent nonlinearity of the system (Figure 4).
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Figure 3.
Maximum Lyapnov exponential.
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Hl

Figure 4.
Schematic diagram of chaotic water wheel experimental device.

2.5.3 Influence and velationship between rolling bearing motion and chaos

Rolling bearing is similar to chaotic water wheel device. The fault location will
affect the rotation of rolling bearing, and the rotation will be chaotic. The direction
and speed of rotation will have complex but regular motion characteristics due to the
inherent nonlinearity of the system. Because of the different fault locations, the
vibration signals presented by the rolling bearing rotation are different.

2.5.4 Entropy and chaos phenomenon

Entropy is a measure of disorder, in a chaotic system. The greater the entropy, the
more chaotic the chaotic system is. The smaller the entropy, the more orderly the
chaotic system is. Approximation entropy, sample entropy, and information entropy
are all entropy, and as characteristics, they also affect the chaotic degree of chaotic
phenomena.

2.6 Summary

The basic structure of the rolling bearing and the relevant parameters are intro-
duced briefly. Six common rolling bearing failures are subsequently described. The
cause of bearing vibration is clearly explained and the method of the characteristic
frequency of inner ring, outer ring, and rolling body is given. We briefly introduce the
western storage university bearing fault diagnosis equipment and state the data used
in this paper.

3. Analysis of rolling bearing fault features based on approximate
entropy, sample entropy, and information entropy

3.1 Nonlinear dynamic analysis of vibration signal

3.1.1 Time domain analysis

Figures 5-8 are the time domain signals of four working conditions of rolling
bearing in turn.
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The outer ring fault signal.

05

From the time domain image of the vibration signal of the rolling bearing, it can be

seen that the vibration signals generated by the bearing under different working

conditions are different, although there are differences, but they are not obvious. No
matter whether the human eye or the computer can make an accurate judgment only
by the vibration signal, the error is great. Therefore, it is necessary to dig deep into the

vibration signal data and find out the characteristics of each working condition.

By calculating the entropy of the vibration signal of rolling bearing, its character-

istics can be extracted well.
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The rolling body fault signal.

3.1.2 Fast Fourier Transform of power density spectrum

Fast Fourier transform (FFT), that is, the general name of the efficient and fast
computing method of computing discrete Fourier transform (DFT) by computer, is
abbreviated as FFT. Fast Fourier transform was proposed by J.W. Cooley and T.W.
Tuki in 1965. By using this algorithm, the number of multiplications required by
computer to calculate discrete Fourier transform can be greatly reduced. Especially,
the more sampling points N are transformed, the more significant the saving of FFT
algorithm is.

Fast Fourier transform (FFT) is a method to quickly calculate the discrete Fourier
transform or its inverse transform of a sequence. Fourier analysis can convert the
signal from the original domain (usually time or space) to the frequency domain for
representation. For sequence x(n) = {x¢, %1, ..., Xn—_1}, 0 <n <N, the discrete Fourier
transform expression is:

N-1

x(k) =" x(n)e N (4)

n=0

Figures 9-12 are the Fast Fourier Transform of vibration signals of the rolling
bearing in four working conditions.

It can be seen that the normal working conditions have obvious peaks at frequen-
cies of 0,500 and 1000Hz, which are very regular. When the inner ring fails, the peak
value is concentrated at 1000~2000Hz. When the rolling element fails, the peak value
is concentrated at 1500~1800Hz. When the outer ring fails, the peak values are
concentrated in 800~1500Hz and 1700~1800Hz. Therefore, FFT algorithm can not
only diagnose signals without noise, but also apply to fault signals with noise.

Figures 13-16 are the calculation of the power spectrum function of vibration
signals of the rolling bearing in four working conditions.

Through the power density spectrum, it can be seen that the power density distri-
bution range of vibration signals of rolling bearings in different working conditions is
different, which means that the chaotic degree of this nonlinear system is different,
and the entropy is naturally different, so it can be extracted as a feature.

The collected vibration signal is greatly influenced by noise, so the time domain
signal cannot be directly extracted. From the analysis of the frequency domain curve,
it can be seen that there are peaks at the characteristic frequencies of each working
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Normal Working Condition Fast Fourier Transform.
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Inner Ring Fault Fast Fourier Transform.
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condition. Under normal working conditions, the peak amplitude obtained by fast
Fourier transform is concentrated at a certain frequency. However, the vibration data
of the inner ring fault, outer ring fault, and rolling element fault, and the amplitude
peaks obtained by fast Fourier transform are scattered at various frequencies, showing

different chaotic phenomena and different chaotic degrees.
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Rolling Element Fault Fast Fourier Transform.
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Outer Ring Fault Fast Fourier Transform.

However, the frequency components such as frequency conversion and frequency
doubling are not obvious in the frequency domain curve. If the fault degree is light or
the fault mode is complex, the characteristic frequency peak of each working condi-
tion is likely to be submerged in the noise, and it cannot be identified by the frequency
domain diagram alone. However, different chaotic degrees mean different entropy, so
entropy can be used as the fault characteristics of rolling bearings.
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Outer Ring Fault Power Spectral Density Estimate.

3.2 Approximate entropy
3.2.1 The concept of the approximate entropy

Approximate entropy ApEn is a non-linear kinetic parameter of sequence pro-
posed by Pincus in 1991. ApEn reflects the degree of self-similarity of the sequence in
the pattern [16].

The larger the ApEn value means that it is a complex sequence, and the less likely
the system will be able to predict it. It gives cases where the incidence of new patterns
increases with dimension, thus reflecting the structural complexity of the data.

From the above, we can know that the rolling bearing produces vibration, and the
vibration signal are different in different failure modes. Depending on the physical
meaning of ApEn, different signals imply different complexities that can be used as
features for rolling bearing fault diagnosis.

3.2.2 Fast algorithm for the approximate entropy

When calculating approximate entropy, too much extra calculation is a waste of
time. A fast algorithm to approximate the entropy is presented, exactly as follows:

Let the original sequence be {u (i), 1= 0,1, ..., N}, r = 0.1~0.25SD (u) (SD
indicates the standard deviation of the sequence {u (i)}), then the approximate
entropy is more reasonable, select m = 2, N = 500-1000.

Calculated distance matrix D of N x N. The element in line 7 and column j of D is
marked as dj;.

.
d,-jz{ uld) =ui)I<rs N 1Ny 2] 5)
r

0 [u(i) —u(j)|2

Using the elements in D, the and C?(r)C3(r).

N-1
Ci(r) = djdiia)( jo1) (6)
=1
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Calculate H?(r) andH?(r) from C?(r) and C3(r), and finally, calculate approximate
entropy.

ApEn(m,1,N) = H"(r) — H""}(r) (8)

The approximate entropy of the sequence can be calculated from the above calcu-
lations.

3.2.3 Application of approximate entropy in mechanical fault diagnosis

Here, take six hundred vibration signals as a group and calculate ten groups of
approximate entropy.

From Figure 17, it is not difficult to see that when the rolling bearing is normal, the
value of the approximate entropy is not large, because, under normal circumstances,
the generated signal is relatively single. When the rolling bearing fails, a lot of com-
plicated information is generated, increasing the approximate entropy value. How-
ever, under the rolling body failure and normal working conditions, the two
approximate entropy value is very similar, can not easily distinguish the two. If only a
single entropy feature is used, it is easy to misjudge.

3.3 Sample entropy
3.3.1 The notion of sample entropy

In 2000, the concept of sample entropy was first proposed by Richman et al., a
similar but more robust time-series complexity metric to approximate entropy, with
greater resistance to interference and noise compared to approximate entropy [17].

Sample entropy improves the algorithm of approximate entropy and can reduce
the error of approximate entropy when calculating. It is an algorithm similar to the
approximate entropy but with superior computational accuracy.
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Sample entropy has a better agreement. That is, if a time series has higher values
than another time series, it also has higher values for other m and r values.

3.3.2 Algorithm for sample entropy

Generally, r takes 0.1~0.25SD (SD is the standard deviation of raw data), this
paperr = 0.155D, When m = 2 is selected, N = 500-1000.

Assuming the data is {X;} = {x1,x2, ...,xn}, with its length N, a m-dimensional
vector is reconstructed from the original signal:

Xi = [xiaxiJrl’ ,xier,ﬂ,i = 1’ 2’ ceey N-m (9)
Defines the distance between x; and x;:
didij = d[x (i), x(j)] =
max [x(i+k)—x(j+k)i,j=12,..,N—m,i#j (10)

ke[0,m—1]

Then find the average value of B} (r)

B'(r) = > B'() (11)

i=1

Similarly, again for the dimension m + 1, repeat the above steps, to obtain, and
further obtain the final definition of the sample entropy, when N is a finite number

Similarly, repeat the above steps for dimension m+1 to obtain B/*"(r), and
further obtain the final definition of sample entropy of B”"*(r). When n is finite,

SampEn(m,r,N) = InB™(r) — InB™ () (12)
The sample entropy of the sequence data is obtained from the above calculations.
3.3.3 Application of sample entropy in mechanical fault diagnosis

The first 6,000 data were taken in 600 sets to calculate the sample entropy, as
shown in Figure 18.
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Figure 18.

Sample entropy curves.
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From Figure 18, it is not difficult to see that the inner circle fault, the roll body
fault, and the normal working conditions are very difficult to distinguish, but the
outer circle fault can be distinguished.

3.4 Information entropy
3.4.1 The concept of information entropy

Information entropy is mostly used as a quantitative indicator of the information
content of a system. The information entropy can be further used as a criterion for the
optimization of the system equations [18].

3.4.2 Algorithm for information entropy

H(X)=—Y plxi)log (p(xi)) (i = 1,2, ...,n) (13)

X represents the random variable(x1,x2, ...x%), the value of which is, and p (xi)
indicates the probability of an event xi.

3.4.3 Application of information entropy in mechanical fault diagnosis

The first 6000 data were taken in 600 sets and the information entropy was
calculated in Figure 19.

As we can see from Figure 19 the rolling body fault and the normal working
condition intersect, and there are several very close places between the inner circle
fault and the outer circle fault. If the information entropy is not processed, it is
difficult to distinguish the rolling body fault and the normal working condition, and it
is also easy to misjudge the inner circle fault and the outer ring fault.

3.5 Approximate entropy, sample entropy, information entropy, and maximum
Lyapunov exponent

Taking 6000 data from each of four working conditions randomly, and taking 600
data as a group, the approximate entropy, sample entropy, information entropy, and
maximum Lyapunov exponent are calculated. See Tables 1-4 for specific results.
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Figure 19.
Information entropy curve.
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Approximate Sample Information Maximum Lyapunov
entropy entropy entropy exponent
1 group 0.0145 1.5295 2.7995 0.8572
2 group 0.0122 1.6364 2.944 1.1640
3 group 0.0122 1.6746 2.9223 1.0358
4 group 0.0099 1.5549 2.6987 0.8828
5 group 0.0284 1.5904 2.9571 1.0570
6 group 0.0168 1.6752 2.6942 0.8198
7 group 0.0122 1.5137 2.7286 0.8005
8 group 0.0214 1.6044 2.7931 0.9247
9 group 0.0214 1.6455 2.6883 0.4819
10 group 0.0145 1.6316 2.8451 0.9472

Table 1.
Novmal working condition.

Approximate Sample Information Maximum Lyapunov
entropy entropy entropy exponent
1 group 0.3906 1.8951 2.2813 1.1505
2 group 0.3550 1.8330 2.3621 1.1941
3 group 0.3812 1.7537 2.2053 1.1570
4 group 0.3512 1.8701 2.2987 0.9440
5 group 0.3144 1.8343 2.1981 0.8531
6 group 0.3608 1.9440 2.2503 0.9038
7 group 0.3259 1.8736 2.3636 0.9706
8 group 0.3903 1.8948 21622 0.8296
9 group 0.3767 1.8621 2.2511 0.9782
10 group 0.3590 1.6874 2.2865 0.7633

Table 2.
Inner ring fault.

It can be seen from the above data that there is a certain correlation between the
maximum Lyapunov exponent and entropy, but it can only show that the rolling
bearings are in different degrees of chaotic systems under various working conditions.
The maximum Lyapunov exponent has little discrimination in various working con-
ditions, so it is still difficult to diagnose the fault of rolling bearings.

At the same time, we can see that the entropy with the highest correlation with the
maximum Lyapunov exponent is also different under different working conditions of
rolling bearings. For example, when the outer ring fails, the sample entropy can better
improve the chaos phenomenon, but it is quite different from the maximum
Lyapunov exponent under normal conditions.

In order to improve the chaotic phenomenon and diagnose the fault of rolling
bearing, this paper does not use single entropy as the feature but uses approximate
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Approximate Sample Information Maximum Lyapunov
entropy entropy entropy exponent
1 group 0.0400 1.9635 2.9744 1.3315
2 group 0.0649 1.8153 2.8584 1.2093
3 group 0.0449 1.9966 2.8589 1.5054
4 group 0.0644 1.9115 2.7397 1.3533
5 group 0.0547 17711 3.0546 1.4797
6 group 0.0487 1.7368 2.7809 1.2739
7 group 0.0796 1.6927 2.9196 1.8167
8 group 0.0519 2.0092 2.7850 1.4544
9 group 0.0547 2.0074 2.9782 1.2152
10 group 0.0492 2.0193 2.7702 1.3233
Table 3.
Rolling element fault.
Approximate Sample Information Maximum Lyapunov
entropy entropy entropy exponent
1 group 0.9484 1.1286 1.9842 1.0986
2 group 0.8777 1.1193 1.9447 0.8310
3 group 0.8442 0.9298 2.1366 0.5168
4 group 0.8804 1.0431 2.0030 0.8996
5 group 0.9411 1.1166 1.9253 0.9002
6 group 0.9405 1.1085 1.9136 0.6443
7 group 0.9071 1.0950 2.0648 0.7009
8 group 0.8832 1.1136 2.0648 0.5603
9 group 0.9296 1.0335 1.8442 0.9588
10 group 0.8982 0.9782 2.0407 0.9048
Table 4.

Outer ring fault.

entropy, sample entropy, and information entropy as the fault feature to diagnose the
fault of rolling bearing.

3.6 Joint analysis
3.6.1 Feature extraction

The three entropy have considerable disadvantages under independent judgment,
and it is easy to appear misjudgment, which needs to be further handled. So I began to
extract the fault features of rolling bearings by jointly analyzing the approximate
entropy, sample entropy, and information entropy.
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The data are taken from the Western Reserve University, with a vibration acceler-
ation signal in four different modes under a load of 2 horsepower, a fault diameter of
0.1778 mm, and a rotational speed of 1750 r/min. A total of four groups correspond to
different patterns, with 60000 data, 10 segments, 6000 data per segment, with 10
segments, and 600 data per segment.

Each section finds an approximate entropy, sample entropy, information entropy,
ten entropy values for each group, you can obtain ten approximate entropy mean,
sample entropy mean, and information entropy mean. See Figures 20-22.

From the above figure, it is not difficult to see that some working conditions are
still difficult to distinguish if you want to pass a single entropy feature. Approximate
entropy has certain errors in the diagnosis of normal working condition and outer
working condition, sample entropy has certain errors in the diagnosis of inner ring
fault and rolling element fault, and information entropy has certain errors in the
diagnosis of normal working condition and rolling element fault.

Therefore, as long as the three entropy means are extracted in each fault mode,
four sets of column vectors are formed, such as Table 5, and each column corresponds
to the entropy feature vector under the working condition.

The same entropy feature column vectors obtained from the same test data form
the entropy feature matrix of the test data.

Based on the average entropy feature vector, we compare it with the test data
entropy feature vector, that is, we take the absolute value after making the difference
to obtain four new vectors.

1 1 T T T T T 1 1 T :
=0 Normal
,_____..._-_.y_.._.’...--j-.__,__'___.-f-—-.......-—*--'-‘D—D-Oulemnqhuﬂ

== |nner nng tault

é 08 - =0 Rotiing element falure
=
& oe
1
o
4
04
%|>..___‘_____.____‘,--—-ﬁ—-—*--.........-..--——-n--""‘
<02 =
=T e e e i e R e, L
hen=fseniferogeeendbaeafnendeescdens=d- oo 1
1 2 3 4 5 6 7 8 9 10 1 12
Figure 20.

Approximates the entropy mean.

]

=
|

. T T T T T T x
- =0 O Nowmal

r T T I
T S o T W e o o o O | Outer ang taun
i 7 R 2"--.... el TR el st M-S e ‘
r.:‘ =0 Rolling slement talure ||
. |
§16¢____°____,_---o-~-._°__-_o—-~-°~---0--.... S 1
g o
£
5
.§1‘-|— 1
&
@
12
S e e ———— e
gL ] L B | k- 1 o il kit : :
1 2 3 4 5 8 7 8 9 10 A o
Figure 21.

Mean sample entropy.

79



Chaos Monitoring in Dynamic Systems — Analysis and Applications

r T - T - T = T T
a4
;5 azf
§ R S
c 3}
'é?a&::""=:t"':::="¢'"""’::*ﬂ-""""'#"'.
-;E 26 -
o
824
zzz'?:----o--____.___---o---....._--4-----.--.___,_--4--__., l
£
-c2';"""""——-+———-D-—--'b-—---i-—“"""""*——*-—-—* Tl
I.ﬁ' 1 | 1 1 1 1 1 1 1 1
1 2 3 4 5 ] 7 8 9 10 1 12
Figure 22.
Information entropy mean.
Normal working Outer ring Inner ring Ball
condition fault fault fault
Approximate entropy mean 0.0164 0.9050 0.3605 0.0553
Sample entropy mean 1.6056 1.0666 1.8448 1.8923
Information entropy 2.8071 1.9922 2.2659 2.8720

Table 5.
Entropy feature matrices.

The four new vectors are formed into an entropy feature matrix, and the minimum
of each row in the matrix is taken. The largest number of columns corresponding to
the minimum is the judged test data closest to the failure mode.

However, in rare cases, three entropy features will determine the three failure
modes. At this time, the failure mode corresponding to the approximate entropy mean
with the greatest discrimination will be taken as the final failure mode of the test data.

3.6.2 Simulation experiment

After the early extraction of the rolling bearing fault characteristics, we have
extracted the approximate entropy mean, sample entropy mean and information
entropy mean in the four-fault modes of the rolling bearing. We can effectively
distinguish the four-fault modes by comparing the feature vectors.

A matrix with a data quantity of 6000 was randomly generated using the data, and
the fault features were extracted and determined to be a working condition. Later, the
results were compared with the previous established standard, each group was tested
500 times, at least 10 groups, the test accuracy rate was based on the above descrip-
tion, and the simulation experiment began.

Also taken from Western Reserve University, the vibration acceleration signal in
four different modes under a load of 2 HP, fault diameter of 0.1778 mm, and rotational
speed of 1750 r/min.

The data of 6000 outer circle faults from the last 60000 data were divided into ten
sections and 600 data for each section to calculate approximate entropy, sample
entropy and fuzzy entropy mean to form a column vector.

The specific process is shown in Figure 23.
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Figure 23.
Test process.

Choose any one of the four random working conditions as the test condition,
extract 6000 vibration signals, and calculate the approximate entropy, sample
entropy, and information entropy in groups of 600, and calculate the average value.
The entropy mean is arranged as a test vector. The test vector is different from the
corresponding components in the four working condition feature vectors, and the
absolute value is taken. Then the test condition is the same as the condition
corresponding to the feature vector with the smallest absolute value difference of
each component. For the convenience of understanding and observation, the
difference between the test vector and the feature vector group is visualized, resulting
in Figure 24.

81



Chaos Monitoring in Dynamic Systems — Analysis and Applications

- == Noqmal
0.8 [P L, == Quter fing tault
07 ] i Inner g faut
. .= =] == Rolling element talurs
. e B
Bt =" ~.o = :
@ - -
2 - ~ -
g 0s o
s - Pt 9
= 04 -- - ~
e e R V) - = - =% & =
(1) S R i - - - A
0.2{ s -
- -
- =
(B R 2
\ i
0 = |
Approximate entropy Sampie entropy Information entropy
Entropy characteristics
Figure 24.

Entropy difference 1.

It can be clearly seen from the figure that the absolute value of the difference
between the yellow line characteristic vector corresponding to the inner ring fault
and the test vector is the smallest, so the test condition is the inner ring fault
(Figure 25).

It can be clearly seen from Figure 16 that the absolute value of the difference
between the purple line feature vector corresponding to the rolling element fault and
the test vector is the smallest, so the test condition is the rolling element fault.

3.6.3 Comparative Experiment

In order to further prove the effectiveness of this method, a comparative experi-
ment with the single entropy feature was carried out. The accuracy of the method
using triple entropy combined features is 98.28%. The accuracy of the method charac-
terized by single approximate entropy is 89.64%. The accuracy of the method charac-
terized by single sample entropy is 79.80%. The accuracy of the method characterized
by single information entropy is 71.96%. The four methods were repeated ten times
respectively. Table 6 shows the accuracy and average results of the experiment.

The accuracy of the triple entropy combination feature method is 8.64% higher
than that of the single approximate entropy method, 18.48% higher than that of the
single sample entropy method, and 98.28% higher than that of the single information
entropy method. It can be seen that the method of triple entropy combination features
can effectively diagnose the rolling bearing faults.

== Normal

== Quter ring fault

4 = lnnes nng fault

=P Rolling elemant falure

SRR -
@
Q
]
3 06~ r
5

04 -

e e
02 Ll R T e e 2
_________________ =
o o e e e e e e e T e T s . T e i e
Approximale enlropy Sample enlropy Inlormation e ntropy

Entropy characteristics

Figure 25.
Entropy difference 2.
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Approximate entropy  Sample entropy  Information entropy  Present method

1 90.80% 80.00% 71.60% 99.00%
2 89.60% 80.60% 75.80% 97.40%
3 91.00% 79.20% 70.00% 98.80%
4 86.80% 77.80% 74.20% 99.00%
5 89.60% 81.40% 71.20% 97.80%
6 91.20% 79.80% 70.60% 98.60%
7 90.00% 79.00% 72.40% 98.80%
8 89.40% 76.20% 69.00% 98.00%
9 89.20% 82.40% 71.60% 97.60%
10 88.80% 81.60% 71.20% 97.80%
Mean value 89.64% 79.80% 71.76% 98.28%
Table 6.

Comparison of accuracy of four methods.

3.7 Test results

Through many experiments, the accuracy rate of this method is above 97%, which
is higher than other methods of the same type. The joint analysis of rolling bearing
fault feature extraction based on approximate entropy, sample entropy, and informa-
tion entropy is effective.

4, Conclusion

The chaotic system of rolling bearing is discussed, and the vibration signal of
rolling bearing is changed by fast Fourier. It is found that different chaotic phenomena
appear in different working conditions. Therefore, a fault diagnosis method of rolling
bearings based on entropy features is proposed, and the relationship between approx-
imate entropy, sample entropy, information entropy, and the maximum Lyapunov
exponent is studied. It is concluded that single entropy can't improve the chaotic
phenomenon. Furthermore, a fault extraction method of rolling bearing combining
approximate entropy, characteristic entropy, and information entropy is proposed.
The feasibility of this method is proved by the comparative experiment of single
entropy and approximate entropy sample entropy information entropy joint analysis.
In the final test, the classification accuracy reached 98.28%. The feasibility of this
method is proved, and four working conditions of rolling bearings are diagnosed with
high precision.

Nomenclature

c Radius of rolling bearing inner ring
2 Radius of rolling bearing outer ring
D Rolling element diameter of bearing
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bearing joint diameter

Number of rolling bodies

bearing contact angle

Rotation frequency of rolling bearing
Inner ring fault frequency

Outer ring fault frequency

Ball failure frequency

Base of natural logarithm
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Chapter 5

Perspective Chapter: Dynamic
Analysis of High-Rise Buildings
Using Simplified Numerical Method

Emarti Kumari

Abstract

This chapter emphasizes on the static and dynamic characteristics of multi-story
building subjected to uniformly distributed and wind load. First-order shear deforma-
tion theory is used to formulate governing equations based on the finite element
method. The multi-story building is considered as a vertical cantilever beam/plate and
modeled using nine-node degenerated shell element. Fictitious membrane and shear
stresses are eliminated by considering Mixed Interpolation Tonsorial Component
(MITC) technique. Here, the static and dynamic characteristics of multi-story buildings
have been investigated take into account as a vertical cantilever plate subjected to UDL,
triangular load (wind load) and combination of both. In this chapter authors demon-
strated the deformation shapes, longitudinal stress and in-plane shear stress and princi-
ple strains in various loading conditions of vertical cantilever flat panel. Moreover,
investigated the dynamic characteristics of multi-story buildings considering as a verti-
cal cantilever plates and governing equations of motion are derived by employing
Hamilton’s principle. Moreover, nonlinear transient response of high-rise structures has
been studied here by employing the energy and momentum conservation implicit time
integration scheme. The structural analysis of tall buildings has been carried out here
through commercial software ANSYS. Matrix amplitude method is employed to inves-
tigate the large-amplitude flexural vibration responses of flat panels. Also, plotted the
fast Fourier transform and phase portraits for first three bending modes.

Keywords: static, dynamic, high rise building, wind load, displacements, critical
buckling load

1. Introduction

In the recent times, dynamically increase in population and limitation of land
acquisition high-rise structures or multi-story building become major concern of
researchers. The critical issue in high-rise buildings is selecting proper structural form
to resist the lateral and flexural loads. Therefore, the static and dynamic responses of
high-rise building is essential to design safe and reliable structure for engineers. These
high-rise buildings may be transformed into multi-story buildings in order to make
more floors space but occupy less lands space [1]. These multistory buildings are used
for residential flats, offices, shopping complex, Malls, Hotels and public centers.
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Lateral loads such as wind load and seismic load play predominant role in high-rise
structures.

1.1 Wind loading

There are several instances where structures have failed owing to an instability that
needs second-order analysis (P-Delta). One of the problems resulted from wind load-
ing. The wind induces outward and inward as a triangular load act on the surfaces of
multi-story buildings. Structural instability issues arises when structures could not
bear certain loads and buckling of structures +occurs due to dead load, wind load and
seismic load like earthquake [2]. Ankireddi and Yang [3] considered gradually
increased load along building height (wind load) as shown in Figure 1. To simplify the
analysis [4, 5] load is reduced by 50 percent at the center of building as consideration
of BS EN 1991-1-4:2005.

The direction of wind is very important throughout the life of structure. Wen [6]
found that the wind direction analysis is not conducted seriously. Analysis of wind
direction becomes necessary for the case of high-rise buildings and suspension brid-
ges. Moreover, wind speed is also plays crucial role on construction sites, structures
will collapse without warning due to speed of wind. For example, building, power
lines and trees are collapsed in Hurricane Frederic east of Pascagoula, Mississippi on
September 12, 1979 in coastal areas. Mehta et al. [7] estimated the effect of wind speed
based on an indirect approach. Authors collected comprehensive data to introduce an
alternate approach and convenient equipment. It is noticed that wind speed and
direction significantly contribute in deflection of multi-story structures.

1.2 Urban context and sustainability

For energy saving and sustainable development high-rise building requires sun-
light access, considering optimum utilization of limited conventional resources.

Figure 1.
Wind loads act on the surface of the building [3, 5].
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Therefore, new multi-story buildings are optimized on its shape, height and orienta-
tion considering environmental factors such as harmony between buildings and their
urban and environmental contexts.

Environment friendly structures are classified into three basic sets of strategies.
First one is the minimization of operation cost and material consumption; second
one minimization of energy consumption or maximum utilization of solar energy and
sun light; third one is consideration of whether conditions according to different
climate zones.

To design building for different climatic zones, then consider the hot seasons and
the cold seasons to deal with, and you have the two mid- seasons. So, you have to
design the enclosure, the skin as a responsive environmental filter for energy
efficiency.

For the analysis purpose, a cantilever beam (/ = 60 m, b = 12 m and 2 = 1 m) with
fixed support at bottom and free at remaining all three ends is modeled as high-rise
building. The analysis is performed considering the building experiencing
different loading conditions viz., uniformly distributed load, uniformly varying
load (wind load) with zero magnitude at bottom and the combination of the two
said loads.

The static behavior of hybrid high rise buildings have been studied here consider-
ing a vertical cantilever flat panel under uniformly distributed load, wind load and
combination of both. Linear bending response of vertical cantilever plates has been
analyzed under triangular load. The structural analysis of tall buildings has been
carried out here through commercial software ANSYS.

1.3 High-rise building considered as cantilever beams

An approximate method for the static and dynamic analysis of high-rise buildings
is continuum method in which these structures are substituted by a continuum beam/
plate, adopting Euler-Bernoulli or Timoshenko beam theory/Classical or Mindlin or
higher-order plate theory. The bending analysis of tall building have been performed
by employing continuum-based Kwan model, here, tall buildings were considered as a
cantilever beam and studied bending behavior of tall building by employing Euler-
Bernoulli beam theory [8] and also compared the analytical results with numerical
results obtained by ETABS software. Framed tube structures primarily act like canti-
lever hollow box beams. These beams could resist more moments of the lateral loads;
the beam bending action of the framed tube structures were complicated due to shear
lag in the web and flange panel; [9] introduced a simple hand-calculation method
considering shear lag effect for approximate static analysis of framed tube structures.
Alavi et al. [10, 11] proposed a simple mathematical technique to design minimum
cost tall and slender structures that might be used as conceptual/early-stage design.
Authors considered the tall structures as cantilever beam and studied the flexural
vibration behavior [10] and peak lateral deflection response [11] of high-rise build-
ings. They also performed the parametric study considering 42-story and 60-story
buildings.

Most of the researchers modeled the tall building as cantilever beam to study the
free vibration behavior [12-16]. The discrepancy of empirical formulas given by
various researchers for the fundamental frequency of tall buildings was examined by
Dym et al. [12] and used the Euler-Bernoulli and Timoshenko beam model to estimate
the natural frequencies of these structures. The natural frequency of multistory
building under seismic load was determined by Kaviani et al. [14] using
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Timoshenko beam theory. They assumed each lateral load carrying subcomponent
(floor) of tall building is considered continuous cantilever beam with variable
cross-section.

The natural frequencies of framed tube and shear walls structures have been
calculated by using energy method and Hamilton’s principle [17]. Authors considered
the framed tube and shear walls structures as a cantilever beam based on continuum
approach. They also compared the analytical results with numerical results obtained
by SAP2000. Piccardo et al. [18] introduced an equivalent three-dimensional space
continuous Timoshenko beam model to study the static and dynamic behavior of
tower building.

Hallebrand and Jakobsson [19] investigated the high-rise building under static and
dynamic loads to investigate the effect of deflections, resonance frequencies, acceler-
ations and stability. They discussed the modeling techniques and issues to model high-
rise building using finite element method. Authors also compared the vertical loading
(such as self-weight, imposed loads, snow loads and live loads) and horizontal loading
(for example wind load or design load and unintended inclinations) considering
different modeling techniques.

Miranda [20] introduced an approximate method based on an equivalent contin-
uum beam model to determine lateral displacement and maximum inter-story drift of
tall buildings under seismic load. Multistory structures were considered as an equiva-
lent continuum model taking in account the combination of shear cantilever beam and
flexural cantilever beam. Author examined the effect of lateral force along the height
of tall structures, shear deformations, flexural deformations on the multistory build-
ings that was considered as a beam structure. An approximate method was further
generalized [21] to consider the non-uniform lateral stiffness of tall structures. The
non-uniform Timoshenko beam was modeled [22] to describe the spectrum analysis
of it. They assessed the first four vibration modes of non-uniform Timoshenko beam
model under seismic loading conditions. Attention of researchers is also focused on
the eigenvalue solutions of beams (Rafezy and Howson 2008) that would be consid-
ered as a high-rise building.

Authors considered the step change of properties along the height of the struc-
tures. Recently, the nonlinear static and dynamic response of thin-wall composite
structures were investigated [23-26] by employing finite element method with first-
order shear deformation theory. Here, author considered a high-rise building as a
cantilever plat to study the static and dynamic behavior of these thin-wall structures.

2. Finite element formulation

The static and dynamic analysis of high-rise buildings under uniform pressure and
wind load are performed by using finite element method based commercial software
ANSYS. To discretize the high-rise building type cantilever beam/plate considered the
eight-node 281 shell element. To solve the multi-dimensional problem using Green-
Gauss theorem will expressed as:

(nxox +1yTyy + nzrxz)éx
JaTg(é)dV - JandV — J +(nx1xy +ny0, + nz‘ryz)éy das 1)
v v § + (nxrxz + 1Ty + nzaz)ﬁz
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. T
Here, o represents six independent component of stress 6 = [0y, 6y, 0z, Tjzs Txz> Txy|
normal stresses and shear stresses; ¢ represents six strains corresponding to stresses

T
e = {ex, &> €25 Vyz> Vx> yxy} ; AV is volume integration dV = dx dy dz; distributed force

T
. . . T
per unit volume f = |f , f 3 fz} ; displacement vector is § = [ux, Uy, Uz Ox, 0y, Gy] ;

. . T
the unit normal to surface dA isn = [nx, ny, nz]

2.1 Constitutive equations

The kinematic correlations and the mechanical and thermodynamic concepts are
applicable at all continuum irrespective of its physical constitutions. Here, considered
the equations characterizing the individual material and its reaction to apply loads.
These equations are known as constitutive egs.

A material body said to be isotropic/homogeneous if the properties of material are
same throughout the body. In an anisotropic/heterogeneous body, the properties of
material are function of position.

A material body supposed to be ideally elastic under isothermal conditions, the
body will recover its original form with removal of forces causing deformation. One-
to-one relationship (based on generalized Hooke’s law) between the state of stress and
state of strain will be written as:

o1 Cu Cn Ciz Cuu Cis Cis| (en
on Cun Cn Cxn Cu Cx Cx||e
o3 ( _ Cii Cx Cx3 Cis Css Cie | | €33 @)
023 Cy Chp Cu3 Cys Cus Cus £23
013 Csi Csp Cs3 Css Css Cse | | €13
o1 1Cs1 Cs2 Cs3 Ces Css Cos | | e12

Where Cj is the elastic coefficient.

The elastic coefficient matrix Cj; is a symmetric (C;; = Cj;) therefore, there is 21
independent coefficients of the matric [C].

For three perpendicular planes (x-y, x-z and y-z) to each other known orthogonal
planes due to symmetry the number of elastic coefficients are reduced to nine, and
these materials are known as orthotropic. The stress-strain relations for an orthotropic
material will be expressed as:

011 Ciy Cp Ci3 O 0 07 (en
on Cn Cpn Cyxs O 0 0 €0
o5 | _ Cy Cp Cz 0 0 O €33 3)
o2 0 0 0 Ciu 0 0 |)en
13 0 0 0 0 Cs 0 |]es
o L0 0 0 0 0 Cellen
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The inverse relations, strain—stress relations may be written as:

€11 [Su S S 0 0 O on
en Sn S» Ss3 0 0 O on
ez _[Sa S» S 0 0 0 033 )
£23 0 0 0 Sy 0 0])on
£13 0 0 0 0 Ss 0]]|on
€12 L 0 0 0 0 0 865 | 012
o1 %3 U3 T
BB B 00 °
€11 - 2_112 Eiz - 2_3; 0 0 0 on
en vy w1 o o o on
€3 | _ Eq E, E3 033 (5)
€x 0 0 0o = o o ||
€13 G 013
€12 0 0 0 0 GLB 0 012
0 0 0 0 0 i
I G

Here, [S]¢ « ¢ denotes the compliance coefficients; [S] = [C]™ 4 Ey, Ey, E; are Young’s
modulus in 1 (longitudinal), 2 (transverse) and 3 (normal) material directions, respec-
tively; Poisson’s ratio v is the ratio of transverse strain in jth direction to the axial strain
in ith direction when load is applied along longitudinal direction or stressed in ith
direction; G1,, G13, and Gy3 are shear moduli in the x-y, x-z and y-z planes, respectively.
The compliance matrix [S] is symmetric matrix, because compliance matrix is the
inverse of stiffness matrix. Symmetric matrix inverse is also symmetric.

Therefore: 2 = 2, 2 =, Z=2 or % = 2—’1‘ (no sum on i, ).

Here i, = 1,2,3. Hence, there are only nine independent material coefficients
(E1, Ep, E3, Gra, Gi3, Gas, V12, V13, V23) for an orthotropic material. For an isotropic
material (material having infinite number of planes of material symmetry)
independent elastic coefficients are reduced to two (E; = E; =E3=E, vy =v13= V23 = 1,
G12 = G13 = G23 =G= E/2(1 + l/).

The state of plane stress is expressed to be one in which transverse stresses are
neglected. Then, for the orthotropic material the strain-stress relations to describe the
state of plane stress is:

£1 [Su S O 01
€ =[S S» O 02
e = &6 | 0 0 Se| \onn=o0s ©
[ 1/E; —vn/E; 0 ] o1
= | —v1n/E; 1/E, 0 0
o 0 1/Gn]| Lon=06

92



Perspective Chapter: Dynamic Analysis of High-Rise Buildings Using Simplified Numerical...
DOI: http://dx.doi.org/10.5772 /intechopen.108556

The strain-stress relation expressed in Eq. (6) are inverted to obtain the
stress-strain relations:

01 Qu Qn O €1
02 =1Qp Qp O & (7)
017 = Og 0 0 Qss €12 = &6

Here, Q; is known as plane stress-reduced stiffness, are expressed by:

S» Eq
Qu = 2 71 _
SuSn -8, 1—vown
B S vk
le - 2 T 9 _
SuS»n =S 1—vown
S E;
sz S11S2; — S%Z 1—vpvn
1
Qes = See G

Thus, reduced stiffness involved four independent material constants Ey, Ey, v13, G1o.
The transverse shear stresses and shear strain relations for orthotropic materials

are defined as:
{52354}_{(244 0]{82384} ©)
013 = 05 0 Qs5]lez=es
Here, Q44 = C44 = Go3 and Qs5 = Css = Gy3.

2.2 Transformation of components

In structural analysis, it is required to consider all the quantities for common
structural coordinate system. Scalars are independent of any coordinate system,
whereas vectors and tensors are independent of a particular coordinate system, and
their components are not. The same vectors and tensors have different components in
different coordinate systems, but any two sets of components of a vectors and tensor
will be related by writing one set of components in terms of the other. Transformation
of vectors component considering barred (X1, X,, ¥3) and unbarred (x1, x,, X3) coor-
dinate systems are related as shown in Figure 2 and written in Egs. (10) and (11).

x1 = x1(¥1, X2, X3)
X7 = X (X1, X2, X3) (10)
X3 = x3(9_6'1, -9_62’ 9_63)

Inverse relations are written as:

1(36'1, X2, x3)

2 (%1, X2, X3) (11)

3?3(9('1, X2, x3)

2K
N e
I
R

b
w
Il
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Figure 2.
Unbarred and barred rectangular coordinate system.

2.3 Transformation of material stiffness

The material stiffness Cjjq is the fourth order tensor. Thus, considering the in
general law of the fourth order tensor transforms as given in Eq. (12).

Cijkl = AimAjnAkpiq Cmnpq (12)

Schematic representation of rectangular plate with global and material coordinates
is shown in Figure 3. For the plane stress case, the elastic stiffness Q; in the principal
material system are related to Qj in the reference coordinate system is written as:

Q1 = Qg1 c08*0 +2(Qy; +2Qg) sin %0 cos 20 + Q,, sin 6
Q1 = (Qq1 + Qg — 4Qg) sin*0 cos 0 + Qy, (sin*0 + cos *0)
Q= Qqysin*0 4+ 2(Qy, + 2Q) sin %0 cos 20 4+ Q,, cos *6
Qs = (Qu — Qu2 — 2Qg4) sin O cos 0 + (Qqp — Qz + 2Qeg) sin 0 cos 0
Qo6 = (Qu — Qi — 2Q) sin 0 c0s 0 + (Qz, — Qg + 2Qs6) sin 0 cos*0
Qs = (Qu + Q2 — 2Qqp — 2Qu) sin "0 cos ™0 + Qg (sin *60 + cos *0)
Q44 = Qus 0520 + Qss5in %0

Qus = (Qss — Quq) cosOsind
655 = Qg5 cos 20 + Q44 sin 29 (13)

Z =X3

X1

Figure 3.
Rectangular plate with global and material coordinate systems.
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2.4 Governing equations

The total potential energy of the general elastic body is written as:

— 1 T T T T
1= 5 Ja edV — Ja fdv — Ja TdS — IZ@ P; (14)

v \%4 S

Here, o = [D][B]{8} and € = [B]{8}; [D] is the flexural rigidity matrix and [B] is the
strain-displacement matrix.

2.5 Static analysis

Firstly, for the static analysis of multi-story building are performed by solving this
governing equation that may be expressed as:

[Ky + Knpa(8) + Knr2(8, 6)][{6} = {Fp} + {Fuina} (15)

Here, [K}] is linear stiffness matrix; [Ky.] is nonlinear stiffness matrix; {5} is
displacement vector represents six degree of freedom three displacements u, u, u,
and three rotations 6y, 6y, 0, along x-axis, y-axis and z-axis, respectively; {Fp} and
{Fwina} are uniformly distributed load and wind load vector.

2.6 Dynamic analysis

Thereafter, for the dynamic analysis of multi-degree of freedom systems the
governing equation of motion may be written as:

[M]{8} + [KL + Knp1(8) + Knia(8, 8)]{6} = {Fp} + {Fuvina} (16)

Here, [M] is mass matrix; {5} is acceleration vector.

For the dynamic forced vibration analysis of large story building Eq. (16) used
here, whereas for the free vibration analysis of high-rise building governing equation
may be written as:

M] {3} + Kz + Knia(8) + Kna(8, 8)]{6} =0 (17)

The natural frequency and deformations of high-rise building are expressed by
Eigen-values and Eigen-vector solutions of Eq. (17).

{~M]w®* + [K1, + Kn11(8) + Kn12(3, 8)]}{5} =0 (18)

Here, w is the natural frequency of high-rise building represented as an Eigen-
values; {6} is the deformation of structures along six degree of freedom displacements
(uy, ty, u,) and rotations (6y, Oy, 6,) is represented by Eigen-vector of Eq. (17).

2.7 Solution Procedure for large amplitude flexural vibration analysis

Assume a harmonic solution of the displacement vector § = § .y sin 6%, the
weighted residual of Eq. (16) with {Fp + Fynq = 0} along the pathz = 0 to T/4 (6 = 0 to
& max) May be expressed as:

95



Chaos Monitoring in Dynamic Systems — Analysis and Applications

T/4
J Rsin@tdt = {0} (19)
0

Where, the residual of Eq. (19) is:

{R} = [Ky + Knra(Smax ) Sin 0 + Knp2(Smax > Smax ) Sin 0t — 0”M] {5 max } sin 0t
(20)

Evaluating the integral of Eq. (20); the matrix amplitude equation may be written

as [27]:

4 3
K+ 3—EKNL1(6M) + 7 Kn2(Bmax s Fmax) — O*M | {5 max } = {0} (21)

The matrix amplitude Eq. (21) is solved iteratively (Naghsh and Azhari 2015) to
find the frequency verses amplitude relationship of cantilever plates.

2.8 Flow chart for static analysis through ANSYS

Structural analysis

—»| Define element type

N Define material
properties

Model structure

Beam/ plate / shell | Pre-processing

Define section or
Thickness of structure

Generate mesh or
—®| Discretise structure

—
. Auulysi§ type
Static ™
L, Define boundary
condition and loading Solution -
processing
—1 Solve ]
—» Finish —
4 Read result I Post -processing
Plot nodal solutions /
stresses / strains or
B contour plot
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3. Results and discussion

Schematic representation of high-rise buildings considered as a vertical cantilever
plate under uniformly distributed load and triangular load (wind load) is shown in
Figure 4.

3.1 Validation study

First authors performed the validation study of developed model and then com-
pared the present ANSYS results with available published results [28]. For comparison
the deformations at specific locations (y = 0, y = 0.25b, y = 0.5b, y = 0.75b and y = b) for
a rectangular cantilever (CFFF) thin plate (¢ =12 m, b = 60 m and 2 = 1 m) under
uniformly distributed load (g = 1400 N/m?), wind (triangular load q x y/b; here
q = 1400 N/m?) load and combined uniformly distributed and wind load
(q/2 + (q/2) x y/b) of isotropic (v = 0.3, E = 210 GPa, p = 7800 kg/m3) and RCC
(v = 0.2, E =30 GPa, p = 2500 kg/m3) are obtained and presented in Tables 1 and 2,
respectively.

The agreement between the present results and those from the literature is
satisfactory. The method developed in this article is suitable for the problems of
rectangular cantilever thin plates under uniformly distributed load, a wind load and
combined uniformly distributed load and wind loads.

— < W =gx/L
ﬁﬁ o W ‘ ﬁh -
—» 7 Y
—>
—
g —»
X L /
—p!
—p
—p
\j; v J’%& '
(a) Uniformly distributed load (b) Triangular load

Figure 4.
Analysis of model structure under uniformly distributed load.

o y= 0 y= 0.25b Y = 0.5 y= 0.75b x=b

Ref Present Ref  Present Ref Present Ref Present Ref  Present
[28] [28] [28] [28] [28]

y=0 0.000 0.000 0.0117 0.01394 0.0433 0.04181 0.0841 0.08361 0.127 0.1254

y=b 0.000 0.000 0.0117 0.01394 0.0433 0.04181 0.0841 0.08361 0.127  0.1254

Table 1.
Deformations & (qb*/D) [28] of the free edges x = 0 and x = a for a rectangular plate (CFFF) under uniformly
distributed loading for mild steel material with v = o0.3.
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o y-= 0 y= 0.25b y= 0.5b y= 0.75b y= b

Ref Present Ref Present Ref  Present Ref Present Ref  Present
[28] [28] [28] [28] [28]

y=0 0.000 0.000 0.0117 0.01368 0.0433 0.04103 0.0841 0.0821  0.127 0.1231

y=b 0.000 0.000 0.0117 0.01368 0.0433 0.04103 0.0841 0.0821 0.127 0.1231

Table 2.
Deformations 8 (Wb*/D) [28] of the free edges x = 0 and x = a for a rectangular plate (CFFF) under uniformly
distributed loading for RCC material with v = 0.2.

3.2 Distribution of displacement, stresses and strains

Next, schematic distribution of deformation (with deformed and un-deformed
shape and contour plot), membrane stresses (6xx, 0xy) and second principle strain (&;)
is shown in Figure 5. It is noticed that by changing the material /material properties
(in terms of Young’s modulus, Poisson’s ratio and density) qualitatively distribution of
displacement, stresses and strains are similar for cantilever towers made by isotropic
material/reinforced concrete composites. In-plane minimum and maximum stresses
makes a strip/band as shown in Figure 5(d) having magnitude 2.13 MPa and 1.53 MPa
for isotropic and composite cantilever plates, respectively. Moreover, distribution of
second principle strains (&;) is shown in Figure 5(e), maximum principle strains
predicts at 10 m from the base represented by red color; whereas distribution of
second principle strains is similar for both the cantilever plates (v = 0.3 and v = 0.2)
under uniformly distributed load (g, = 1400 N/m?).

Thereafter, the change in total displacement, in-plane strains and principle strains is
shown in Figure 6(a-e) with schematic scales under wind load/triangular load (q¢ x y/b,
qo = 1400 N/m?). It is observed that the distribution of longitudinal strain (&) and
second principle strain (¢,) is qualitatively similar as shown in Figure 6(b and d);
whereas in-plane shear strain (e,,) makes a banded strip as given in Figure 6(c).

For the vibration analysis, a high-rise building was modeled as a cantilever (CFFF)
plate with 12 m x 60 m with unit thickness (2 = 1 m). The plate is analyzed in linear
bending for displacement and vibrations using commercial software ANSYS consid-
ering two different materials- isotropic material (mild-steel young’s modulus 210 GPa,
poison’s ratio 0.3) and RCC (young’s modulus 30 GPa, poison’s ratio 0.2) under three
different loading conditions i.e. uniformly distributed loading, wind load and wind
load with uniformly distributed loading. The results are presented in Figures 7 and 8
for isotropic and RCC cantilever panels under various loading conditions.

Next, dynamic analysis has been performed for high-rise buildings considered as a
cantilever (CFFF) plates made of isotropic (E = 210 GPA, v = 0.3 and p = 7800 kg/m3)
material and RCC (E = 30 GPA, v = 0.2 and p = 2500 kg/m?) material and presented
the vibration frequencies and mode shapes in Tables 3 and 4 and Figure 9, respec-

tively. The non-dimensional fundamental vibration frequencies (w; = wib*\/ph /D)
are given in Table 3, compared the present numerical results with commercial soft-
ware ANSYS. Mesh convergence study is also performed to get the converge results
considering mesh size 1 x 5 and 2 x 10. Non-dimensional fundamental frequencies
should not change with change in material properties as given in Table 3. Thereafter,
natural frequencies of isotropic (0.3) and composite (0.2) cantilever plates is
presented in Table 4. Moreover, vibration mode shapes are shown in Figure 9
representing in-plane and out-off plane bending, bending 1B, 2B, 3B; and torsion 1 T,
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Isotropic cantilever vertlcal plate considered as tower
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ii. Vertical cantilever RCC plate considered as tower

Figure 5.

Schematic vepresentation of (a) displacement with deformed and un-deformed shape (b) Contour Plot of total
displacement (c) Distribution of longitudinal stress oy, (d) In-plane shear stress 6, and (e) Second principle
strain e, for high rise structure considered as vertical cantilever plate (a =12 m, b= 60m, h=1m; E = 210 GPa,
v =0.3 and p = 7800 kg/m?) under uniformly distributed load (q, = 1400 N/m?).

2T, 3 T modes for mild steel and RCC cantilever plates. It is noticed that vibration
mode shapes are same for isotropic and RCC structures.

From Figures 9 and 10 it is noticed that mode shapes of Isotropic and RCC flat
panel structures is same.

3.3 Large amplitude flexural vibration analysis

Next, Nonlinear vibration responses of cantilever isotropic (v = 0.3) and RCC
(v = 0.2) structures is presented in Figures 11 and 12. It is observed that bending
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Figure 6.
Distribution of displacement and in-plane strains (., €,) and principle strains (e,, &53) under wind load
(qo x %/b; qo = 1400 N/m?) on isotropic (v = 0.3) cantilever plate.

0.2
0.18 o Obtained Resuls UDL
0.16
E 0.14 Obtained Resuls Wind
= Load
£ 0.12
E 0.1 Obtained Resuls
3 Combined Load
S 008
2 0.06 Referance UDL[19]
0.04
m——— Referance Wind Load [20]
0.02
0

s Referance Combined

0X 025X 05X 075X X Load[20]

Beam Length as fraction of total length

Figure 7.
Non-dimensional deformation of isotropic (v = 0.3) thin cantilever plate.

modes (1st B, 2nd B, 1st Out-off plane B, 2nd Torsion, 3rd Bending, 3rd Torsion, 4th
Bending, 4th Torsion) gives hardening response whereas 1st Torsion mode gives
softening effect. Qualitatively large-amplitude flexural vibration response of isotropic
and RCC structures is similar.
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Figure 8.
Non-dimensional deformation of RCC (v = 0.2) thin cantilever Plate.

Modes Isotropic RCC
Present ANSYS Present ANSYS
1x5 2 x 10 1x5 2 x 10
1 3.3954 3.3930 3.3906 3.3954 3.393 3.3691
2 21.2275 21.2151 21.2000 21.2275 21.2151 21.0788
3 33.3339 33.1739 32.8655 33.3339 33.1739 34.0947
4 39.1755 39.1446 39.1403 39.1755 39.1446 39.1478
5 59.4395 59.392 59.3469 59.4395 59.3920 58.9589
6 101.9307 101.3963 100.4799 101.9307 101.3963 103.9966
7 116.6200 116.3912 116.3008 116.6200 116.3912 115.3795
8 176.0709 175.0056 173.4994 176.0709 175.0056 178.8652
Table 3.

Non-dimensional fundamental frequency (w; = w;b*\/ph/D) of an isotropic (v = 0.3) and RCC ((v = 0.2)
cantilever plate (a = 12 m, b = 60 m and h = 1 m) considered as a ten story building.

Mode 1 2 3 4 5 6 7 8

Mild Steel 0.23673 1.4806 2.2944 2.7205 4.1456 7.0159 8.1275 12.119

RCC 0.16292 1.0197 1.6664 1.8929 2.8524 5.0816 5.5827 8.7343

* all values are in Hz.

Table 4.
Natural vibration frequencies of high rise building (considered as cantilever plate).
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1¥ Bending 2" Bending 1** out-off plane 1* Torsion 3" Bending
bending

2" Torsion 4™ Bending 3™ Torsion 5 Bending 4™ Torsion

Figure 9.
Mode shapes of Isotropic and RCC cantilever plates.

3.4 Fast Fourier Transform (FFT) analysis

Next, the fast Fourier transform (FFT) and phase portraits are shown in Figure 13
considering first three bending modes (1B, 2B and 3B). It is observed that non-
dimensional transverse deflection (w/h) at tip of plate is maximum for first bending
mode and amplitude (w/h) is reduces for higher order bending modes. Therefore, to
design high-rise building first bending mode amplitude (w/k) should be minimum.
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Figure 10.

Schematic representation of deformation verses y-axis for Isotropic (v = 0.3) and RCC (v = 0.2) cantilever plates.
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Figure 11.

The frequency (w;, i = 1,9) verses non-dimensional deformation (w/h) of Isotropic cantilever plate.
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Figure 12.

The frequency (w;, i = 1, 9) verses non-dimensional deformation (w/h) of RCC structure.

4. Summary

In this chapter, first Authors elaborated the finite element method based mathe-
matical formulation considering first-order shear deformation theory. Also explained
the stiffness matric and compliance matrix and relationship between three dimen-
sional stresses and strains. Authors also explained the state of in-plane stresses and in-
plane stains with mathematical formulation of isotropic and anisotropic materials.
Here, authors also elaborated the transformation of stiffness matrixes and explained
how scaler components are independent on coordinate system and vector as well as
tensors are independent, but components of vectors and tensors are dependent on
coordinate system.

The static and dynamic analysis of high rise building subjected to uniform pressure
(¢) and wind load (considered as triangular load as W = g x y/L) and combination of
both (¢/2 + (q/2) x y/L) has been performed eight node shell 281 element through
commercial finite element-based software ANSYS.
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Fast Fourier Transform and phase portrait for first thre e bending modes of cantilever plate.

The large amplitude flexural vibration responses of isotropic and RCC flat panels is
also investigated considering first 9 modes. It is found that 1st Torsion mode gives the
softening responses whereas remaining bending, out-off plane bending and higher

order torsion mode fives hardening effect.

Fast Fourier transform shows the amplitude verses time response and phase por-
trait gives displacement verses velocity response, represents effect mode shapes to

design safe structures.
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Chapter 6

MEMS-Based Atomic Force
Microscope: Nonlinear Dynamics
Analysis and Its Control

Mauvricio A. Ribeiro, Jose M. Balthazar, Angelo M. Tusset,
Atila M. Bueno and Hilson H. Daum

Abstract

In this chapter, we explore a mathematical modelling that describes the nonlinear
dynamic behavior of atomic force microscopy (AFM). We propose two control tech-
niques for suppressing the chaotic motion of the system. The proposed model con-
siders the interatomic interactions between the analyzed sample and the cantilever.
These acting forces are van der Waals type, and we add a mathematical term that is a
simple approximation to the viscoelasticity that possibly occurs in biological samples.
We analyzed the behavior of the initial conditions of the proposed mathematical
model, which showed a degree of complexity of the basins of attraction that were
detected by entropy and uncertainty parameter, both detect if the basins have a fractal
behavior. Numerical results showed that the nonlinear dynamic behavior has chaotic
regions with the Lyapunov exponent, bifurcation diagram, and the Poincaré map.
And, we propose two control techniques to suppress the chaotic movement of the
AFM cantilever. First technique is the optimal linear feedback control (OLFC), which
does not consider the nonlinearities of mathematical model. On the other hand, the
control state dependent Riccati equation (SDRE) considers the nonlinearities of
mathematical model. Both control techniques for a desired periodic orbit proved to be
efficient.

Keywords: nonlinear dynamics, atomic force microscopy, control design, basins of
attraction, OLFC, SDRE

1. Introduction

It is well known that many practical electromechanical devices can be modeled by
a coupled equation; they can be understood in the context of simple lumped mechan-
ical masses and electric and magnetic circuits. Electromechanical systems fall into
three groups: Conventional electromechanical systems (MACRO), microelectrome-
chanical systems (MEMS), and nanoelectromechanical systems (NEMS) [1].

Many of the “NEMS” device technologies use “MEMS” as a bridge to the
nanoworld. “MEMS” will provide a bridge to enable applications of nanotechnology,
as illustrated in the cantilever sensor. As an example, the atomic force microscope
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(AFM) used in this technique has a tip made of silicon, using a typical MEMS device
process, and is of micrometer dimensions. Cantilever sensors recognize resonant
frequency shifts with the addition of mass, indicating the presence or absence of
specific compounds in the environment tested. First, “MEMS” technology is based on
multidisciplinary foundations. Designing a commercially viable microsystem with
required dynamic performance requires an in-depth understanding and accurate pre-
diction of its dynamic characteristics. Furthermore, the macro-properties of materials
may change as the size of the feature of mechanical elements is reduced, leading to
difficulties in modeling their dynamic characteristics [2].

We remark in an AFM that a microscale cantilever with a sharp tip is used to scan
the specimen surface, and the vibration of the cantilever is measured to identify the
distance between the tip and the specimen surface. The AFM is composed of an elastic
cantilever, and the achievable sensitivity and resolution of the AFM are largely
dependent on the geometry of the cantilever. Currently, AFM is one of the most
effective imaging techniques that is being used at the nanoscale and sub-nanoscale
levels. This technique has been applied to multiple problems in the field of natural
sciences and can record a range of surface properties of materials in both liquid
media and air. Nowadays, AFM includes a wide variety of methods in which the
probe interacts with the sample in different ways to characterize various material
properties. AFM can characterize a wide array of mechanical properties (e.g., adhe-
sion, stiffness, friction, and dissipation), electrical properties (e.g., capacitance, elec-
trostatic forces, work function, and electrical current), magnetic properties, and
optical spectroscopic properties. In addition to imaging, the AFM probe can be used to
manipulate, write, or even pull-on substrates in lithography and molecular pull
experiments.

A general overview [3] was written concerning nonlinear and chaotic behavior and
their controls of an atomic force microscopy (AFM) vibrating problem, which has
been dedicated to tapping mode operation, considered the presence of hydrodynamic
damping, based on papers of the research group in Brazil. We also discussed an AFM
mathematical modeling with phase-locked loops (PLLs), inspired by Ref. [4, 5].

The MEMS-based atomic force microscope (AFM) device consists of a
microcantilever beam with a tip that interacts with the surface of a sample. The sample
surface topography causes vibrations in the microcantilever beam; the microcantilever
reflects a laser beam that is captured by a photodiode. The laser beam deflection is used
to generate the topographic images of the sample. The common operation modes of
AFMs are noncontact, contact, intermittent, and trolling modes [3, 6, 7] and under-
served of others. The atomic force microscope (AFM) was first presented in Ref. [8].

The field of scanning probe microscopy (SPM) began in the early 1980s with the
invention of the scanning tunneling microscope (STM) by Gerd Binnig and Heinrich
Rohrer, which was awarded the Nobel Prize in Physics in 1986.

Many authors developed theories on this topic. We remarked that mathematical
models in (AFM) are used to analyze the behavior of strongly nonlinear dynamics,
to determine the presence of irregular displacements that are caused by the
interaction forces between the microcantilever tip and the atoms of the sample sur-
face. Another contributing factor to irregular displacement in the microcantilever is
the viscoelastic phenomenon. The control design are applied to suppress the
irregular (chaotic) displacement of microcantilever the AFM to keep the motion
regular (periodic). AFM is an essential technique for the study of surfaces and their
interactions with atomic resolution, showing the strong influence of fractional
nonlinear dynamics.
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It is well known that the nonlinear dynamics of atomic force microscopy (AFM) is
an emerging topic of research and is a widely used tool for atomic-level surface analysis.
In addition, nanodevices has become an important equipment in the industry for
developing nanotechnology, being used to develop substances, compounds, artifacts,
and nano chips. In fact, (AFM) is a force sensor. When the surface under investigation
attracts or repels the tip, the cantilever bends to or from the surface.

In this unit chapter paper, we will mention an example of a cantilever modeled as
being a single spring-mass-damper system, and a nonlinear dynamic model is devel-
oped to study the cantilever-sample interaction by using the L. J. potential including
the long-range attractive forces and short-range repulsive forces. A comprehensive
investigation of the nonlinear dynamics and chaos is carried out based on this model,
including samples related to damping; it is possible to see that the behavior is not only
viscous but viscoelastic and will be discussed, using bifurcation diagrams, phase
portraits, Poincare maps, and Lyapunov exponents. An active control strategy has also
been proposed by us to be effective in suppressing micro-oscillations, although these
methods require significant use of control resources.

Note that active methods also require sensors capable of constantly providing
accurate measurements for feedback to the controller. Here, the analysis is performed
considering the effects of an optimal active linear control and time-delay control.

Through computer simulations, the efficiency and robustness to parametric errors
of each control technique are verified. The results obtained were in complete agree-
ment with earlier theories and experiments. This bending is then measured by
position-sensitive photodiodes via the displacement of the laser beam reflected by the
back of the cantilever.

In summary, this chapter presents a short review of AFM applications of nonlinear
dynamics and control. This is organized as follows. In Section 2, we presented a state
of the art to give the position of the problem in the current literature. In Section 3, we
exhibit the mathematical model used. In Section 4, we discuss its nonlinear dynamic
behavior. In Section 5, we develop a control design to control its chaotic behavior.
Finally, we present the concluding remarks and give some acknowledgments. And list
the main references used.

2. Atomic force microscopy: a state of the art

A typical (AFM) system consists of a micro-machined cantilever probe and a sharp
tip mounted to a piezoelectric (PZT) actuator and a position-sensitive photodetector
for receiving a laser beam reflected off the endpoint of the beam to provide cantilever
deflection feedback. The fundamental principle of the operation of the AFM is the
measurement of the deflections of a support at the free end on which the probe is
mounted. These deflections are caused by the forces acting between the probe and the
sample. The effects of a variety of forces acting between the tip sample can be
analyzed during the scan, as shown in Figure 1a (an AFM control block diagram). The
diagram shows a scanned sample design, where the tip and cantilever are fixed, and
the sample is moved under the tip by the piezo actuator. In this mode, the controller
attempts to maintain a constant level of deflection, which corresponds to a constant
level of contact force. The quantity to be measured, the surface profile, comes as an
unknown disturbance to the control loop. The deflection of the cantilever is detected
by optical detection. Figure 1b simplify the AFM schematic.
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Figure 1.
(a) An AFM control block diagram and (b) AFM schematics. Adapted to [3-5, 9, 10].

Note that depending on the tip's interaction with the specimen surface, an AFM can
work various imaging modes available, such as contact, noncontact, and intermittent-
contact modes, tapping (where the tip oscillates and touches the surface occasionally),
trolling mode (where the analysis tip is replaced by a nanoneedle that is inserted into
aqueous media, the analysis splint is used in biological samples), and others. Some
examples, undeserved of many others, have studied the cantilever of atomic force
microscopy based on its nonlinear dynamics, listed next [3-6, 8, 9, 11-14].

The AFM microcantilever suffers from severe sensitivity degradation and noise
intensification while operating in liquid; the large hydrodynamic drag between the
cantilever and the surrounding liquid overwhelms the tip-sample interaction forces
that are important in controlling the process. Therefore, [9] study the dynamic model-
ing of the manipulation process in trolling-mode AFM. The role of local and global
dynamics to assess system robustness and actual safety in operating conditions is
investigated, by also studying the effect of different local and global control techniques
on the nonlinear behavior of a noncontact AFM. First, the nonlinear dynamical behav-
ior of a single-mode noncontact AFM model is analyzed in terms of stability of the
main periodic solutions, as well as the robustness of the attractors and the integrity of
the basins [10]. The focus of the paper by Ref. [12] was on the investigation of local and
global bifurcations in a continuum mechanics-based resonator model proposed for the
measurement of electron spin by magnetic resonance force microscopy (MRFM).
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Tapping mode AFM is one of the most potent techniques for topographic imaging of
substrates. The cantilever is oscillated vertically near its resonance frequency so that the
tip contacts the sample surface only briefly in each cycle of oscillation. Because of the
short intermittent contact, it greatly reduces irreversible destruction of the sample
surfaces, so it has been widely used for the study of soft materials, such as polymers and
biological samples. When the tip is brought close to the sample surface, the vibrational
characteristics of the cantilever vibration change due to the tip-sample interaction. In
the imaging method, the cantilever is usually driven at the resonance frequency of the
free cantilever with the driving amplitude. In Ref. [15] the authors showed how machine
learning and data-driven approaches could be used to capture intermodal coupling. We
employ a quasi-recurrent neural network (QRNN) for identifying mode coupling and
verifying its applicability on experimental data obtained from tapping mode atomic
force microscopy (AFM). The QRNN is an approach that adds convolutions to recur-
rence and recurrence to convolutions in the layers of the neural network to determine
patterns in the system’s experimental data (AFM). For details on QRNN see Ref. [16].

Accordingly, it is always required to ensure good performance of the microscope
and to eliminate the possibility of chaotic motion of the microcantilever either by
changing the (AFM) operating conditions to a region of the parameter space where
regular motion is ensured or by designing an active controller that stabilizes the
system on one of its unstable periodic orbits.

In the paper by Ref. [15], the authors investigate the mechanism of atomic force
microscopy in tapping mode (AFM-TM) under the Casimir and van der Waals (VdW)
force; 0-1 test was implemented to analyze the dynamics of the system, allowing the
identification of the chaotic and periodic regimes of the AFM system. The dynamic
results of the conventional derivative and fractional models reveal the need for the
application of control techniques, such as Optimum Linear Feedback Control (OLFC),
state-dependent Riccati equations (SDRE) by using feedback control, and the time-
delayed feedback control. The results of the control techniques are efficient with and
without the fractional-order derivative.

Ref. [16] also investigated the nonlinear dynamic model of the atomic force micros-
copy model (AFM) with the influence of a viscoelastic term. For the analysis of the
system, we used the classic tooling of nonlinear dynamics (bifurcation diagram, 0-1 test,
Poincaré maps, and the maximum Lyapunov exponent), however, the results showed the
chaotic and periodic regions of the fractional system. In Ref. [17], the nonlinear dynamics
and control of atomic force microscopy (AFM) in fractional order are also investigated
observing the existence of chaotic behavior for some regions in the parameter space. To
bring the system from a chaotic state to a periodic one, the nonlinear saturation control
(NLSC) and time-delayed feedback control (TDFC) techniques for fractional order sys-
tems are applied with and without accounting for fractional order. In Ref. [18] for (AFM)
fractional-order case, the results showed the influence of derivative order on the dynam-
ics of the AFM system. Due to the fractional order, some phenomena come up, which
were confirmed through detailed numerical investigations by 0-1 test. The time-delayed
feedback control technique was efficient in controlling the chaotic motion of the AFM in
fractional order. Furthermore, the robustness of the proposed time-delayed feedback
control was tested by a sensitivity analysis of parametric uncertainties. Recently [19]
considering (AFM) that the system is operating in intermittent mode, the damping
dynamics of the squeeze film damping can be represented by fractional calculus through
numerical simulation and dynamic analysis to prove chaotic regimes. To suppress chaotic
behavior, the authors used and analyzed two control strategies, the SDRE (Riccati equa-
tion dependent states) and OLFC (Linear Control for Optimum Feedback) controls.
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3. Mathematical modeling

The mathematical model analyzed is based on the atomic force microscopy system
considering a viscoelastic term that is assigned to the medium in which the tip performs
the analysis. For this, the proposed model considers the interatomic forces between the
probe and the surface of the samples. These interatomic forces are of the van der Waals
type that arises from the Lennard-Jones potential. Egs. (1) and (2) describe the Lennard
Jones potential (Ur;) and the van der Waals force (Fyp), respectively [20, 21].

N AlR AzR
= 126027 1260z
—0Uy; AR AR

dz  180z% 632

(1)
)

Fwp =

Where R is the radius of the tip, z is the distance of the tip, A; = 7%p;p,c1, and A, =
7*pyp,cy are called Hamarke constants (where p; and p, are the number densities of
the two interacting kinds of particles, and ¢; and ¢, are the London coefficient).
Therefore, the mathematical model analyzed is the one considered by Ref. [20] in
which the deflection is determined by the following:

w(x, t) =u(x,t) +w(x) +y() 3)

where w(x, t) is microcantilever beam deflection, u(x, ) is a relative deflection of
displacement of the actuator, described as y(t) = Y sin (£2t). We consider the term
viscoelastic to the AFM system considering z [15, 17]:

—/leﬁcbsL

g —w()—u(L, t)— Ysin(Qt)]3d “®

Fes =

Where .7 is the coefficient of effective viscosity, and b and L are the width and

length of microcantilever, respectively. Considering the vibrations on the intermittent
configuration, described by:

—A4R

pAii(x, t) + EI" (x, t) +w" (x)) = 180(Z — w(L) —u(L, t) — Y sin (2f))°

N AR
6(Z —w(L) —u(L, t) — Y sin (2t))*

- pob” Li(x, ©) N wow-p)
6(Z —w(L) —u(L, t)— Ysin(2t))

+ pAQ?Ysin(2t)
5

Eq. (5) is nonlinear and nonautonomous, and its discretization can be achieved
through a dynamic projection on the linear modes of the system. According to Ref.
[19], an approximation of the solution of Eq. (5) is by using the linear modes and
frequencies of the microcantilever around its electrostatic equilibrium that are differ-
ent from those of a microcantilever located far from the surface. Therefore,
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calculations of linear modes and microcantilever frequencies over nonlinear electro-
static equilibrium are rigorously calculated using Galerkin’s method. The Galerkin’s
method is used to analyze problems of beams subjected to moving loads with time-
varying velocities.

However, we consider under near-resonant forcing, and in the absence of addi-
tional internal resonances, only one mode of the microcantilever is assumed to partic-
ipate in the response.

Ulx, 1) = 1(x)q, (1) (6)

where ¢, (x) is the first approximate eigenfunction about the chosen equilibrium.
Substitution of (6) into (5), multiplication of (5) by ¢,(x), subsequent integration
over the domain, and the introduction of a modal damping consistent with the Q
factors listed in Table 1 yields the single-degree-of-freedom model:

- KX _ Cl CZ
= —duij — 7+ B1 + + 7
1 M A L T Zysin(@0)F | (1— 17— ysin (20))? @

- P + §°E; sin (Q1)

(1— 7 —ysin (@r))’

where : 7j =™\, x1 = ¢, (L)q, (1), n =z — wL, x1 = ¢1< )4,(2), n =z —w(L),
=oit, Q=24 =—% By =(1-a)l AR T
T L swokap |02 = Gty T
L L
EI[ nd¥dx ke $(L) [ i
2 TP s e po kW) 3B Y g PN 4 = b2
w1 ﬂAJ;JLqﬁdx @ ” 1 w%/)AJ‘OL(]ﬁ%dx, 3° C n 1 J‘:qﬁidx »andp ﬂeﬁ’ .

Thus, considering, 77 = x; and i = x, we can rewrite Eq. (7) in the following
system of differential equations:

Description Symbol Silicio-Silicio
Length L 449 nm
Width b 46 pm
Thickness h 1.7 pm
Tip radius R 150 nm
Material density P 2330 kg m®
Static stiffness k 0.11Nm™!
Elastic modulus E 176 GPa
1st resonance f1 11.804 kHz
Q fator (air) Q 100
Hamaker constant (rep.) Aq 1.3596 x 10770 Jm®
Hamaker constant (att.) Ay 1.865 x 107 Y]
Coefficient of effective viscosity Hefy ~4.2101 x 10~8 Nsm 2
Table 1.

Parameters used for numerical analysis.
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Figure 2.
Scheme of the AFM system. (a) System in initial stavt and (b) intermittent.
dx1
— =X
e~ 7
dx2 C1 Cz
— = —dix, —x1+B1 + + (®)
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Figure 2 shows the schemes simplify of deflection behavior of nano cantilever of
AFM" for completeness.

4. Nonlinear dynamic behavior outline

The basin of attraction is the set of all starting points (initial values) that converge
to the attractor. A qualitative change in the behavior (i.e., attractor) of a dynamic
system is associated with a change in the control parameter. It is a qualitative leap that
progresses to more complex dynamics [22-26].

Therefore, we analyzed the behavior of the basin of attraction considering the
parameters p € [0.0.08] and n € [0.0.1]. And thus determine an initial condition to
perform the scan of other parameters of nonlinear dynamics, such as the maximum
Lyapunov exponent (MLE) and the bifurcation diagram.

The MLE describes the divergence rate of the trajectories described by Eq. (8). The
MLE has some characteristics: (i) with positive values for the Lyapunov exponent,
they indicate that the trajectories of the system are divergent, this corresponds to the
system having a chaotic behavior, (ii) if the MLE is negative, there is a contraction of
the phase space, corresponding to a periodically stable system. For our calculations of
the MLE exponent, we use the algorithm proposed by Ref. [27] with the variational
calculus and the Jacobian matrix of Eq. (8).

The bifurcation diagram, in this work, is calculated considering the maximum
points of the time series resulting from the integration of the system of Eq. (8)
with the variation of the control parameter p. With this, we can observe
the periods formed with this parametric variation. And so, to establish possible
values of intervals that have multiple periods and thus diagnosing a chaotic
behavior of the system, together with the MLE. And thus, obtaining the
phase maps that describe the behavior of the trajectory for a given value of the
parameter p.

For the dynamics calculations, we considered the parameters and properties of the
cantilever described in Table 1 for the silicon-silicon system, as seen in Ref. [28].

Table 2 are the dimensionless parameters used with the values from Table 1 and
dimensionless Eq. (8).
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Parameters Values

dq 0.01

B, —0.148967

G —4.59118 x 107°

G 0.149013

Q 1.0

E; 1.57367
Table 2.

Parameters used for numerical analysis.

4.1 Basins of attraction analysis: entropy basins and uncertainty coefficient

Suppose that we have a dynamic system with N, attractors for a choice of param-
eters in a certain region Q of the phase space. We discretize Q through a finite number
of boxes so that we cover Q with a grid of linear size e. Now we build an application C:
Q — N that relates each initial condition to its attractor (which will have an associated
color). Each box contains, in principle, infinite trajectories, each of which leads to an
attractor labeled from 1 to N, [22, 23].

We consider the colors in the box to be randomly distributed according to some
proportions. We can assign a probability to each color j within a box 7, as p;; is
evaluated by calculating statistics about the trajectories inside the box. Considering
that the trajectories inside a box are statistically independent, we can define the Gibbs
entropy of each box 7 is begin:

m; 1
j=1 Kl

Where m; € [1, N,] is the number of colors (attractors) in box 7 in p;; is the
probability that each colorj is determined by the number of trajectories leading to that
color divided by the total number of trajectories in the box. We choose
nonoverlapping boxes covering Q so that the entropy of the entire grid is calculated by
adding the entropy associated with each of the N boxes given by:

N
Si= Zsi (10)

N m; 1
S = Z p;ilog <—> (11)

Therefore, we can consider the entropy of the basin of attraction (S,) as follows:
Sy =— (12)

An interpretation of this quantity is associated with the degree of basin uncertainty,
ranging from 0 (a single attractor) to log(N,) (completely random basins with
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equiprobable N, attractors). This latter higher value is rarely realized in practice, even
for extremely chaotic systems. In some cases, we may only be interested in the uncer-
tainty of boundaries between basins of attraction. We often want to know if the
boundary is fractal. For this purpose, we can restrict the calculation of the basin entropy
to the boxes that fall within the boundaries of the basin of attraction. We can calculate
the entropy only for the N, boxes that contain more than one attractor (color),

S
Spy = N, (13)
where S is defined by Eq. (11). We refer to this S;,;, number as the basin entropy
quantifies the uncertainty regarding the boundaries only. The nature of this S;;, quantity
is different from the entropy of the Sb basin, since Sb is sensitive to the size of the
basins, so it can distinguish between different basins with smooth boundaries, Sy,
provides a sufficient condition to easily assess that some boundaries are fractals [22-24].

Another way to quantify this uncertainty in the initial conditions for its final state
is through the uncertainty coefficient. The uncertainty coefficient is related to the
sensitivity of the final state of the trajectories in the phase space. An exponent close to
1 means that the basin has smooth contours, while an exponent close to 0 represents
fully fractalized basins, also called sieve basins [26].

A phase portrait with a fractal boundary can cause uncertainty in the final state of the
dynamical system for a given initial condition. To determine the uncertainty coefficient,
one must probe the basin of attraction with balls of size € at random. If there are at least
two initial conditions that lead to different attractors, a ball is marked “uncertain.” In this
way, we can denominate the fraction of “uncertain balls” (f.) for the total number of
attempts in the basin. In analogy to the fractal dimension, there is a scaling law between,

fe ~ € The number that characterizes this scale is called the uncertainty exponent a [26].
For our analysis, we considered the set of differential equations that describe the inter-
actions of the atomic force microscopy system and the parameters described in Table 1.

For this we consider p € [0,0.08] and n€[0,0.1], and for the numerical analysis of
Sps Spp» and a we use an interval of initial conditions x? x x9 = [-0.9,0.9] x [-0.9,0.9]
with approximately 250000 initial conditions and making a 200 x 200 grid consider-
ing £=0.002 for each attraction basin formed during the numerical analysis. Figure 3a
shows the behavior of Sj,, Figure 3b shows behavior of S;,, and Figure 3¢ shows
behavior of « for set parameter p € [0,0.08] e €[0,0.1].

We can see in Figure 3a and b that the red regions show the maximum values for S,,
and Sy, that is, the regions where the basins of attraction have more attractors and

= 0.05

.. ML S5

0 0.02 . 004 006 008 0 002  0.04 (l.6 0.08 0 0.02 004 006 008

P P P
02 0.4 0.6 08 04 0.6 08 04 06 08 1

Figure 3.
(a) shows the behavior of Sy, (b) shows behavior of Syy,, and (c) shows behavior of a for set parameter
p€lo,0.08]enefo,0.1].
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p n
Sy 0.0012 0.0045
N 0.0012 0.0045
a 0.0764 0.0121
Table 3.

Summarizes the parameters p and n that provide the maximum. values for Sy, and Sy, and the minimum value of
a that produce the basins of attraction.

their edges are fractalized. However, for the uncertainty coefficient in Figure 3c the
uncertainty coefficient is close to 1 showing the smooth basins. According to Ref. [20]
the difference between S;, and S;;, and the uncertainty coefficient of the attraction
basins is that when S;, and S, are minimum the uncertainty coefficient is maximum, or
when S, and S, are maximum the uncertainty coefficient is minimum. This corrobo-
rates the analysis of the behavior of the initial conditions with the parametric variation
of p and n. Table 3 shows the parameters p and 1 that provide the maximum values for
Sp and Sy, and the minimum value of « that produces the basins of attraction.

Figure 4a—c show the behavior of the attraction basins considering the maximum
values of S, and S;;, and for the minimum value of «.

Figure 5a—c represent attractor points referring to the basins of attraction of

Figure 5a—c.

SI01RINY #f

SIOEMY #

-05 0.0 05

x!

(a) (b)

¥
SIMIBMY #

0.5 0.¢ 05

0
X1

(c)

Figure 4.
Basins of attraction. (a) p = 0.0012 and 1 = 0.0045, (b) p = 0.0012 and 1 = 0.0045, and (c) p = 0.0764 and

7 =0.0121.
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4.2 Numerical dynamics analysis

Taking into account the analysis of the basins of attraction for the interval of
p€[0,0.08] and n€[0.0.25], we adopted a larger interval for n, for analysis of the
maximum Lyapunov exponent (MLE) and the initial condition [0.1, 0.0], because
depending on the values of p and 7 the initial condition can participate in different
attractors, as we saw in Figures 4a and b and 5a and b.

Using the Jacobian matrix for the variational calculus and the sweep of pe [0,0.08]
and € [0,0.25], we have the behavior of the MLE. Figure 6 shows the space of MLE
parameters in which the region of white to black shows the regions in Eq. (7) has a
periodic behavior. However, for the region between yellow and green, it shows the
chaotic behavior with the parameter sweep p x1.

Figure 7a shows the behavior of the bifurcation diagram for the
following parameters, so we can observe the periodic windows pe [0, 0.0777]

(black region), the intervals are confirmed by the maximum Lyapunov
exponent. However, for the interval pe [0.0777, 0.08] there is a chaotic window
(red region).

0.75 | 2
0.50
0.25
%' 0.00 .
-0.25
-0.50
-0.75
-0.5 0.0 0.5
x}
(a)
0.75 1 2 0.75
0.50 0.50
0.25 025
3% 900 O % oo
-025 -0.25
0.50 -0.50
-0.75 -0.75 1 2 3
-0.5 00 05 -0.5 0.0 05
x9 x}
(b)
Figure 5.

Attractive orbits that form the basins of attraction of the figure. (a) p = 0.0012 and n = 0.0045, (b) p = 0.0012

and 1 = 0.0045, and (c) p = 0.0764 and n = 0.0121.
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Figure 6.
Behavior of the maximum Lyapunov exponent (MLE) for the parameters p € [0,0.08] and n € [0,0.25].
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Figure 7.
(a) Bifurcation diagram for displacement x, in black region shows the periodic behavior, red region shows the
chaotic behavior, and (b) Lyapunov exponent.

Therefore, considering the previous nonlinear dynamic results, we obtain the
phase portrait and the Poincare map for p =0.0791 and 7 = 0.2043 (Figure 8).
Figure 9a shows the phase portrait (Gray Line) and Poincare map (Black Dots).
Figure 9b and c show the time series of displacement x; and velocity x,

5. Control design

The control techniques are Optimal linear feedback control (OLFC) and state-
dependent Riccati equation (SDRE).

The OLFC has control feedback as its main application for controlling nonlinear
systems, it has this name because it is characteristic of the controller to have the control

121



Chaos Monitoring in Dynamic Systems — Analysis and Applications

(a)
1
0.5 )
495 4.96 497 498 4.99 5
o Time w10?
0 15 T (c)
0.5
-0.5 S0 .
0.5
-1 : : : -1 : ‘ :
-1 -0.5 0 0.5 1 495 4.96 497 498 4.99 5
X Time x10*
Figure 8.

(a) Phase Portrait (gray lines) and Poincare Map (black dots), (b) time series of displacement x, and
(b) velocity x, .
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Figure 9.
(a) Portrait phase (black line) and orbit (ved line), (b) time series of displacement x,, and (c) and time series of
velocity x,.

signal as a function of the difference between real values and the values expected by
the state variables. The application of this technique in nonlinear systems is due to the
simplicity of implementation. In other words, the OLFC control does not consider the
nonlinearities of the system of equations for the suppression of the chaos that occurred
in the microcantilever of the AFM system. However, the SDRE controller considers the
nonlinearities of the system, and its state matrix is not fixed. The SDRE control
technique guarantees an asymptotically stable solution over the origin [7, 29-33].

In both cases, there is a need to propose an orbit for the system to be controlled. In
this chapter, we opted for simplicity of calculations to consider an orbit described by
Eq. (14):
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{xl = 0.5sin (wt) (14)

%7 = 0.5¢0s (wt)

We can consider the system Eq. (8) in the matrix form given by:
x=Ax+gx)+U (15)

Where Ax is error dependent state matrix, g(x) is a nonlinear matrix, and U is
control signal [34, 35].

Both control techniques use two controllers called feedback (ug) and feedforward
(i), so the control signal of the nonlinear system is defined U={i+u?. While us has the
characteristic of correcting the difference between the real values and the stipulated
values, taking the system to the stipulated orbit, @ has the purpose of keeping the system
in the desired orbit [24, 25]. The SDRE controller design, like the OLFC, follows some
steps to obtain the optimal solution to the dynamic control problem [10, 31]:

* Define the state space of the model and parameterize the model in the form of
state-dependent coefficients.

* Measures the state of the system x(t), that is, to define x (0) = %¢, and to choose
the coefficients of the matrices Q and R.

* Solve the Riccati equation for the state x(t);
* Calculate the input signal of the state feedback control equation.
* Check controllability

* Assume the output value of the system as a new initial value and update the state
of the system x (t). Recalculate the Riccati equation and repeat the process until
the defined stopping criterion is reached.

5.1 Optimal linear feedback control OLFC

The optimal linear feedback control is used in nonlinear systems due to its sim-
plicity in its implementation since the control uses fixed k gains. The value of K is
obtained by solving the Riccati equation [34-36].

The nonlinear system of Eq. (7) can be written in matrix form using the general
equation of nonlinear systems 14.

Then Eq. (16) shows the system rewritten in matrix form and as a function of
errors, knowing that = (X — X) , then it is possible to obtain the state matrix A error-
dependent and nonlinearity matrix g (e, X),

which will not be used in the control and, therefore, is indicated in the equation.

é:<fl ;1),(:)+g(e,)~()+U (16)
The gain is described byk = R"'BTP where P is the Riccati matrix, R= ( (1) (1)),
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Figure 10.
ug in the transient regime and i is the steady-state control signal.

B:((l) (1’), and Q=1000 x ((1) ‘1’)[23, 24, 33].

The matrices P,R,B, and Q guarantee the stability of the solution of the Riccati
equation. Therefore, the gain found by the system is defined by

_( 1000 5x10°° (1)
5x10°° 1000

Figure 9a shows the portrait phase of the uncontrolled system in black and con-
trolled in red, and (b) and (c) the time series of the system is shown.

Figure 10 shows the control signal u, in the transient regime, that is, at the
moment when the control is taking the system to the desired orbit in the plot of G is
the steady-state control signal.

In Figures 11 and 12, the controller errors in transient and steady state are
presented for each time series of the system.

01 | | | | ] 1 |
0 0.002 0.004 0.006 0.008 0.01 0.012

time

0.6

0.4

|
0 0.002 0.004 0.006 0.008 0.01 0.012

time

Figure 11.
¢ vepresents the feedback control and e5 represents the feedback control.
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Figure 12.
€ represents the error of x, in steady state for the feedforward control. ¢ vepresents the trajectory error of X, in the
control feedforward.

5.2 State-dependent Riccati equation control

The state-dependent Riccati equation (SDRE) control, unlike the OLFC, does not
exclude the dependence of the error-dependent state matrix, so the controller gains
change with each iteration. The SDRE methodology used to find error-dependent
states used matrix like that is used for the OLFC control. It can be written from the
following nonlinear matrix of errors:

0 1
R 2 1
i x wp N r )
(1 —x1 —msin(wt))” (1—x1—msin(ot))” (1—x1—mpsin(ot)) (1—x1—nsin(ot))
(2) +e@)+u
e

(18)

where g (X) is the matrix that does not depend on errors. The gain k is obtained
k = R'BTP where P is the Riccati matrix. The control # found from the solution of the
following equation:

u=—-R'BTPe (19)

Being a symmetric matrix and obtained from the algebraic Riccati equations [7, 34, 36]:
ATP+PA—-PBR'BTP+Q =0 (20)

The controller gain k is defined k = R'BTP where P is the Riccati matrix,

R:((l) ;’),B:((l) 2),andQ:1000((1) 2)[23,24,33].

The matrices P,R,B, and Q guarantee the stability of the solution of the Riccati
equation. Therefore, the gain found by the system is defined in Figure 13, which
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Figure 13.
(a) Portrait phase (black line) and orbit (ved line), (b) time series of displacement x, and (c) time series of
velocity x,.
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SDRE signal control.

shows the result of the controlled system using the SDRE technique, in Figure 13a the
portrait phase without control and with control is presented, and their respective time
series in Figure 13b and c.

Figure 14 represents the control signal %, in the transient regime, that is, now
when the control is taking the system to the desired orbit. The ii plots show the
steady-state control signal.

Figures 15 and 16 show the controller errors in transient and steady state for each
time series of the system.

Figure 17 shows the behavior of gain k since it is calculated at each interaction,
that is, the controller gain is variable.

Figure 18 shows the comparison of the control signal U=#+uy for the two tech-
niques applied in this text. It is possible to notice that the OLFC control, even exclud-

ing the nonlinearities of the system, has a control signal very close to the control signal
of the SDRE.
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& represents the error of x, for the feedback control and ¢5 represents the path of x, for the feedback control.
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¢ vepresents the evror of Eq. (7) in steady state for feedforward control. e* represents the steady-state trajectory

error for the feedforward control.
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SDRE behavior of gain k.
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Figure 18.
Comparison of the control signal.

6. Conclusions

In this chapter, we describe the applications of atomic force microscopy. We also
analyzed the nonlinear dynamic behavior of a mathematical model considering the
viscoelasticity term and the microcantilever deflection. In this way, we establish the
behavior of the initial conditions and which ones have greater entropy and more
fractality. These analyzes corroborate to determine the set of initial conditions for our
dynamic analyses, as observed in Figure 3 and Table 3.

After analyzing the behavior of the initial conditions, the dynamic behavior of the
dimensionless parameter was analyzed, which considers viscoelasticity and, therefore,
the regions in which the system presents a chaotic behavior. This behavior was
obtained using the maximum Lyapunov exponent, and for a given set of parameters,
it was observed by the bifurcation diagram and the Poincaré map. In this way, the
ranges for the parameters p and 5 were established where a possible chaotic behavior
occurs, as we see in Figures 5and 7.

The results obtained by the analysis of the basins of attraction showed a strong
influence between the parameters p and eta in the initial conditions. As we observed
in the calculation of entropy and uncertainty coefficient for the grid of initial condi-
tions x? x x9 = [-0.9,0.9] x [-0.9,0.9], have regions of high fractality and receive it
from a new attractor, as shown in Figures 4a—c and 5a-c. Considering the initial
condition [0.1,0.0] the MLE has regions of positive value, that is, there is a chaotic
behavior, as shown in Figure 6.

These analyses corroborate to determine the p and n parameters for the application
of two control techniques and suppress the chaotic behavior. This suppression allows
us to have a better understanding of the microcantilever when reading biological
samples that can generate chaotic movements. These chaotic movements can be
detected as noises in the structure of the AFM device.

In general, it is possible to notice that the two control methods presented low
errors as shown in Figure 16. For this system there was no difference in convergence
to the intended orbit; however, it is possible to notice that the OLFC control has a
simple implementation methodology in relation to the SDRE, as it excludes
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nonlinearities, facilitating the application of the control method and enabling a possi-
ble practical implementation using embedded systems. Figure 17 showed this com-
parison between the control techniques.

Due to the low computational cost, the OLFC control technique proves to be a
viable alternative for embedded systems of the AFM type. Works such as [34] make a
comparison of computational costs.
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