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Preface

We are pleased to present this edited volume, MIMO Communications — Fundamental
Theory, Propagation Channels, and Antenna Systems. This book introduces and discusses the
latest research and developments in MIMO communications, serving as a comprehensive
resource for scholars, researchers, industry professionals, and engineers.

The volume is divided into four parts: “Wireless Communications”, “Antenna Techniques”,
“Channel Modeling”, and “Autonomous Driving and Radars”. Each part features contribu-
tions from esteemed experts in the field, covering a wide range of topics, including capacity
analysis of MIMO channels, beamforming and antenna array design, channel modeling and
estimation, and the applications of autonomous driving and radars.

Section 1, “Wireless Communications”, lays out the fundamental theory of MIMO
communications, providing a detailed introduction to the key concepts and techniques
involved in designing and analyzing MIMO systems.

Section 2, “Antenna Techniques’, discusses various types of antenna arrays, radiation pat-
terns, and design techniques, and covers critical aspects of MIMO communication systems
such as antenna selection and beamforming.

Section 3, “Channel Modeling”, examines the various aspects of MIMO channels, includ-
ing channel models, multipath fading, spatial correlation, and more advanced topics
such as channel estimation and feedback.

Section 4, “Autonomous Driving and Radars”, provides a comprehensive overview of the
field of autonomous driving, including the history, challenges, and applications of this tech-
nology, and covers the basics of radar, including its principle, design, and implementation.

We want to take this opportunity to acknowledge the authors’ hard work and contribu-
tions and the support of the editorial team. We hope this volume will serve as a valuable
resource for scholars, researchers, and industry professionals and that the insights and
perspectives presented in this volume will help advance the MIMO communication
fields.

Ahmed A. Kishk
Concordia University,
Montreal, Canada

Xiaoming Chen
Xi’an Jiaotong University,
Xi’an, China






Section 1

Wireless Communications







Chapter 1

Architectures for Hybrid Precoding
and Combining Techniques in
Massive MIMO Systems Operating
in the mmWave Band

Faisal Al-Kamali, Mohamed Alouzi, Claude D’Amours
and Francois Chan

Abstract

Hybrid precoding and combining techniques in millimeter-wave (mmWave)
multiple-input multiple-output (MIMO) systems with various array architectures
have attracted significant interest as a promising technology for the development of
6G wireless communication systems. This approach presents numerous advantages,
including reduced complexity, cost, and power consumption, when compared to
traditional analog precoding methods. In this chapter, we investigate hybrid
precoding and combining techniques for massive MIMO systems operating in the
millimeter-wave (mmWave) band, with a focus on different architectures, such as
full array (FA), subarray (SA), and hybrid array (HA) architectures. We discuss the
system model of each architecture. Additionally, we solve the hybrid precoding and
combining optimization problem to maximize the spectral efficiency of each archi-
tecture. We then propose iterative hybrid precoding and combining algorithms for all
architectures, as well as compare their performance to that of traditional hybrid
design methods to demonstrate that the proposed algorithms achieve superior perfor-
mance with lower complexity and hardware requirements.

Keywords: full array architecture, subarray architecture, overlapped architecture,
hybrid precoding and combining, massive MIMO systems

1. Introduction

The use of millimeter-wave (mmWave) communications has become increasingly
popular as a potential solution for current and upcoming cellular systems, mainly due
to the extensive yet underutilized mmWave frequency range [1]. To ensure an ade-
quate link margin and achieve array gain, massive multiple-input multiple-output
(MIMO) antenna arrays are required for mmWave systems [2]. The use of traditional
analog precoding and combining schemes in mmWave MIMO systems is not practical
due to the high hardware cost and power consumption of the radio frequency (RF)
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chains. In light of this, hybrid precoding and combining schemes are viewed as a
promising technology that can strike a balance between system performance and
hardware complexity. There are two primary hybrid precoding and combining archi-
tectures used in millimeter-wave systems: full array (FA) [2-15] and subarray (SA)
[16-23] architectures. The FA architecture is commonly employed in hybrid
precoding and combining systems. With this architecture, phase shifters (PSs) con-
nect each RF chain to each antenna, leading to a linear increase in the number of PSs
with the number of antennas. In contrast, the SA architecture connects each RF chain
to a subset of antennas, requiring fewer PSs than the FA architecture.

In the literature, FA hybrid architecture for mmWave systems has received signif-
icant attention. The authors of [2] proposed a hybrid precoding/combining algorithm
based on simultaneous orthogonal matching pursuit, achieving performance compa-
rable to that of optimal digital beamforming with high complexity. In [4], we intro-
duced an iterative low-complexity hybrid design algorithm based on gradient descent.
The work in [5] proposed hybrid designs for Mini-Mental State Examination
(MMSE)-based rate balancing in mmWave multiuser MIMO systems and the work in
[7] proposed joint hybrid precoding and combining for massive MIMO systems. In
[8], a greedy approach is introduced without assumptions about channel structure or
array geometry. The work in [9] presented the hybrid design by alternating minimi-
zation (HD-AM) algorithm, which achieves high spectral efficiency but is limited to
equal numbers of data streams and RF chains. Manifold optimization-based hybrid
precoding algorithm in [10] achieves high spectral efficiency but with high computa-
tion complexity. Sohrabi and Yu in [11] proposed a heuristic hybrid beamforming
algorithm, while the authors of [12, 13] developed gradient projection algorithms for
hybrid beamforming design. In multiuser scenarios [14, 15], digital beamforming
removes interuser interference, and the analog precoders and combiners maximize
user signal power.

Although FA hybrid architecture led to the lower complexity of hybrid precoding
and combining algorithms compared to the analog one, the high cost, power con-
sumption, and hardware complexity of this architecture persist due to the need for a
phase shifter (PS) to connect each RF chain to every antenna [16, 17]. To address these
challenges, the SA architecture has gained popularity as a practical solution for hybrid
precoding and combining designs that offer a balance between performance, com-
plexity, and cost. SA architectures for hybrid precoding can be classified as fixed SA
[16-18], adaptive SA [19], and dynamic SA [20, 21]. In fixed SA, each RF chain is
connected to a subarray of antennas, while switches are used in dynamic SA. Dynamic
SA achieves similar performance as FA with high complexity as compared to the fixed
SA. Overlapped SA architecture with hybrid precoding can improve the spectral
efficiency of the SA architecture and still lower the complexity compared to the FA
architecture [18]. A study in [16] presented an energy-efficient hybrid precoding
technique for the fixed SA architecture. The technique utilized successive interference
cancelation and assumed a diagonal digital precoder with real elements. Two low-
complexity hybrid precoding algorithms for mmWave MIMO systems with fixed SA
architecture were proposed and studied in [17]. In [18], we proposed and highlighted
the use of overlapped SA architecture for improved spectral efficiency. An adaptive
hybrid precoding approach for SA architecture was studied in [19]. Dynamic SA
architectures in [20, 21] provided higher spectral efficiency but with increased com-
plexity. In [20, 21], it is found that the dynamic SA architectures perform better than
fixed SA architectures, but with higher hardware complexity and power consumption
due to the linear increase in the switches with the number of transmit antennas. To
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reduce the complexity of the dynamic SA, the authors of [22, 23] proposed partially
SA structures. However, the partially dynamic precoders in [22, 23] still result in
greater computational and hardware complexities, as well as higher power
consumption, compared to fixed SA precoders. Recently, deep learning-based hybrid
designs have been explored in [24-26]. A new hybrid design approach for SA was
studied in [27]. In [27], an iterative algorithm that begins by designing a hybrid
precoding and combining matrix for the FA structure and then converts it into a SA
matrix by setting certain entries to zero while achieving better performance was
proposed and studied.

While the cost and hardware complexity of hybrid precoding and combining for
SA architecture are lower than those for the FA architecture, the spectral efficiency
achieved through SA architectures is still inferior to that of optimal digital precoding
and combining [17]. Therefore, proposing a new hybrid array architecture that bal-
ances spectral efficiency, cost, and power consumption is an essential topic. In this
chapter, we introduce a new HA architecture for mmWave MIMO systems that aims
to achieve a balance between spectral efficiency, cost, and power consumption. Ini-
tially, the antennas at the transmitter/receiver are partitioned into subarrays, each
containing the same number of antennas as the number of RF chains at the transmit-
ter/receiver, and then divided into nonoverlapping subsets called groups. Finally, the
antennas in each group are connected to a group of RF chains in a way similar to the
connections in the FA architecture.

The main contributions of this chapter are summarized as follows:

» The FA, SA, and HA architectures’ system models for mmWave MIMO
communication systems are derived and explained. The FA architecture employs
PSs to connect each RF chain to all antennas. The SA architecture links each RF
chain only to a subset of antennas in a subarray. In contrast, the HA architecture
divides the antennas at both the transmitter and receiver into a set of subarrays,
which is equivalent to the number of RF chains. The resulting subarrays are
divided into groups that do not overlap, and each group’s antennas are linked to a
group of RF chains in the same manner as in the FA architecture.

* The optimization problems for hybrid precoding in the FA, SA, and HA
architectures are formulated and solved. In the FA architecture, the hybrid
precoding optimization problem for the entire system is solved. For the SA
architecture, the hybrid precoding optimization problem for each subarray is
independently solved. In the HA architecture, each group’s optimization problem
is independently solved.

* New iterative algorithms for hybrid precoding and combining are proposed and
derived for the FA, SA, and HA architectures. The design derivation takes into
account the block structure of the analog precoding/combining matrices in each
architecture without relying on any other assumptions or the antenna array
geometry. The proposed iterative FA (IFA) algorithm for the FA architecture
iteratively determines the hybrid precoding and combining for the entire system.
However, for the SA architecture, the proposed iterative SA (ISA) algorithm
determines the hybrid precoding and combining for each subarray independently
and then for the entire system. In the HA architecture, the proposed iterative HA
(IHA) algorithm determines the hybrid precoding and combining for each group
independently and then for the entire system.
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* The complexities of the proposed algorithms are derived, discussed, and
compared to show the simplicity of the proposed algorithms as compared with
other existing algorithms.

* Simulations were used to evaluate the proposed algorithms for mmWave MIMO
systems with FA, SA, and HA architectures. The results indicate that these
algorithms can enhance the mmWave MIMO system’s performance and provide a
high level of spectral efficiency.

2. The mmWave channel model

In this section, the mmWave channel model is discussed. H can be written as
[2, 4, 17].

N N ray

NN, /NalNray < 3" [l (0, 0) x Ac (6, 0)ar (¢, 07) 2 (¢, 6) ]
i !
(1)

where N; is the number of antennas at the transmitter and N, is the number of
antennas at the receiver. The numbers of clusters and paths are denoted by N,; and
N4y, respectively. a; is the complex gain of the Ith path in the ith cluster. ¢} (¢};) and
¢, (0;) are the azimuth (elevation) angles of departure and arrival of the lth path in
the ith cluster, respectively. The transmitter and receiver antenna element gains at
their departure and arrival angles are denoted by A, (¢}, ¢;) and A, (¢}, 9;), respec-
tively. a, (¢}, 0;) and a, (¢, 0}) are the antenna array responses at the transmitter and

receiver, respectively. The array response vector in a uniform planar array can be
defined as [2, 4, 17].

1
AYPA(¢,0) = NiSK

[1, .., grdlsin(@)sin (0)+ycos(@)) - gikd((w—1)sin (¢) sin (0)+(h—1) cos (e)}T )

wherek =%, 1<x<(w —1), and 1<y <(h —1).d =4, w, and h are the
interantenna spacing, width, and height of the antenna array, respectively. The trans-
mitter’s array size is N; = wh. In this chapter, we assume perfect channel estimation at
the transmitter and receiver.

3. Full array architecture system model
3.1 FA architecture

This subsection presents a discussion on the system model of the FA architecture.
First, the baseband digital precoder Pp, is applied to the signal at the transmitter, after
which it is precoded by the FA analog precoder Papa. At the receiver’s end, the FA
analog combiner Wara and the digital combiner Wp are both applied. The structure
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Figure 1.
Hybrid precoding at the base station (BS). (a) Full array (FA) architecture. (b) Subarray (SA) architecture.

of the hybrid precoding for FA architecture is depicted in Figure 1(a). The received
signal in the FA architecture can be expressed as [4].

y = /pWp"Wara"HParaPps + n = \/pWga"HPgas + n 3)
The channel matrix is represented by H € CV" ¢ and p denotes the average power
of the received signal. Papa and Pp are N; x Ngp and the Nyjgp x N, matrices of analog
and digital precoding matrices, respectively. Similarly, Wapa and Wp are N, x Nzr
and N,zr X N, matrices, respectively, and represent the FA analog and digital com-
biner matrices. The transmitted signal is represented by the N; x 1 vector s, with
E[ss*] = I%IINV The additive white Gaussian noise n is represented by the N; x 1
vector of independent and identical distribution. The matrices Ppa = PapaPp and
Wrga = WapaWp. All the elements in Pgpa and Wapa have a constant amplitude,
which is equal to 1/v/N; and 1/+/N,, respectively [4]. The digital precoder and com-
biner satisfy the total power constraint and are normalized as |[PapaPp||z = N,
and ||WapaWp||7 = N,. The spectral efficiency of the FA architecture can be
written as [4]

) (4)

H H - . . .

where Q;, = 2ZWK WX "WX_  WX. To optimize the spectral efficiency in (4), it
is important to take into account both the total transmitted power constraint and the
constraints on Fapa and Waga during the hybrid precoder/combiner design process.

N H H
R= Iogz( In, +N£ Q. 'Wg Wip, HFapaFePpPYL HIW o Wi
s
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max R
Para,Pp, Wara, Wp
st.Para € F ara and Wara € Jara
2
[ParaPpl[z = N;

)

where Fspa and Japa contain all possible precoding and combining matrices,
respectively, that fulfill the amplitude constraint. The maximization of the objective
function of the precoding in Eq. (5) can be expressed in a more concise manner as [4].

(PR PEY) = arg  min [P~ ParaPolf

Para,  pp ®)
st.Para € F ara,
|ParaPp|; = N;

Clearly, the optimization problem in Eq. (6) is non-convex and finding its optimal
solution is challenging. Nonetheless, the optimal unconstrained hybrid precoding can be
determined by setting PPh equal to V;, which represents the first N, column of the
matrix V obtained through singular value decomposition (SVD) of H, i.e., H = UzVvH,
Similarly, the optimal unconstrained hybrid combiner can be obtained by setting opti-
mal precoding equal to Uy, which represents the first N; column of the matrix U [2, 4].

3.2 Subarray architecture system model

This subsection presents a system model of the SA architecture. The structure of
the hybrid precoding for SA architecture is depicted in Figure 1(b). The received
signal of the SA is given by

y= \//—)WDHWASAHHPASAPDS +n= \/EWSAHHPSAS +n (7)

where Pysa and Pp are the analog and the digital precoding matrices of the SA
architecture, respectively, and Wagsa and Wp are the analog and the digital combin-
ing matrices, respectively. Pasa and Waga can be expressed as

Pa: ONtSA x1 ONtSA x1
ONtSA x1 Pa> o
P = .
ASA . ON(SA><1 (8)
ONtSA x1 o ONtSA x1 PANa
and
war  Ongax1 v ONgaxt
ONyax1 Wa2 :
Wasa = Onq, 1 )
ONrSA x1 b ONrSA x1 WAN,-SA
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In Eq. (8), the Ns4 x 1 analog precoding vector for the Itk subarray
(l=172, ... , Nirr) is denoted as p ). Its elements have equal amplitude of 1/1/Nisa,
but varying phases. In Eq. (9), the Nys4 x 1 analog combining vector for the Ith
subarray (I = 1,2, .....,N,gp) is represented by wy. Its elements have equal amplitude
of 1/+/Nysa, but varying phases. Here, Nig4 = N;/Nr and Nys4 = N,/N,gr denote
the number of elements in each subarray at the transmitter and receiver, respectively.
The optimization problem of the /th subarray can be written as [17].

arg min 2
(POAl;tsPODlit) = PAf Por HPI”” - PAIPDIHF

st.py EFa,
|PasaPpllf = N

(10)

where Pj¥ * = V1(((I = 1)Nisa +1: IN;sa), :) denotes the optimum unconstrained

hybrid precoding solution of the lth subarray. pp,, the lth row of the Pp. F 4, and
includes all possible N4 X 1 vectors satisfying the amplitude constraint.

3.3 Hybrid architecture system model

In this subsection, we discuss the system model for hybrid precoding and combin-
ing in mmWave MIMO systems with HA architecture. The structure of the hybrid
precoding for HA is depicted in Figure 2. Antennas are divided into subarrays and
grouped with RF chains. Ny, and N,, groups are assumed for transmitter and receiver,
respectively, with Nis4, = Nisa /Ny and Nysag = Nysa /N, being the number of

Analog |
> precoding RF ; <
Group 1 (Pg,) Chain I 7
T 1
— o ] I
| Digita 1 I
| — I
| 1 I Nis !
1| Preco Niy 1 N | Hests :
N, | d-er ! : :
| ! ;
| . -
r— l
- =
Analog RF : 3
precoding Chain =
| Group N, Nisag . %
(P, ) ﬁy
g
@ (b)
Figure 2.

The proposed hybrid array (HA) architecture at the base station (BS). (a) Block diagram of the hybrid precoding
in the HA architecture. (b) The structure of analog precoding in the ngth group.
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subarrays in each group. The chapter assumes the same number of RF chains and
subarrays in all groups and the number of groups must not exceed the number of RF
chains but acknowledges that future work may explore cases with different numbers.
In HA, the received signal can be expressed as

¥ = /pPWp"Waua"HPsusPps + n = /pWya"HPyas + n (11)

where Papy is the matrix of the HA analog precoding, with dimension N; x Ngg.
W ana is the matrix of the HA analog combining and has dimensions N, x N,gr. The

amplitudes of all elements in Papa and Wana are 1//N;/N;, and 1//N, /Ny,

respectively. Note that Pya and Wya must satisfy ||PHA||12: = N, and ||WHAH12; = N;,
where Pya = PapaPp and Wy = WapaWp. The general structure of Paya in the HA
architecture can be expressed as

Pg, O 0
0 Pg, 0
Pana = : : . : (12)
0 0 .. Pay,

where Pg, is an (N;/Ny,) X (Nirr/Ny,) matrix representing the analog precoding
matrix of the ngth group, where 1<ng <N,. N,, = 2", wheren = 0,1, ..., log,N;s4.
Note that, Nj, = 1 when n = 0, resulting in an FA structure [4], and N;; = N;s4 when
n = log,Nsa, resulting in a conventional SA structure [17]. For the HA architecture,
1<n < (log,N¢sa) — 1. Similarly, Waga can be expressed as

Wg, 0 .. 0
0 Wg, .. 0

Wana = . (13)
0 0 w  Way,

where W, is an (N,/N,,) X (N,zp/Nyy) matrix representing the analog combin-
ing matrix of the ngth group, 1<ng <N,,. N,, can be computed by the same method as
Ny, by only replacing N;sa by Nysa. The hybrid precoding optimization problem of
the HA architecture can be written as

. 2
(PZFI’-;A’ PODPt) = arg min [P — PauaPpl|z

(14)
Pana, Pp

st.Pana € F ana,
| PanaPpllz = N,

where F aua includes all possible precoding matrices that satisfy the amplitude
constraint of the HA structure. P°P* = V7 is the optimal solution of the unconstrained
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hybrid precoding. Similarly, the hybrid combining optimization problem of the HA
architecture can be expressed as that given in Eq. (14). However, the problem in

Eq. (14) is non-convex with a difficult optimal solution. Due to the block nature of the
hybrid precoding matrix in the HA architecture, Pya can be written as

PAGl 0 0 PDG1
0 Pag, - O P,
Pua = PauaPp =
0 0 o Pacy, Poay, as)
Pac,Ppg, Pua,
Pag,Ppc, Pua,
Pacy, Ppay, Phay,

where Ppg,, is an (Nirr/Ny) x N matrix representing the digital precoder of the
ngth group and Py, is an (N;/Ny,) x N, matrix denoting the hybrid precoding of the

ngth group. Furthermore, the optimal hybrid precoding can be decomposed according
to the HA architecture as

t

PG,

opt

pr—| (16)

opt
Gth

where POG[: is the optimal digital precoding of the ngth group in the HA architec-

ture. Based on Egs. (15) and (16), the problem in Eq. (8) can be decomposed into a
series of N;, independent subproblems as

Ny opt 2
P¢,, — Pac,Ppa,

2
PP — PapaPpllz = .

(17)

ng=1

Now, minimizing the objective function in Eq. (8) can be performed by optimizing
the N, subproblems as

2
opt opt - . opt
(P AGyy? PDGng> = arg min HPGng — Pag,, Ppa,,
Pag,, Ppc,, (18)
st.PaGng € F ana,

2

|Pac, Ppa,,

The optimal combining matrices can be achieved by optimizing the N,,
subproblems in a similar fashion.

11
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4. Proposed hybrid precoding and combining algorithms

In this section, the proposed IFA, ISA, and IHA hybrid precoding and combining
algorithms for mmWave MIMO system will be derived and discussed. We only derive
the equations that relate to the precoder since the derivation of the combiner is similar.

4.1 Iterative full array (IFA) algorithm

In this subsection, we propose the low-complexity IFA hybrid precoding algorithm
with equal power allocation per stream. In addition, we do not assume any constraint
on the optimization problem, which is related to Eq. (6). The derivation of the
combiner is similar. The optimization problem in Eq. (6) is not convex and its solution
is NP-hard. Therefore, we propose an iterative solution to solve the problem in
Eq. (6). Specifically, we solve the following optimization problem iteratively, which is
related to Eq. (6):

(P3Y") = arg min| [P35 — PawaPp|; (19)

where Pyjra is the proposed IFA analog precoder. The objective function can be
expanded as

IPP5 — PawaPo| = tr(PER PR ) — 2tr (PR PawaPp )
+ tr (PP iraParraPp) (20)
— N — 2tr (PP PairaPp ) + tr(PPHizs ParaPo)
To minimize over Pp, we set the derivative of Eq. (20) with respect to Pp equal to

zero, which yields the following minimized proposed baseband precoder Pp (least-
squares solution)

-1
Pp = (PipaParra) PhipaPea (21)

Then, we keep Pp fixed and solve the same optimization problem but now mini-
mizing over Para

(P3Bka) = argmin [ PPR — ParaPpl; 22
AIFA

Similar to Eq. (20), expanding the objective function yields:

2 H
HP;F: — ParaPp H p=Ns—2tr (P;%t PAIFAPD) + tr(PgPXIFAPAIFAPD) (23)

We again set the derivative of (23) with respect to Parpa as equal to zero, which
yields the following equation:

Ve(Parra) = ~PRPE 4 PopaPpPH = 0 (24)

Since PDPg cannot be inverted when Ns < N;gr, we used the gradient descent
method to obtain:

12
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Parra™ = Para® — aVy (Parra”)
Parra®"" = Para® + a(Pph - Para*Pp)Ph
Parra® ™! = Papa® 4 aPyesPH (25)

where the residual precoding matrix, denoted as Pyes, is obtained by subtracting

the product of Paipa and Pp from the optimized P;gt, and «a is the step size. This
approach is valid even when N equals Nygr. However, if N is less than Nigp, the
Parra matrix with dimensions of N; x Nyr needs to be completed after initialization.
In each iteration, the column that results in the largest reduction of the residual is
added to Parra. This column is chosen from the basis of the range of the residual,
which is obtained by normalizing the first singular vector of the residual element-
wise. Algorithm 1 provides the pseudo-code for the proposed IFA hybrid precoder,
denoted as Pipa. In a mmWave system that employs hybrid precoding, the base
station (BS) or mobile station (MS) can support up to min(Ngp, N,zr) [2]. The inputs
to the algorithm 1 are Pgh € CV* s and the maximum number of iterations K. When
Ns < Nr, K should be greater than or equal to Ny - Ns to compute the

N x NgrPapa matrix. When Nygr = N, K should be greater than or equal to 1.

In the general case where Ng>1and Ng < Nzr, the algorithm initializes Parpa by
normalizing the first N columns of P;f;t element-wise, i.e.,

Parpa = P;§®(|P?X|\/M). Next, step 2 calculates Pp using least squares. Steps 3 and
4 compute the residual precoding matrix Pys and the proposed IFA analog precoder
Paira, respectively. Step 5 ensures that the constant-magnitude entries in Parpa can be
applied at radio frequency (RF) using analog phase shifters.

In steps 7 and 8, when Ng < Nigr, the N; x NgrParra needs to be completed by
adding the element-wise normalization of the first singular vector of Pyes to Parra.
After K iterations, the algorithm finds the N;x Nr proposed IFA analog precoding
matrix Papa and the Nygr x N baseband precoder Pp, such that HP:},’; — ParraPp || F
is minimized. In steps 12 and 13, the algorithm ensures that the transmit power
constraint is satisfied and returns the proposed IFA hybrid precoder Piga = PapaPp.
The proposed hybrid combiner Wiga can be calculated in the same manner.

Remark 1 - Convergence of the proposed IFA hybrid precoder to local minimum
points: Note that when Ng = Nygr or Ng < Nyzr, Pp is a square matrix that is approx-
imately unitary PAPp~PpPh~Iy, or a non-square matrix that is approximately semi-
unitary PgPDzINs, respectively [2].

Algorithm 1. Proposed IFA Hybrid Precoding.

Input: The optimum unconstrained solution Pph € CN* Vs and the maximum
number of iterations K

Output: Analog Para € CNx N with the element-wise normalization and
baseband Pp € CV##* Ns gych that ||P;gt — PIFAHF is reduced and HPIFAH}Z, = Ng,
where Pira = ParraPp

Initialization: analog precoder Paral = P;gt@ﬂP;I:’\/Nt).

l:fork=1:Kdo

k -1 k :
2: Update: Pp = (PKIFA PAIFAk) Pliira Pra

3: Update the residual: Pyes = P;I: - Parra*Pp

13
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4: Update: PAIFAk+1 = PAIFAk -+ (ZPreng
5: Element-Wise Normalization:

Para* = Para* 0 (’PAIFAk+1 VN, t)

6: If i <N;gr - Ng

7: Fres = UZVH
8: Append the element-wise normalization of the first vector of U as a new column
to Parra:
Papalt! = {PAIFAk+1(U)1®<| (U)|v Nf)}
9: end if
10: end for

1
11: Pp = (PKIFAPAIFA> PKIFAP;II):
. — /Ne—Pp
12: Pp = V/Ns HPAIF:PDHF
13: return Pipa = ParaPp

Thus, each iteration in Algorithm 1 minimizes the objective function
HP;IX — ParaPp||,, and the error term decreases monotonically with each iteration.
Since the objective function has a lower bound, the proposed method must converge
to local optimum points.

4.2 Iterative subarray (ISA) algorithm

In this subsection, the proposed ISA hybrid precoding is derived and discussed.
The optimization problem of the Itk subarray in Eq. (10) can be solved for each
subarray in a similar way as in Eq. (22), and the following iterative solution can be
obtained:

PAlk+1 - PAlk + Prespgl (26)

The residual precoding matrix for the [th subarray, P, is calculated as
P, = P” — p,pp- Eq. (26) shows that the updated value of p ,*** for the Ith
subarray can be obtained by adding P,.,pZ; to the value of p,;* from the previous
iteration. Once initial values of p,, and p,, have been obtained, these can be used to
iteratively solve the optimization problem given in Eq. (26). After convergence, the
resulting p ,; of the Ith subarray must be normalized to satisfy the constraint in
Eq. (10).

Algorithm 2. Proposed ISA Hybrid Precoding scheme

LInput V4, K

2.Decompose V;as Vi = [\71\72 VLK]T

14
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3.For1<I<L;

. initial jangle(V,
4.Find pjjie! = i gmele(V1)

5.Find piitial — (PAz)H «V
6.Initial p,,* = piutial
7.Initial pp,; = pglitial
8.For1<k<K

9.Compute the residual Pr; = V; — p,/*Pp,
10.Update p,,**! = p,/* + Prpl
11.Normalize p,*™* = p o,/ (|pa/* ™| * VNisa)
12.pp = (PAlkH)H *V
13.end for

14.end for

15. Construct Pp and Pyjsa

16.Normalize Pp as Pp = %PD

17.Return PISA =PAISA Pp

The normalized p,;**!can be expressed as

PAl]€+l = PAzkH/ <|PAlk+l| * /N, tSA) (27)

In summary, the pseudo-code of the proposed ISA hybrid precoding can be
summarized in Algorithm 2, which can be explained as follows. First, the initial
values of p,; and p,, of the lthsubarray must be obtained. Then, the iterative
solution for the lth subarray is applied to obtain the optimal p,; and p,, and
this operation will be repeated for all subarrays. Finally, Pp and P, are constructed.
Note that the initial solution of p,; and p, for each subarray can be obtained as
follows:

pinitial _ 1 jangle(¥) (28)

Al VNisa

15
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and
pinitial _ (P%itiul)H «V, (29)

where V; is an Nys4 x N, matrix that represents the optimal precoder of the It
subarray.
The algorithm can be summarized as follows:

1.Obtain the initial values p##@l and pinitial for the Ith subarray.
2. Apply an iterative solution for the [th subarray to acquire the optimal p,, and p,,.
3.Repeat the above operation for all subarrays.

4.Construct the proposed ISA analog precoder, P4js4, and digital precoder, Pp.

5.Construct the hybrid precoder of the proposed ISA as Pis4 = ParsaPp.

Eq. (26) satisfies the property of the gradient descent method as it minimizes the
objective function ||P}"" — p,,pp; H; in each iteration from step 8 to 13 of Algorithm 2.

This guarantees the convergence of p ,,*** to a local optimal point.

Note that the proposed ISA algorithm in this subsection differs from the proposed
IFA algorithm in the previous subsection in its approach. The proposed ISA algorithm
independently obtains hybrid precoding for each subarray and then combines them to
find the hybrid precoding for the entire system. This makes the proposed ISA algo-
rithm simpler than the IFA algorithm, which computes the hybrid precoding directly
for the entire system.

4.3 Iterative hybrid array (IHA) algorithm

In this subsection, we introduce a low-complexity IHA hybrid precoding algorithm.
The combiner derivation follows a similar approach. We know that the structure of

optimal precoder of the ngth group V,, is non-square semi-unitary, meaning VgngVGng =
I, when Nj, = 1and VIG{ngVG“g ~In, when Ny, > 1. Therefore, the HA precoder design
must also be non-square semi-unitary, i.e., P}DIGnngGngPAG“g Ppg,, = In,. This structure
will be used to solve the optimization problem and make the HA precoder Pag,,Ppa,,
approach the optimal precoder Vg, as closely as possible. Thus, by assuming the struc-
ture of the HA hybrid precoder PG, PpG,, as 2 semi-unitary matrix, we need to solve the
following optimization problem:

2
opt opt _ . opt
<PAG,,g’ PDGng> = arg mmn HPG,,g ~ Pac,, Ppcy ||
Pag,,» Ppa,,
StAPAGng € F aHA,

(30)

H _ H _
PAGngPAGng = IN(RF and PDG,.g PDGng = IN

s

2
L= N/Ny

‘ ‘ Psc,Ppa,,
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The problem in Eq. (30) is a non-convex optimization problem whose solution is

mathematically intractable. However, in this subsection, we will use iterative
algorithms to solve (30):

(31)

2
opt
P¢,, — Pac,Poc, .

opt opt _ :
(PAGng,PDGng) = arg min ’

PagG,,» Ppa,,

We first need to find the baseband precoder Ppg,, of the ngth group in the HA

architecture that minimizes the Euclidean distance using the initialization of the
proposed HA precoder Pyg,, of the ngth group in the HA architecture, which is

calculated by taking the first Nygp /N, columns from POGIZ : and then normalizing them

such that each entry has constant magnitude, i.e.,

Pag,, = (ngl: ;@( PEI: (Nt /th) ) We then find the RF precoder Pjg,, such that

the IHA hybrid precoder Pag,,Ppe,, of the ngth group is sufficiently “close” to the

optimal unconstrained digital precoder POGI: ; of the ngth group in the HA architecture.

Specifically, we would like to solve the following optimization problem first, which is
related to (31):

2
(PoDlgng) =arg 1535.2 P%E; — Pac,,Ppa,, v (32)
The objective function can be expanded as
P _ Py Pog, |
Gng — T AGpg* DGy F
_ opt H opt opt H 2 (33)
= tr PGng PGng — 2tr PGng PAGngPDGng + PAGngPDGng v

H
= 2Ng — 2tr (Pg:ltg PAGngPDG,,g>

The solution of this problem, which is to find the maximization of

opt
PGng

as follows:

HPAGngPDGng, is solved by what is called the orthonormal Procrustes problem [28]

Ppg,, = VUt (34)

H : .
where POGI::g Pag,, = UZVH. Then, we keep Ppg,, fixed and solve the same opti-
mization problem but now minimizing over Pag,, as follows:

2
t . t
(POAPGng) —argpin POGI:,g — Pag,,Ppa,, v (35)
Similar to (33), expanding the objective function yields:
PP _ P Poc || = 2N — 2t (P Ppae P (36
Gog ~ PG, PDG, || = 2Ns — r( Gng PAGn, DG,,g) )

17
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Assuming that the IHA analog precoder Pyg,, semi-unitary matrix, the solution

opt
that maximizes PG]ng

problem as follows:

Pag,,Ppg,, in (35), is also solved by the orthonormal Procrustes

Pag,, = VU (37)

H . .
where Ppg,, POGI:ltg = UZVH, Also, there is another way to maximize

poPt H

Gng P, Ppa,, in (35) as follows:

opt
PAG PGngPDGng (38)

Both solutions in (37) and (38) are almost the same because we assume that Ppg,,

is a non-square semi-unitary or square unitary matrix in (36) and the singular values

H . :
of PDGngP‘él;tg are almost unity when N;, = 1 and close to unity when N;, > 1.

The main difference between the hybrid design in this chapter and that in [29] is
that our design assumes that P4g,, is non-square semi-unitary matrix, and Ppg,, is non-
square semi-unitary or square unitary matrix. Our design is more versatile and applica-
ble in various scenarios, including when the number of data streams is equal to or less
than the number of RF chains. In contrast, the HD-AM (hybrid design by alternating
minimization) technique can only be used when the number of data streams is equal to
the number of RF chains [29]. Additionally, our derivation is based on the HA archi-
tecture, while HD-AM is only applicable to the FA architecture. Our proposed algorithm
is straightforward since it calculates the hybrid precoding for each group in the HA
architecture independently before using it to determine that of the entire system.
Conversely, the method presented in [29] computes the hybrid precoding directly for
the entire system, resulting in higher computational complexity.

Algorithm 3: Proposed IHA Hybrid Precoding

Input: The optimum unconstrained solution Pgl‘: e CWNi/Ne) xNs injtialized analog
procoder Pag,, € C(Ne/Nig) x (Niwe/Nig) wyith the element-wise normalization, and the
maximum number of iterations K.

Output: Analog Pya,, € CNx Nwr gy ch that HP&P; — Pua,, H is reduced and
n F

= Ns/th, where PHA,,g = PAGngPDGng'

2
HPHA“*" F
1:fori =1:K do
2: Update: Ppg,, = = VU, where P2

Gng
3: Update: Pag,, = PohePDang

"Pac,, = UZVH

4: Element-Wise Normalization: Pag,, = PAGng@dPAG,,g

5: end for

7: Pog,, = Pii, Pong

P Ny
8:Pp = \/Ns/th ||PA _ Ppgy

Gng PDGng | |F

(N:/Ny) )

9: Return Pya,, = Pag,,Ppa,,-

18
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Algorithm 3 provides the pseudo-code for the proposed IHA precoder. The inputs

of the algorithm are Pgﬂ; e C(Ni/Ni) xNs initialized analog procoder

Pacy, € CN/Ne) X W) e, Prg, = (PEL(|PE:|\/(Ni/Ny) ) ), and the maxi-
mum number of iterations K, where K >1 for Ng < (N,RF/th) or (N,RF/N%,) <Ns. In
the general case of N5 > 1, the algorithm starts by computing the ngth group Ppg,,

using the orthonormal Procrustes solution in step 2. After that, the algorithm
proceeds to update the ngth group RF precoder Pag,, in step 3. Step 4 ensures that

the proposed RF precoder Pag,, is satisfied exactly with constant-magnitude

entries, which can be applied at RF using analog phase shifters. After the last
iteration of the algorithm, Ppg,, is updated via the maximal ratio combining (MRC),
instead of the least solution, which has an impact on the Frobenius norm objective

: opt
function HPG..g — Pag,,Ppa,,

2
; the least solution becomes MRC after implementing
F

the semi-unitary analog precoder, i.e., PXGngPAGng = . After K iterations, the

I
(NIRF/th)

process is completed and the algorithm finds the (N;/Ny,) x (N;gp/Ny,) proposed RF

precoding matrix Pag,, and the (NIRF /th) x N baseband precoder Ppa,, such that

power constraint is satisfied for each ngth group and return the proposed ngth group
IHA precoder Pua,, = Pag,,Ppa,,- The proposed ngth group hybrid combiner Wy,
can be calculated in the same way.

Popt

2
Gug — is minimized. In steps 8 and 9, we ensure that the transmit
" F

Pac, Ppa,,

5. Complexity analysis

This section aims to examine the implementation complexities of the proposed
hybrid precoding and combining algorithms for various architectures. To simplify the
analysis,

we use the following notations: N = max{N;, N, } represents the maximum
number of antennas, Ngr = max{Nxr, N,gr} represents the maximum number
of RF chains, Ny = max{th, Nrg} represents the maximum number of RF
groups, and K denotes the maximum number of iterations for the proposed IFA
hybrid design, ISA hybrid design, and IHA hybrid design algorithms. Moreover,
we denote the number of antennas for each subarray in the SA design as Nga.

Our analysis is based on the total number of floating-point operations (flops) for
each hybrid precoding and combining method. Table 1 shows that the
computational complexities of the proposed IFA hybrid design, ISA hybrid design,
and THA hybrid design algorithms are much lower compared to that of the FA

sparse hybrid precoding method, which has a complexity of O(N 2NgeNs).
Furthermore, the computational complexities of the proposed IHA hybrid design and
ISA hybrid design algorithms are lower than that of the IFA Hybrid design, particu-
larly for larger numbers of groups, Ng. When N, > 1, the proposed IHA hybrid design
and ISA hybrid design algorithms have lower hardware costs than the sparse hybrid
design and the proposed IFA hybrid design. To summarize, the proposed IHA hybrid
design has lower computational and hardware complexities than the proposed IFA
hybrid design and is comparable to that of the proposed ISA hybrid design when

Ngr = Ny
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Method Constraints Phase Shifters Complexity
Number
Sparse hybrid design [2] RF precoding/combining NNgr O(N?NgpNs)
codebooks
Proposed IFA hybrid design None NNgr O(NN2:K)
Proposed ISA hybrid design  None N O(NsaNrrNsK)
Proposed IHA hybrid design None (NRF /Ng)N O(NN,ZQFK/N;)
Table 1.

Complexity of the proposed algorithms.

6. Simulation results

This section presents the numerical results to show the performance advantages of
the proposed IFA, ISA, and IHA hybrid precoding/combining algorithms. We con-
sider the case where there are only one BS and one MS at a distance of 100 m. The
spacing between antenna elements is equal to 1/2. The system is assumed to operate at
a 28 GHz carrier frequency in an outdoor scenario, and with a path loss exponent
n = 3.4. The channel model is described in (1), with Py ; = 1 for all clusters. The
azimuth and elevation angles of arrival and departure (AoAs/AoDs) of the rays within
a cluster are assumed to be randomly Laplacian distributed. The AoAs/AoDs azimuths
and elevations of the cluster means are assumed to be uniformly distributed. We use
the AoD/AoA beamforming codebooks (the exact array response of the mmWave
channel) at the BSs and MSs, respectively, for the sparse hybrid design [2]. The signal-
to-noise ratio (SNR) in all the plots is defined as SNR = p/s?. We assume perfect
channel estimation at the BS and MS. For fairness, the same total power constraint is
enforced on all precoding/combining solutions. The maximum number of iterations K
for the proposed IHA hybrid precoder/combiner, the IFA hybrid precoder/combiner,
and the ISA hybrid precoder/combiner is equal to 10 for all data cases.

In this section, we show the spectral efficiencies achieved by the proposed IFA,
ISA, and IHA hybrid precoding/combining algorithms, FA sparse hybrid design [2],
and the optimal unconstrained digital method at both the BS and the MS.

Figure 3 shows the spectral efficiencies achieved by the proposed IHA hybrid
precoding/combining, the FA sparse hybrid precoding/combining [2], the optimal
unconstrained digital design, the proposed IFA hybrid precoding/combining,
and the proposed ISA hybrid precoding/combining in a 256 x 64 uniform planar
arrays (UPAs) mmWave system for different SNR values with
Nse{2,8}, Nigr = N,rre{4,16},and N,€{1,2, 4,8,16}. The spectral efficiency perfor-
mance of the proposed IFA hybrid precoder/combiner is close to that of the
unconstrained digital one and better than those of other methods for all cases. The
proposed IHA hybrid precoding/combining method outperforms the ISA hybrid
precoder, regardless of the number of data streams N and the number of groups N,.
Also, the proposed IHA hybrid precoding/combining design outperforms the FA
sparse hybrid design when N,e{1,2} for N5 = 2 and 8. The performance of the
proposed IHA hybrid precoding/combining is degraded with the increase of N,, which
is equivalent to the decrease of phase shifters, leading to an increase of the interfer-
ence between data streams. However, when N,€{4, 16}, the proposed IHA hybrid
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Figure 3.

Average spectral efficiency achieved by the proposed iterative hybrid array (IHA) precoding/combining with

K = 10, compared to the full array (FA) sparse hybrid precoding/combining design [2], the optimal unconstrained
digital precoding/combining, itevative full array (IFA) hybrid precoding/combining design, and the itevative
subarray (ISA) hybrid precoding/combining, for a 256 x 64 uniform planar arrays (UPAs) mmWave system for
different signal-to-noise ratio (SNR) values with Nse{2,8},and N;gr = N,gre{4, 16}.

precoding/combining becomes similar to the SA architecture with better performance
compared to the proposed ISA hybrid precoding/combining. Also, when N, = 1, the
performance of IHA hybrid precoding/combining is close to that of the proposed IFA
hybrid precoding/combining.

In Figure 4, we use the same methods as they were used in Figure 3 in a 64 x 16
UPAs mmWave system for different SNR values, with Nse{2, 4}, Nigr = N,gre{4, 8},
and N,€{1,2,4,8}. We obtain the same results as in Figure 3. However, the
proposed IHA hybrid precoding/combining method overlaps with the proposed
ISA hybrid precoding/combining when N, = 8 and 4 for N5 = 4 and 2,
respectively, where the numbers of BS and MS antennas are reduced compared
to Figure 3.

Figure 5 shows the performance when the number of RF chains N;gr = Ngr is
greater than the number of data streams, where Nse{2, 4}, N,€{1,2,4, 8}, and the
SNR is fixed to 0 dB over the whole range of RF chains in a 256 x 64 UPAs mmWave
system. The spectral efficiency of the proposed IFA hybrid precoding/combining is
close to that of the unconstrained digital one with the increase of the RF chains. The
performance of the IHA hybrid precoding/combining becomes worse with the
increase of Ny, where the interference of data streams increases. The performance of
the IHA hybrid precoding/combining is much better than that of the proposed ISA
hybrid precoding/combining, regardless of the number of N,. Also, the proposed IHA
hybrid precoding/combining outperforms the FA sparse hybrid design when
N,e{1,2} for any data stream Ng; however, the FA sparse hybrid design outperforms
the proposed IHA hybrid precoding/combining when N,e{4, 8}, but the performance
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Figure 4.

Average spectral efficiency achieved by the proposed iterative hybrid array (IHA) precoding/combining with

K = 10, compared to the full arvay (FA) sparse hybrid precoding/combining design [2], the optimal unconstrained
digital precoding/combining, the iterative full array (IFA) hybrid precoding/combining design, and the iterative
subarray (ISA) hybrid precoding/combining, for a 64 x 16 UPAs mmWave system for different signal-to-noise
ratio (SNR) values with Nse{2, 4},and N;gr = N,gre{4, 8}.

gap between them reduces with the increase of the RF chains. Also, when N, = 1, the
performance of IHA hybrid precoding/combining is close to that of the proposed IFA
hybrid precoding/combining.

Figure 6 shows the spectral efficiency achieved by the same methods when the
number of RF chains equals the number of data streams, varying from 2 to 16, in a
256 x 64 UPAs mmWave system with N,€{1,2, 4,8}. The SNR is fixed to 0 dB for any
number of RF chains. When N, = 1, the performance of IHA hybrid precoder over-
laps with that of the proposed IFA hybrid precoding/combining, and both are close to
the unconstrained digital one. The performance of the proposed IHA hybrid
precoding/combining becomes worse with the increase of N,, where the interference
of data streams becomes higher. As seen in Figure 6, the proposed IHA hybrid
precoding/combining outperforms the FA sparse hybrid precoding/combining and
the proposed ISA hybrid precoding/combining, especially for a large number of N,
and NS = NtRF = NVR .

In conclusion, although we use the proposed IHA hybrid design in both transmitter
and receiver, its performance is acceptable, especially for 2 <N, <Nr and
2 <N, < Nygr, when compared to the higher hardware complexity of FA hybrid
designs, such as the FA sparse hybrid design and the proposed IFA hybrid design. All
FA hybrid designs require a higher hardware complexity in the BS and MS, with a
higher number of phase shifters in the BS and MS, which is equal to N;Ngr + N,N,zF,
whereas the number of phase shifters for the IHA hybrid precoder/combiner is equal

to (%g’”) + (%) The constraint of the analog and baseband precoding/
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combining matrices helps to build the structure of block diagonal matrices in the
proposed IHA hybrid precoder/combiner, yielding higher gains compared to the other
methods. When N, = Nr, the proposed HA structure becomes similar to the SA one;
the performance of the proposed IHA hybrid precoding/combining design gives
higher gains compared to the proposed ISA hybrid precoding/combining design,
especially for a large number of BS antennas.

Also, when N, = 1, the proposed HA structure becomes similar to the FA one, and
the performance of the proposed IHA hybrid precoding/combining design is compa-
rable to that of the proposed IFA hybrid precoding/combining design. The number of
iterations should be 10 or less because the gain after that will be very small, which is
confirmed by our results that we did not include in this chapter.

7. Conclusion

In this chapter, we have studied and discussed the issue of hybrid precoding and
combining techniques in mmWave MIMO systems for different array architectures.
We presented the system models of FA, SA, and HA and solved the optimization
problem of hybrid precoding and combining to maximize the spectral efficiency of
each architecture. Additionally, we proposed iterative hybrid precoding and combin-
ing algorithms for all architectures. The simulation results showed that the proposed
algorithms can enhance the spectral efficiency performance of mmWave MIMO sys-
tems with lower complexity and hardware requirements than traditional hybrid
design methods. The findings of this chapter are expected to be of significant interest
to researchers, engineers, and students working in the field of mmWave communica-
tions and MIMO systems, as they provide insights into improving the spectral effi-
ciency and performance of wireless communication systems. Overall, this work
contributes to the development of efficient and cost-effective solutions for next-
generation wireless communication systems.
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Technological Evolution from RIS
to Holographic MIMO
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Abstract

Multiple-input multiple-output (MIMO) techniques have been widely applied in
current cellular networks. To meet the ever-increasing demands on spectral efficiency
and network throughput, more and more antennas are equipped at the base station,
forming the well-known concept of massive MIMO. However, traditional design with
fully digital precoding architecture brings high power consumption and capital
expenditure. Cost- and power-efficient solutions are being intensively investigated to
address these issues. Among them, both reconfigurable intelligent surface (RIS) and
holographic MIMO (HMIMO) stand out. In this chapter, we will focus on the ongoing
paradigm shift from RIS to HMIMO, covering both topics in detail. A wide range of
closely related topics, e.g., use cases, hardware architectures, channel modeling and
estimation, RIS beamforming, HMIMO beamforming, performance analyses of spec-
tral- and energy-efficiency, and challenges and outlook, will be covered to show their
potential to be applied in the next-generation wireless networks as well as the ratio-
nales for the technological evolution from RIS to holographic MIMO.

Keywords: reconfigurable intelligent surface, holographic MIMO, energy efficiency,
channel estimation, hybrid precoding

1. Introduction

In order to fully achieve 5G/6G enhanced mobile broadband communications, it is
an inevitable trend to move from microwave frequency band, e.g., sub-6 GHz to
millimeter wave (mmWave) or even terahertz (THz) frequency bands [1]. However,
various challenges are introduced accordingly, such as severe path loss, high power
consumption, serious hardware impairment, and frequent blockage. At the early
stage, researchers devoted to addressing these aforementioned challenges through
hybrid analog-digital precoding along with large-sized antenna arrays at both trans-
mitter and receiver sides, which was verified to offer nearly the same performance in
terms of achievable rate compared to its pure digital precoding counterpart under full
channel state information (CSI) assumption [2]. However, the energy efficiency (EE)
of mmWave or THz system needs to be further enhanced, since the power consump-
tion from digital-to-analog/analog-to-digital converter and up/down converter in the
radio frequency (RF) chains is still high. Various novel massive MIMO architectures
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are analyzed and compared in [3], where reflect/transmit array-based architectures
are verified to obtain the best trade-off.

There are two promising candidate technologies, aiming for not only enhancing EE
but also spectrum efficiency (SE). One is the reconfigurable intelligent surface (RIS),
and the other is holographic multiple-input multiple-output (HMIMO). At the early
stage, much more effort were made on RIS-assisted networks compared to HMIMO.
Recently, the emphasis of the research community has been shifted toward HMIMO.
RIS and HMIMO share some similarities, e.g., made of a large number of cost-efficient
low power consumption elements. However, they differ in various aspects. The RIS is
usually a passive, tunable, and intelligent metasurface. Unlike the traditional active
relays, which can perform either amplify-and-forward (AF), decode-and-forward
(DF), or compute-and-forward (CF), RIS does not possess any baseband processing
capability. Thus, it can not receive and post-process any incident signals from other
network nodes, e.g., base station (BS) or mobile station (MS). Because of this, RIS
brings difficulty in efficient yet effective channel estimation for the system. For
instance, the BS has to estimate two large dimensional channel coefficient matrices
(i.e., MS-RIS and RIS-BS channels) simultaneously via uplink pilot signal transmis-
sion. In addition, during the sounding process, coordination and strict synchroniza-
tion among the MS, RIS, and BS are required. Nevertheless, by deploying an RIS
between the BS and the MS, it enables virtual line-of-sight (LoS) transmission espe-
cially when the direct LoS between the BS and the MS is temporally blocked. The RIS
can also enhance radio localization thanks to the following reasons: (i) The RIS is a
natural anchor upon its deployment; (ii) The RIS offers high-resolution angle of
departure (AoD) and/or angle of arrival (AoA) estimation; (iii) The RIS can further
extend the localization range. Studies show that RIS can also benefit integrated sens-
ing and communication (ISAC) [4].

The full potential of RIS can not be realized unless the CSI acquisition is performed
efficiently and effectively. However, there is still a large room for improvement.
Meanwhile, an obvious trend has been seen for a paradigm shift from RIS to HMIMO.
Under the framework of HMIMO, the tunable metasurface acts as an active trans-
ceiver, which is a greener way to implement the massive (mmWave/THz) MIMO
systems without the need of a massive number of RF chains. The HMIMO transceiver
is made of densely packed meta-atoms, usually with sub-wavelength inter-element
spacing (unlike half-wavelength inter-element spacing for RIS), enabling super direc-
tivity. However, HMIMO has more severe mutual coupling effect compared to RIS.
The large-sized HMIMO aperture pushes the far field further away. Therefore, most
studies focus on radiative near-field propagation when modeling the HMIMO chan-
nels. An interesting finding that extra degrees of freedom (DoFs) exist even when the
MS is located at the LoS path of the BS has been discovered recently [5]. HMIMO
surfaces are powerful in transferring the orbital angular momentum (OAM) property,
yielding enhance system capacity within a few Rayleigh distances. A comprehensive
comparison between RIS and HMIMO can be found in Table 1. The foreseeable key
performance indicator (KPI) enhancement by the introduction of RIS and/or HMIMO
generally includes: (i) Gbps or even Terabit/s level average or peak data rate, (ii)
seven 9’s reliability, (iii) sub-ms air interface latency, and (iv) cm-level localization
accuracy.

From the industrial perspective, ETSI lauched an Industry Specification group on
RIS, covering various research aspects. RIS Tech Alliance (RISTA) focuses on bringing
together industrial and academic partners, pushing the RIS techniques from theory
into practice. The RIS technology white paper was released by RISTA on March 2023.
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Category RIS HMIMO

Passive vs. Active Passive Active

Role Passive Reflector/Relay Transceiver
Operation Mode Full Duplex Full or Half Duplex
Cost Low Medium

Inter Element Spacing Half Wavelength Less than Half Wavelength
Mutual Coupling Mild Medium

Energy Efficiency High Medium

CSI Acquisition Very Difficult Difficult
Propagation Environments Near and Far Fields Near and Far Fields
Degree of Freedom Low High

Table 1.
Comprehensive comparison between RIS and HMIMO.

Also, 3GPP listed RIS as one of the additional RAN1/2/3 candidate topics. In this sense,
it will probably receive a high chance to be studied and included in Release 19.
HMIMO techniques have not been studied and included in any global or regional
standard development organization (SDO) bodies yet. However, it is highly probable
that it will gain tremendous attraction and momentum in the near future as a tech-
nique beyond massive MIMO.

2. RIS vs. HMIMO hardware architectures

Both RIS and HMIMO are metasurfaces equipped with integrated electronic cir-
cuits that can intelligently control the incoming waves, resulting in a programmable
electromagnetic field. They are both composed of feeding, substrate, and unit cells.
Precisely, the feed can excite the RIS or HMIMO to generate the desired electromag-
netic waves, and the substrate support the structure. In addition to the feeding line
and substrate, the radiation elements play an important role, which is mounted on the
substrate and form uniform/non-uniform radiation patterns, transforming the refer-
ence waves into radiated waves. There are some differences in the fabrications or
configurations between the RIS and HMIMO.

Specifically, in RIS systems, the feeds are set outside the meta-surface while the
feeds are attached to the HMIMO surface in a more flexible behavior [6]. In such way,
the electromagnetic waves propagate along the HMIMO surface, and the elements are
excited one by one, enabling HMIMO to serve as a transceiver. However, RIS requires
additional configuration of external feeding lines to excite unit cells, as shown in
Figure 1. In addition, since the long feeding line is adopted in RIS, the layout in the
implementation is much more complex than the series feeding in HMIMO systems.
Thus, HMIMO is more suitable to be implemented in various scenarios compared with
RIS. Then we will discuss the details in fabrication from the perspective of feed,
substrate, and unit cells for RIS and HMIMO.

In RIS, the spatial feeding techniques are adopted, such as a horn antenna or
microstrip antenna array are placed very close to RIS to feed such structures. The
feed is adopted to generate a reference wave to excite unit cells in RIS. A single- or a
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Figure 1.
A schematic view of RIS hardware structures.

multi-layer stack of planar structure are fabricated using lithography and nano-
printing methods [6]. Each RIS element situated on a ground plane adopts varactor
diodes or other electrical materials to reflect incoming waves electronically by pro-
viding phase modulation. Since no amplifier is employed, RIS consumes less energy
and is easily deployed into building facades, room, up to being integrated into human
devices. The input voltage to varactor diodes can be controlled to provide variable
capacitance, which is an important characteristic of the materials that constitute RIS
units. The unit cell in RIS can be fabricated using various varactor types, including
metal plate with vias, D-shaped patch, split-ring, and conductive patch separated by
the annular slot [7]. In addition to varactor diodes, positive intrinsic-negative (PIN)
diodes can also be utilized to tune the impedance in RIS unit cells, i.e., the on—/off-
state of PIN diodes exhibits the magnitude and phase difference of the reflection.
Compared with RIS, the fabrication in HMIMO is much more diverse due to
development in metamaterials, as shown in Figure 2. In HMIMO systems, the feed is
integrated into the HMIMO or located externally. The reference wave generated by
the feed propagates along the HMIMO surface, then the designed wave is excited from
the interference wave of the reference wave and the reflected wave from the object.
Clearly, the location of the feed generates a specific propagation mode, for example, a
transverse electric propagation mode of the reference wave is supported if the feed is
located on the HMIMO surface, while a transverse magnetic propagation mode is
supported if the feed is placed on the bottom of HMIMO surface [9]. In addition to the
location of feed, the feed material also affects the propagation mode. For example,
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Figure 2.
The two operation modes of HMIMOS systems along with their implementation and havdware structures [8].
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dipoles, planar Vivaldi feed, antipodal Vivaldi feed, and dipole-based Yagi-Uda-feed
are capable of exciting transverse electric propagation mode [9].

The substrate enables the reference wave to propagate along the HMIMO surface.
The substrate can be in a plate shape that supports the surface wave mode or in a
microstrip line shape that supports the waveguide mode [9]. Surface wave mode refers
to the propagation of electromagnetic waves along the surface of the HMIMO trans-
ceiver. By controlling the states and properties of elements on the surface, HMIMO can
guide and manipulate surface waves to achieve specific functions such as wavefront
shaping or beamforming. Waveguide mode refers to the guided propagation of electro-
magnetic waves within internal or integrated waveguides, which can be within the
system or attached to it. These waveguides may serve as feeds or interconnections
within the HMIMO system. In addition, the substrate materials are also different, i.e.,
the dielectric substrate and semiconductor substrate [9]. For example, the dielectric
substrate is commonly adopted in HMIMO systems, such as printed circuit board,
laminates substrate, silicon dioxide substrates, and anisotropic artificial substrates. The
silicon dioxide substrate also possesses a low dielectric loss, such as the graphene
patches transferred silicon dioxide substrate adopted in tunable THz HMIMO systems.
In addition to the above dielectric substrate, the semiconductor substrate is also
employed in HMIMO systems for the low cost and excellent conductivity [9].

The radiation elements can be manufactured by metal, dielectric, and graphene
materials [9]. Specifically, metal radiation elements exhibit high conductivity
and are applicable to low frequencies with insignificant losses. The dielectric
radiation elements are more suitable for a wider range of bandwidth. The graphene
radiation elements are also the perfect choice for THz HMIMO systems or optical
communications.

The HMIMO surface can be divided into contiguous and discrete modes [8]. In
contiguous HMIMO systems, a virtually uncountably infinite number of radiation
elements are incorporated in a limited area, generating spatially continuous aperture.
Such a scheme provides a theoretically infinite number of elements that can approach
the inherent capacity and spatial resolution limit. However, the contiguous mode is
impractical, thus a discrete HMIMO mode is proposed, which is composed of count-
able radiation elements. This mode has higher feasibility and lower power consump-
tion while achieving lower spatial resolution and undesired side lobes. Some studies
have compared the contiguous mode and discrete mode to investigate the optimal
discretization bits. Hu et al. [10] showed that 2 bits quantization is able to approxi-
mate the sum rate with contiguous HMIMO systems for multi-user scenario, while 1
bit quantization is enough in the single-user scenario.

In order to achieve both contiguous and discrete apertures, fabrication methods
are important. Typically, programmable metamaterials are adopted to approximate
the contiguous HMIMO surfaces, where the varactor loading technique is adopted in
continuous monolayer metallic structures incorporating a large number of meta-
particles [8]. Each meta-particle consists of two metallic trapezoid patches, varactor
diodes, and a continuous strip. Specifically, whether the element radiates the energy
of the reference wave into free space depends on the state of the diodes [11]. The bias
voltage is input to varactor diodes to manipulate the phase and amplitude of each
radiation element, resulting in a controlled electromagnetic environment. Different
from the contiguous HMIMO systems, the discrete HMIMO systems involve a number
of meta-particles, which are composed of a metamaterial layer (graphene material),
sensing and actuation layers, shielding layer, computing layer, and interface and
communication layer [8].
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3. RIS vs. HMIMO channel modeling and estimation

Channel modeling plays an essential role in understanding the fundamentals of the
channel characteristics, developing cutting-edge signal processing algorithms, and
optimizing network resources. The authors in ref. [12] focused on the free-space path
loss models for RIS-assisted wireless communications and established a rigorous rela-
tionship between them and system parameter setups, e.g., the distances between the
transmitter/receiver and the RIS, the RIS aperture, the radiation patterns of antennas,
etc. The power scaling laws were studied in ref. [13] for asymptotically large RISs. The
work in ref. [14] divided the RIS into multiple RIS tiles and derived the corresponding
tile response functions with arbitrary transmission mode, and incident and reflection
directions. Based on these, a physics-based end-to-end channel model was developed
for the RIS-assisted wireless systems, taking into account the effect of transmission
mode, incident angle, and reflection angle of all RIS tiles.

RIS channel estimation can be classified into three major categories, including
model-based, data-driven, and the mixture of the former two. For the model-based RIS
CE, various approaches are considered to estimate the individual channels, cascaded
channel, or channel parameters. Under the assumption of passive RIS, the pilot signals
received at the BS (over uplink transmissions) or MS (over downlink transmissions)
include the information of channel coefficient matrices for both hops, i.e., BS-RIS and
RIS-MS links, which in turn brings more difficulties on CSI acquisition. In the literature,
such kind of RIS CE can be done by leveraging the bilinear generalized approximate
message passing (BiG-AMP) for sparse matrix factorization and the Riemannian man-
ifold gradient-based algorithm for matrix completion [15]. The framework of two-stage
RIS-aided channel estimation (TRICE) was proposed in ref. [16] to estimate the cas-
caded channel matrix, followed by parallel factor (PARAFAC) tensor decomposition
[17] to obtain the two individual channels. Compressive sensing (CS) techniques, e.g.,
orthogonal matching pursuit (OMP) and generalized approximate message passing
(GAMP), were also applied in the RIS-assisted networks [18] to estimate the cascaded
channel. Different from the previous works, the authors in ref. [19] focus on estimating
the channel parameters in two stages, by adopting off-grid CS technique, i.e., atomic
norm minimization (AMN). The availability of channel sparsity is essential in the
aforementioned approaches. Extension from single-user scenario to multi-user scenario,
the different properties of the channels, i.e., BS-RIS and RIS-MS channels, are leveraged
in the design of the CE algorithm [20]. The properties include the changing rate and
channel sparsity. The former determines the frequency of CE, and the latter determines
the training overhead of channel estimation. Note that all the MSs share the same BS-
RIS channel, which can be considered to reduce the training overhead. In terms of data-
driven approaches, the authors in ref. [21] designed a twin convolutional neural net-
work (CNN) architecture to estimate both direct and cascaded channels from received
pilot signals. By leveraging the advantages of both model-based and data-driven
approaches, deep unfolding-based RIS channel estimation exhibits excellent perfor-
mance [22]. Figure 3 depicts the RIS channel estimation results from different
approaches, where three training overhead values, i.e., K = 24,28,32, are considered.
The numbers of transmit antennas and RIS elements are 16 and 32, respectively, while
the MS is assumed to have a single antenna. Deep unfolding outperforms the ANM
thanks to its mixture nature of data-driven and model-based approaches [22].

The HMIMO channel modeling focuses on the radiative near-field propagation due
to the electromagnetically large antenna arrays employed at the transmitter and/or the
receiver. The model incorporating arbitrary scattering propagation conditions was
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Figure 3.
Comparison of RIS CE with different schemes.

proposed by adopting the first principles of wave propagation and Fourier plane-wave
series expansion of the channel response [23]. The equivalent wavenumber domain
channel from the spatial domain was obtained via transformation. Meanwhile, the
Fourier plane-wave series expansion of the channel response was studied in ref. [23].
The equivalent wavenumber domain channel from the spatial domain was obtained
via transformation. Meanwhile, the physically-meaningful stochastic channel model
of non-isotropic radio waves propagation was also obtained for the far-field case [24].
The mathematically tractable HMIMO channel model is essential for algorithm devel-
opment, such as holographic beamforming, detailed in the next section.

The holographic MIMO channel estimation was investigated in ref. [25], where the
authors proposed a subspace-based channel estimation approach for the far-field
propagation condition. Such an approach only requires the information of the sub-
space of the spatial correlation matrix while attaining the performance of minimum
mean square error (MMSE) estimator in the high SNR regime. It is well known that
the MMSE estimator requires complicated matrix inverse operation and full knowl-
edge of the spatial correlation matrix. An extension to near-field channel estimation
can be found in ref. [26], where the polar domain sparsity other than angular domain
sparsity along with off-grid CS technique, i.e., polar-domain simultaneous iterative
gridless weighted (P-SIGW) scheme, were considered.

4. RIS beamforming vs. HMIMO beamforming

The RIS can perform beam focusing and offer beamforming gain in order to
compensate for the severe path loss. For the SISO system, the optimal RIS
beamforming vector can be found based on the CSI of the BS-RIS and RIS-MS chan-
nels. For more complicated scenarios, e.g., MIMO systems, finding the optimal RIS
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design is not straightforward because of the strict RIS hardware constraints. In the
literature, researchers focused on the design of RIS beamforming and TX
beamforming/precoding simultaneously, termed as joint active and passive
beamforming. References [6, 27] are among the first ones dealing with such a chal-
lenging problem. In these works, perfect or imperfect CSI information was assumed.
In other words, the joint design is considered after the CE phase, detailed in Section 3.
Another alternative way to do this is to create a beam codebook and conduct beam
scanning to find the optimal beam pair, one used at the BS and the other used at the
RIS. There are several challenges raised in the codebook design. The large-sized RIS
requires huge computation for the beam codebook design, aiming at the collection of
beams having full coverage of the space. Second, the beam may have many sidelobes,
resulting from the RIS hardware constraints. Third, the beam scanning process is
supposed to be time inefficient when both nodes adopt large-sized codebooks.

Unlike RIS beamforming, HMIMO beamforming is much more tricky due to the
closely packed patch antennas. Even the simple linear precoding schemes, such as
zero-forcing (ZF), with continuous-aperture surfaces are impractical due to a large
number of patch antennas, not to mention MMSE beamforming, which can be
accounted for expensive matrix inversion operation. To solve this, ref. [28] leveraged
a novel low-hardware complexity ZF precoding scheme that is based on a Neumann
series (NS) expansion, which replaces the expensive matrix inversion operation while
being similar in terms of achievable sum rate with conventional ZF, as shown in
Figure 4. For the holographic beamforming, the authors in refs. [10, 29] also studied
discrete amplitude-controlled holographic beamforming and analyzed the effect of
radiation amplitude discretization on the sum rate for the downlink multi-user com-
munication system. In order to realize holographic beamforming, the holographic
interference principle that the holographic transceivers record the interference
between the reference wave and arbitrary desired object waves, known as an inter-
ference pattern, is considered. By coupling the reference wave with the interference
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Figure 4.
Comparison of ZF precoding schemes and NS-based ZF precoding for HMIMO systems with 729 transmit patch
antennas and 144 veceive patch antennas (spacing is 1/3) [28].
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pattern, the holographic transceivers are capable of performing beamforming toward
the desired direction by radiation amplitude control of the reference wave propagat-
ing along the metasurface. Di [30] studied joint hybrid digital beamforming and
holographic beamforming for wideband OFDM transmissions while compensating for
the beam squint loss via linear additivity of holographic interference patterns.

The above work mainly dealt with beamforming in the spatial domain, however,
the polarization domain should not be ignored in RIS and HMIMO systems as well.
The adoption of the dual-polarization (DP) or tri-polarization (TP) feature is expected
to further improve the performance without enlarging antenna array size, enabling
multiple independent information to be sent in two or three polarization directions,
thus offering polarization diversity in addition to spatial diversity to improve spectral
efficiency. However, the cross-polarization in polarization systems also brings new
interference and degrades system performance, thus, the beamforming in polarization
domain is required. To exploit polarization diversity, a few recent works discussed the
deployment of DP RIS systems [31-33]. The work in ref. [33] proposed a RIS-based
wireless communication structure to control the reflected beam and polarization state
to maximize the received signal power. de Sena et al. [31] also designed a transmission
scheme in RIS-assisted systems. Although HMIMO can also integrate polarization
techniques, there is still a little difference between RIS and HMIMO. Specifically, due
to the large size of HMIMO and higher frequencies, the communication range shifts
from the traditional far-field region to the near-field zone [13], and the achievable
polarization diversity also increases from two to three, i.e., TP HMIMO is available.
The difficulty of polarization interference increases in TP HMIMO since the number
of cross-polarization components is one in DP RIS and two in TP HMIMO. To fully
exploit polarization diversity and remove both spatial and polarization interference, a
two-layer precoding design was investigated for multi-user TP HMIMO systems,
which is compared with the user-cluster-based scheme, i.e., different users are
assigned to different polarizations [34], as shown in Figure 5. A complete list of works
on holographic beamforming can be found in ref. [9].
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Figure 5.
Spectral efficiency of the user-cluster-based and two-layer beamforming schemes.
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To be specific, the beamforming in the spatial domain mainly removes interfer-
ence resulting from the mutual coupling or inter-users, while the beamforming in the
polarization domain is designed to remove polarization interference caused by cross-
polarization components.

5. Performance analyses

The phase shift and power allocation schemes are designed in RIS-assisted systems
for higher energy efficiency and lower transmit power. Huang et al. [6] developed
energy-efficient designs based on alternating maximization, gradient descent search,
and sequential fractional programming methods, and these RIS-based resource allo-
cation methods could provide up to 300% higher EE in comparison with the use of
regular multi-antenna amplify-and-forward relaying, as shown in Figure 6. In addi-
tion, Yang et al. [35] adopted a dual method to solve the problem of resource alloca-
tion for multiuser communication networks with a RIS-assisted wireless transmitter.
In this network, the sum transmit power of the network is minimized by controlling
the phase beamforming of the RIS and transmit power of the base station, which could
reduce up to 94% and 27% sum transmit power compared to the maximum ratio
transmission (MRT) beamforming and ZF beamforming techniques, respectively.

Beamforming design is important in enlarging coverage, enhancing capacity, and
removing inter-user interference. For example, Huang et al. [36] proposed a joint
design of digital beamforming matrix at the BS and analog beamforming matrices at
the RISs for the multi-hop RIS-assisted communication network to improve the cov-
erage range at THz-band frequencies, leveraging deep reinforcement learning (DRL)
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Average EE using either RIS or AF relay versus the maximum transmit power constraint Prax a) M = 32

BS antennas, K = 16 users, N = 16 RIS elements; and b) M = 16 BS antennas, K = 8 users, N = 8 RIS
elements [6].
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to combat the propagation loss. Simulation results showed that the two-hop scheme is
able to improve 50% more coverage range of THz communications compared with the
zero-forcing beamforming without RIS and 14% more transmission distances than
that of the single-hop scheme. The authors in ref. [37] jointly optimized the active
beamforming of the power station and the passive beamforming of the RIS in an
iterative behavior using Lagrange dual theory to improve system EE, simulation
results showed that a higher EE is achieved compared to the throughput-based maxi-
mization algorithm. The study in ref. [38] investigated the approximations of the
average rate of user equipment and a RIS configuration algorithm to improve the
average sum rate with low complexity in RIS-assisted multiple-input single-output
(MISO) systems. The study in ref. [39] leveraged DRL to jointly design of transmit
beamforming matrix at the base station and the phase shift matrix at the RIS, and the
result showed its comparable sum-rate performance with the classic weighted mini-
mum mean square error algorithm.

The above methods require the full knowledge of instantaneous CSI, which
requires burdensome overhead. Therefore, some works designed beamforming
schemes with imperfect CSI. For example, Gao et al. [40] studied the robust
beamforming design for RIS-assisted communication systems from a multi-antenna
access point to a single-antenna user under imperfect CSI. By decoupling the non-
convex optimization problem into two subproblems, the transmit beamforming at the
access point is optimized and discrete phase shifts of RIS is designed to minimize the
transmission power of access point (AP), subject to a signal-to-noise ratio constraint
at the user. Simulation results showed that the proposed scheme can approach the
performance of the perfect CSI counterpart and substantially outperform traditional
non-robust methods. Gan et al. [41] investigated the ergodic capacity using the alter-
nating direction method of multipliers, fractional programming, and alternating opti-
mization methods, in RIS-assisted multi-user MISO wireless systems, considering
statistical CSI instead of instantaneous CSI. Simulation results showed that such sta-
tistical CSI design achieved decent performance compared with the instantaneous
CSI-based design, especially in the low and moderate SNR regimes. Gan et al. [42]
proposed a low-complexity algorithm via the two-timescale transmission protocol in
cell-free systems through statistical CSI at RISs and instantaneous CSI at BSs, where
the joint beamforming at BSs and RISs is facilitated via alternating optimization
framework to maximize the average weighted sum-rate. A power gain on the order of
O(M) is achieved without LoS components, with M being the BS antenna’s number.

The DoF is also an important performance indicator. In addition to the inherent
DoF limit of the RIS, rotating the RIS rather than moving it over a wide area can also
obtain a considerable improvement. For example, Cheng et al. [43] considered the
extra DoF offered by the rotation of the RIS plane and investigated its potential in
improving the performance of RIS-assisted wireless communication systems by con-
sidering the radiation pattern. The results showed that the maximum capacities are
obtained by rotating RIS, as shown in Figure 7. Compared with RIS systems, the
strong mutual coupling generated from the sub-wavelength spacing between adjacent
antennas is inevitable in HMIMO communications, resulting in distorted radiation
patterns and low radiation efficiencies. However, ignoring the mutual coupling would
not seriously affect the DoF of the HMIMO, i.e., the DoF reaches its limit when the
antenna number is larger than 2L, /Ao + 1, where L, is the array size, and Ao is the
wavelength [44]. For an antenna number larger than 2L, /¢ + 1, the DoF ceases to
increase while the radiation efficiencies keep decreasing, resulting in a reduced
capacity.
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6. Challenges and outlook

In this chapter, we cover various aspects of RIS and HMIMO, such as channel
modeling, estimation, beamforming control, etc. Both of the techniques share some
common challenges before their implementations and applications to future wireless
systems. For instance, the difficulty of channel estimation increases as the number of
meta-atoms increases. It might be even more difficult to estimate RIS channels due to
the inherent passive nature of the RIS. The HMIMO channel estimation requires a
larger training overhead compared to the current massive MIMO CE due to a further
increase in the number of elements. The fundamental study of the performance limits
needs a full understanding of the electromagnetic (EM) theory and physics, which
also applies to channel modeling.

6.1 CE for multi-hop RIS-empowered systems

RIS plays an important role in transmitting signals for unfavorable scenarios,
especially when the direct links are blocked due to walls or obstacles. Most of the
current works mainly focus on single-hop RIS-assisted systems, however, in practical
scenarios where the receiver is quite far away from the transmitter, employing multi-
hop RIS for signal relaying becomes imperative. In such a case, the desired signal will
pass through more than one RIS, thus a high-order cascaded channel is generated.
Unfortunately, the current channel acquisition methods, including model-free based
schemes and model-based approaches, are only applicable to single-hop RIS-assisted
wireless communications, and CE in multi-hop RIS is complex due to the involvement
of higher-order channels. Plus the incapability of signal processing at the RIS part, the
CE for multi-hop channels at the receiver/transmitter is much more challenging. Some
existing works may enlighten the possible solutions to this challenge, for instance, the
involved channels can be represented as variables in a factor graph, the relationship
among these channels is denoted as factors, then the effective message-passing algo-
rithms in multi-layers can be derived for the posterior probability of unknown
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channels. Nevertheless, the inherent ambiguities in such a factor graph should be
carefully addressed.

In addition, most of the current works design beamforming for RIS-assisted wire-
less communications with perfect CSI, however, CE techniques may not perfectly
estimate all involved channels, and imperfect CSI has negative impacts on
beamforming design. Specifically, the estimation error in cascaded channels in RIS-
aided communications may be larger due to error propagation. Consequently, taking
estimation errors in beamforming design is necessary, i.e., a more robust
beamforming scheme should be designed.

6.2 CE-implicit schemes for RIS-assisted communications

The training overhead in the CE process is normally large, therefore, designing
RIS-assisted systems in the absence of explicit channel information could save tem-
poral and spatial resources greatly. Fortunately, it is feasible to design such
beamforming schemes without explicit CE for various RIS-empowered wireless com-
munications. This approach optimizes system parameters without relying on the
traditional explicit CE paradigm, saving training overhead and avoiding power allo-
cation to the training part as well. For example, the explicit CE can be bypassed using
machine learning methods to achieve a superior transmission rate or facilitate the
phase matrix design using statistical parameters instead of instantaneous CSI.

6.3 Low-complexity beamforming for HMIMO systems

The large number of closely packed patch antennas increases the complexity of the
beamforming design for HMIMO systems. For instance, the traditional ZF and MMSE
beamforming schemes are impractical to be directly applied in hardware design.
Therefore, low-complexity beamforming is imperative in practical applications. One
beamforming approach is to replace matrix inversion with polynomial functions, as
introduced in this chapter. However, such methods rely on the specific channel
structure and may diverge under some parameter settings. Consequently, an effective
and robust beamforming technique is expected for HMIMO systems, in order to
eliminate both spatial and polarization interference or enhance signal strength in the
desired direction.

6.4 Optimal design for HMIMO

Although the continuous HMIMO can achieve the spatially continuous aperture, it
is infeasible to construct such a continuous structure in practical applications. There-
fore, the discrete HMIMO that incorporates a large number of patch antennas is the
most viable approach. Although increasing the number of patch antennas would bring
performance benefits, this improvement reaches the plateau for the specific number
of patch antennas, i.e., the optimal number of patch antennas, which can be accounted
for by mutual coupling effects. For instance, the more patch antennas placed in a fixed
area, the stronger mutual coupling generated, resulting deformed radiation pattern
and reduced antenna efficiency. Consequently, the performance gain brought by the
larger number of antennas ceases eventually. Based upon this observation, the optimal
configuration to achieve the best performance of HMIMO systems is required to be
investigated.
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Albeit the aforementioned challenges for both RIS and HMIMO techniques,
HMIMO other than RIS will be widely recognized as a beyond massive MIMO tech-
nique. We will witness the growing trend of paradigm shift from RIS to HMIMO in
the near future.

Abbreviations

MIMO multiple-input multiple-output
HMIMO holographic MIMO

RIS reconfigurable intelligent surface
mmWave millimeter wave

THz terahertz

CslI channel state information

EE energy efficiency

RF radio frequency

SE spectrum efficiency

AF amplify-and-forward

DF decode-and-forward

CF compute-and-forward

BS base station

MS mobile station

LoS line-of-sight

AoD angle of departure

AoA angle of arrival

ISAC integrated sensing and communication
DoFs degrees of freedom

OAM orbital angular momentum

KPI key performance indicator

PIN positive intrinsic-negative

BiG-AMP bilinear generalized approximate message passing
PARAFAC  parallel factor

OMP orthogonal matching pursuit

GAMP generalized approximate message passing
ANM atomic norm minimization

MMSE minimum mean square error

P-SIGW polar-domain simultaneous iterative gridless weighted
CNN convolutional neural network

CS compressive sensing

DP dual-polarization

TP tri-polarization

DRL deep reinforcement learning

MRT maximum ratio transmission

AP access point

MISO multiple-input single-output

EM electromagnetic
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Abstract

Achieving high bit rates is the main goal of wireless technologies like 5G and
beyond. This translates to obtaining high spectral efficiencies using large number of
antennas at the transmitter and receiver (single user massive multiple input multiple
output or SU-MMIMO). It is possible to have a large number of antennas in the mobile
handset at mm-wave frequencies in the range 30-300 GHz due to the small antenna
size. In this work, we investigate the bit-error-rate (BER) performance of SU-
MMIMO in two scenarios (a) using serially concatenated turbo code (SCTC) in
uncorrelated channel and (b) parallel concatenated turbo code (PCTC) in correlated
channel. Computer simulation results indicate that the BER is quite insensitive to re-
transmissions and wide variations in the number of transmit and receive antennas.
Moreover, we have obtained a BER of 107> at an average signal-to-interference plus
noise ratio (SINR) per bit of just 1.25 dB with 512 transmit and receive antennas
(512 x 512 SU-MMIMO system) with a spectral efficiency of 256 bits/transmission or
256 bits/sec/Hz in an uncorrelated channel. Similar BER results have been obtained for
SU-MMIMO using PCTC in correlated channel. A semi-analytic approach to estimat-
ing the BER of a turbo code has been derived.

Keywords: single user massive multiple input multiple output (SU-MMIMO),
Rayleigh fading, serially concatenated turbo code (SCTC), parallel concatenated turbo
code (PCTC), spectral efficiency (SE), signal-to-interference plus noise ratio (SINR)
per bit, spatial multiplexing, bit-error-rate (BER)

1. Introduction

As wireless technologies evolve beyond 5G [1-3], there is a growing need to attain
peak data rates of about gigabits per second per user, which is required for high
definition video, remote surgery, autonomous vehicles, gaming and so on, while at the
same time consuming minimum transmit power. This can only be achieved by using
multiple antennas at the transmitter and receiver [4-8], small constellations like
quadrature shift keying (QPSK) and powerful error correcting codes like turbo or low
density parity check (LDPC) codes. Having a large number of antennas in the mobile
handset is feasible in mm-wave frequencies [9-12] (30-300 GHz) due to the small
antenna size. The main concern about mm wave communications has been its rather
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high attenuation in outdoor environments with rain and snow [13]. Therefore, at least
in the initial stages, mm wave could be deployed indoors. The second issue relates to
the poor penetration characteristics of mm wave through walls, doors, windows and
other materials. This points towards to usage of mm wave [9] in a single room, say a
big auditorium or underground parking and so on. Reconfigurable intelligent surface
(RIS) [11-17] could be used to boost the propagation of mm waves, both indoors and
outdoors. Most of the massive MIMO systems discussed in the literature are multi-
user (MU) [18-26], that is, the base station has a large number of antennas and the
mobile handset has only a single antenna (N; = 1). A large number of users are served
simultaneously by the base station. A comparison between MU-MMIMO and
SU-MMIMO is given in Table 1 [27, 28].

The base station in MU-MMIMO uses beamforming to improve the signal-to-noise
ratio at the mobile handset. On the other hand, SU-MMIMO uses spatial multiplexing
to improve the spectral efficiency in the downlink and uplink. The comparison
between beamforming and spatial multiplexing is given in Table 2 [27, 28]. The total
transmit power of SU-MMIMO using uncoded QPSK versus MU-MMIMO using M-
ary QAM is shown in Table 3. The minimum Euclidean distance between symbols of
all constellations is taken to be 2. The peak-to-average power ratio (PAPR) for SU-
MMIMO using QPSK is compared with MU-MMIMO using M-ary QAM in Table 4
[27]. Of course in the case of frequency selective fading channels, OFDM needs to be
used, which would result in PAPR greater than 0 dB even for QPSK signaling. It is
clear from Tables 1-4 that technologies that use SU-MMIMO have a lot to gain.

Moreover, since all transmit antennas use the same carrier frequency, there is no
increase in bandwidth. SU-MMIMO with equal number of transmit and receive

MU-MIMO SU-MMIMO

Beamforming possible in downlink Beamforming possible in uplink & downlink
Spatial multiplexing not possible Spatial multiplexing possible in uplink & downlink
Low spectral efficiency per user High spectral efficiency per user

High directivity in downlink in beamforming  High directivity in uplink & downlink in beamforming
mode mode

Table 1.
Comparison of MU-MMIMO and SU-MMIMO.

Beamforming Spatial multiplexing

High directivity Little or no directivity

Line-of-sight communication required Rich scattering channel required

Low spectral efficiency per user since the same High spectral efficiency per user since different
signal is transmitted from each antenna element  signals are transmitted from each antenna element

Spectral efficiency can be improved by increasing  QPSK constellations with PAPR 0 dB can be used
the constellation size resulting in high PAPR

Difficult to turbo/LDPC code large constellations  Easy to turbo/LDPC code QPSK

Large BER at average SINR per bit close to 0 dB Small BER at average SINR per bit close to 0 dB

Table 2.
Comparison of beamforming and spatial multiplexing.
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Spectral efficiency QPSK M-ary QAM
(bits/sec/Hz) ‘
Transmit Total average M-ary N, =1average
antennas N, transmit power QAM transmit power

4 2 4 16-QAM 10

6 3 6 64-QAM 42

8 4 8 256- 170
QAM

10 5 10 1024- 682
QAM

Table 3.

SU-MMIMO using QPSK vs. MU-MMIMO using M-ary.

Spectral efficiency (bits/sec/Hz) QPSK M-ary Nt =1
Transmit antennas Nt PAPR (dB) M PAPR (dB)
4 2 0 16-QAM 25
6 3 0 64-QAM 37
8 4 0 256-QAM 4.23
10 5 0 1024-QAM 45
Table 4.

PAPR of SU-MMIMO using QPSK vs. MU-MMIMO using M-ary.

antennas is given in [29, 30]. The probability of erasure in MIMO-OFDM is presented
in [31]. A practical SU-MMIMO receiver with estimated channel, carrier frequency
offset and timing is described in [32, 33]. SU-MMIMO with unequal number of
transmit and receive antennas and precoding is discussed in [34, 35] and the case
without precoding in [36, 37]. All the earlier research on SU-MMIMO involved the use
of a parallel concatenated turbo code (PCTC) and uncorrelated channel. In this work,
we investigate the performance of SU-MMIMO using (a) serial concatenated turbo
code (SCTC) in uncorrelated channel and (b) PCTC in correlated channel. Through-
out this article we assume that the channel is known perfectly at the receiver. Perfect
carrier and timing synchronization is also assumed.

This work is organized as follows. Section II discusses SU-MMIMO with SCTC in
uncorrelated channel, the procedure for bit-error-rate (BER) estimation and com-
puter simulation results. Section III deals with SU-MMIMO using PCTC in correlated
channel with and without precoding along with computer simulation results. Section
IV presents the conclusions and scope for future work.

2. SU-MMIMO with SCTC

2.1 System model

Consider the block diagram in Figure 1 [36, 38]. The input bits a;, 1<i <L, is
passed through an outer rate-1/2 recursive systematic convolutional (RSC) encoder to
obtain the coded bit stream b;, 1 <i <L,, where
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Outer code Inner code
D,
Input bits a; Rate-1/2 - ! n::;l](-l & Rate-1/2
length L4y RSC encoder 1 o serial length | RSC encoder 2
La
» g Map to
* IDEMUX|g
. QPSK
i e
Tx N,
Transmitter
Rx 1
HII Ry, j.
Qutput Turbo Y; and average | *
- - .
bit stream | decoder over k and .
concatenate j
Rx N,
Receiver
Figure 1.
SU-MMIMO with serially concatenated turbo code.
L; =2L,. (1)

Now b; is input to an interleaver to generate c;, 1 <i <L,. Next ¢; is passed through
an inner rate-1/2 RSC encoder and mapped to symbols S;, 1<i <L, in a quadrature
phase shift keyed (QPSK) constellation having symbol coordinates +1 + j, where
j = V/—1. Throughout this article we assume that bit “0” maps to +1 and bit “1” maps
to —1. The set of L; QPSK symbols constitute a “frame” and are transmitted using N;
antennas. We assume that

Ly

N, = an integer 2)

so that all symbols in the frame are transmitted using N, antennas. The set of
QPSK symbols transmitted simultaneously using N, antennas constitute a “block”.
The generator matrix for both the inner and outer rate-1/2 RSC encoder is given by

2
1+D } 3)

GD) = [l 1+ D + D?

Hence, both encoders have Sg = 4 states in the trellis. Assuming uncorrelated

Rayleigh flat fading, the received signal for the k" re-transmission (0<k <N, — 1, k
is an integer) is given by (2) of [36], which is repeated here for convenience

Rk = I:IkS + Wk (4)

where S € CV*1 whose elements are drawn from the QPSK constellation,
H;, € CY"*"* whose elements are mutually independent and CNV (0,26%) and
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W, € CNV*1 is the additive white Gaussian noise (AWGN) vector whose elements are
mutually independent and C\(0, 26%, ). Note that 6, 6%, denote the variance per
dimension (real part or imaginary part) and N, is the number of receive antennas. We

assume that Hy, and W, are independent across blocks and re-transmissions, hence (4)
in [29] is valid with N replaced by N;,. Recall that (see also (16) of [36])

Ntot:Nt+Nr- (5)
Following the procedure given in Section 4 of [36] we get (see (36) of [36])
?i :FiSl'—‘rf],' for1<i<N;,. (6)

After concatenation over blocks, Y; in (6) for 1<i <L, is sent to the turbo decoder
(see also the sentence after (25) in [29]). For the sake of consistency with earlier work
[38], we re-index i as 0 <i <L,; — 1 and use the same index i for a;, b;, ¢c; and Y;
without any ambiguity. In the next subsection, we discuss the turbo decoding (BCJR)
algorithm [39, 40] for the inner code.

2.2 BCJR for the inner code

Let D, denote the set of states that diverge from state 7 in the trellis [38, 40].
Similarly, let C, denote the set of states that converge to state #. Let a;, denote the
forward sum-of-products (SOP) at time 7, 0 <i<L; — 2, at state n, 0 <n <Sp — 1.
Then the forward SOP can be recursively computed as follows (see also (30) of [38]):

/ sg-1
ai+1,n — Z ai,myi,m,np(ci,m,Vl); Aoy = 1, Xit1n = a;H’”/(Z ) {1 ) (7)
=0 itlynm

meC,

where P(c;,n,,) denotes the a priori probability of the systematic bit corresponding
to the transition from encoder state 7 to #, at time 7 (this is set to 0.5 at the beginning
of the first iteration). The last equation in (7) is required to prevent numerical
instabilities [40]. We have

-~ 2
Yi - Sm 7
Yimm — exp <_ g) (8)

2
207,

where V; is given by (6), S,,,, is the QPSK symbol corresponding to the transition
from encoder state m to n and ¢%; is given by (38) of [36] which is repeated here for
convenience:

-2 SGEN,(Nt -1+ 46%/‘/612[{1\]7
E[|0:] = N, 152 )

Robust turbo decoding (see Section 4.2 of [41]) can be employed to compute y; , ,
in (8). Similarly, let g, ,, denote the backward SOP at time 7, 1<i <L, — 1, at state m,

0 <m <Sg — 1. Then the backward SOP can be recursively computed as (see also (33)
of [38]):
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ﬂ;,m = Z ﬁi+1,nyi,m,np(ci,m,");:BLd,m = 1;ﬂi,m = ﬁ;rm/(anEol A) (10)

ne€Dy, = iym

Let p*(n) denote the state that is reached from encoder state n when the input
symbol is +1. Similarly let p~ (n) denote the state that can be reached from encoder
state » when the input symbol is —1. Then for 0 <i <L, — 1 we compute

Sg—1 Sg—1
Civ = D GiatippmPivrprns Cie = D Gnli wivr - (11)
n=0 n=0

Finally, the extrinsic information that is fed to the BCJR algorithm for the outer
code is computed as, for 0 <i <L, — 1, (see (36) of [38]):

E(C,’ = +1) = C’*/(Ci++Ci,);E(Ci = —1) = Ci,/(CH + Ci,). (12)

Next, we describe the BCJR for the outer code.

2.3 BCJR for the outer code

Let @;, denote the forward SOP at time 7, 0 <i <Ly — 2, atstaten, 0<n<Sgp — 1.
Then the forward SOP is recursively computed as follows:

/ o j : . 4. . Sp-1
i+1ln — ai,mysy:,i,m,nypar,i,m,np(ai,m,n)! Ao = 1’ Air1in = ajz+1r/<z a;ﬂ,n (13)
n=0

meC,

a

where P(a;,,,) denotes the a priori probability of the systematic bit corresponding
to the transition from state  to state #, at time 7. In the absence of any other
information, we assume (@;,,,,) = 0.5 [42]. We also have for 0 <i <Lj; — 1 (similar to

(38) of [38])

y ' _ E(Cﬂ(Zi) = +1) if Hl . y ‘ _ E(Cﬂ(21‘+1) = +1) if H3 (14)
Sys.t.mn E(co@ = —1) ifH, TP E(caicn) = —1) if Hy

where 7(-) denotes the interleaver map and
'H; : systematic bit from state m ton is + 1; H; :
systematic bit from state m ton is — 1

"H3 : parity bit from state m to # is + 1; H4 : parity bit from state m to #n is — 1.
(15)

Observe that in (14) and (15) it is assumed that after the parallel-to-serial conver-
sion in Figure 1, by; corresponds to the systematic (data) bits and b; 1 corresponds to
the parity bits for 0 <i <L;; — 1. Similarly, let f;,, denote the backward SOP at time i,
1<i<Lj — 1, at state m, 0 <m <Sg — 1. Then the backward SOP can be recursively
computed as:

L [sg1
/));,m - Z ﬁi+1,nysy:,i,m,nypar,i,m,np(ai,m,n);ﬂLdl,m = 1;ﬂi,m = ﬂtm/(z /J':m) (16)
m=0

neD,y,
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Next, for 0 <i<L;; — 1 we compute
Sg-1 Sp—1

BZi+ = Z ai,ﬂypar,i,n,p+(n)ﬂi#»l,p*(n);BZi* = Z ai,ﬂypar,i,n,p*(n)ﬂiJrl,p*(n)' (17)
n=0 n=0

Let u*(n), and = (n) denote the states that are reached from state n when the
parity bit is +1 and —1respectively. Similarly for 0 <i <L, — 1 compute

Sg—1 Sg—1
Bait14 = Z ai’"ysys,i,n,//*(n)ﬁi-%l,/ﬁ(n);Bzi“* = Z ai’"ysys,i,n,//’(ﬂ)ﬂiﬂ,lf(")‘ (18)
n=0 n=0

The extrinsic information that is sent to the inner decoder for 0 <i<L,; — 1is
computed as

E(bi = +1) = Bi/(p,, 15, 3 E(bi = —=1) = B, /(Bi1 + Bi-) (19)

where B, , B;_ are given by (17)or (18) depending on whether i is even or odd
respectively. Note that P(c;,,) for 0<i<L; — 1in (7) and (10) is equal to

Pleimn) = {E(b”1(1> = Jrl) lf Hi (20
E(bﬂ—l(l‘> = —1) if Hz
where 77 1(-) denotes the inverse interleaver map. Note that ¢; ., are the systematic
(data) bits for the inner encoder.
After the convergence of the BCJR algorithm in the last iteration, the final a
posteriori probabilities of a; for 0 <i <L; — 1is given by

P((l,‘ = +1) = E(bzi = +1)E(C”(2i) = +1);P(ﬂi = —1) = E(l’)zi = —1)E((,‘,T(21') = —1)
(21)

where E(c; = £1) and E(b; = 1) are given by (12) and (19) respectively. Finally
note that for 0<i<Ly —1

a; = b = cz(2)- (22)

In the next section we present the estimation of the bit-error-rate (BER) of the
SCTC.

2.4 Estimation of BER

The estimation of BER of SCTC is based on the following propositions:

Propositionl. The extrinsic information as computed in (12) and (19) lies in the range
[0,1] (0 and 1 included). The extrinsic information in the range (0,1), 0 and 1 excluded, is
Gaussian distributed [43] for each frame.

This is illustrated in Figure 2 for different values of the frame length L;;, over
many frames (F). We find that for large values of L;;, the histogram better approxi-
mates the Gaussian characteristic. It may be noted that the extrinsic information at the
output of one decoder is equal to the a priori probabilities for the other decoder.
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Figure 2.

Normalized histogram for Ny, = 1024, Ny = 512, N,y = 2 (a) Ly, = 1024, SNR,, , = 1.25 dB, F = 10° frames (b)
Ly, = 50,176, SNR,,, 1, = 0.3 dB, F = 2000 frames (c) expanded view of (around) v, ; = 0 and (d) Ly, = 50,176,
SNR,,, , = 0.5 dB, F = 2000 frames.

Proposition 2. After convergence of the BCJR algorithm in the final iteration, the
extrinsic information at a decoder output has the same mean and variance as that of the a
priovi probability at its input.

Proposition 3. The mean and variance of the Gaussian distribution may vary from
frame to frame.

This is illustrated in Figure 3 over two frames, that is, F = 2.

2
P(e) = 1erfc A

2 o2 (23)

Based on Propositions 1¢» 2 and (22), after convergence of the BCJR algorithm, we
can write for 0<i<Ly —1

1 (v _A)2 2 1 7(r2,i7A)2 2
E(by = 1) = — L 80) g —q) = L) (g
(ba ) oV 2r ( @) ) o\2x (24)

where it is assumed that bit “0” maps to A and bit “1” maps to —A and
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r; = A Fwisr; = £A Fwy; (25)

where w1 ;, w,; denote real-valued samples of zero-mean additive white Gaussian
noise (AWGN) with variance ¢?. Similarly we have

1 (s 2 2 1 —(l‘z,HrA)z 2
E(hy = —1) = ——e @t /(2%) pp . — 1) = ) (26
(b ) oV (excn ) oV2m (26)

Clearly

E(by =+1)\ 24 E(caq) = +1) 24
In <m> - ;7’1,1; In (Em = ?1"2,1. (27)

From (21) and (26) we have for 0<i<Lj — 1

P(ai = +1) 2A 2 2A
In (P(a,- _ _1)) = o2 (Vl,i + 7’2,1’) = ?7’3,13 (28)
Consider the average
24 e 4A°
= ir3i=—+2 2
Y 6Ly ; airs, 02 + 29)
where
24 Lol
oLy ; ai(w1i +w2i);. Lo <La (30)

Note that the average in (28) is done over less than Ly; terms to avoid
situations like

P(a; = +1) = 1 or 0. (31)
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In fact, only those time instants 7 have been considered in the summation of (28)
for which
Pla; = +1)>e %, (32)

Now

4A? el 8A?
2 2% = 2
'Ly, =5 o°Lay

(33)

E[Z] = 0;E[2?] =
where we have used the fact that w; ;, w,; are independent. Now, we know that the
probability of error for the BPSK signal in (27), that is equal to [40].
r3; =711+ 1y = 12A + w1 +woy (34)

Therefore from (28), (32) and (34) we have

Pr(e) ~ %erfc ( %) (35)

where Py (e) denotes the probability of bit error for frame “f” and
E[2’] -0  forLp>1. (36)

Observe that it is necessary to take the absolute value of ) in (35) since there is a
possibility that it can be negative. The average probability of bit error over F frames is
given by

Ple) =% > Pr(e). (37)
f=0

In the next section we present computer simulation results for SU-MMIMO using
SCTC in uncorrelated channel.

2.5 Simulation results

The simulation parameters are given in Table 5. We can make the following
observations from Figures 4-6 [36]:
The theoretical prediction of BER closely matches with simulations.

* For Ny, = 32, 1024, the BER is quite insensitive to wide variations in the total
number of antennas N, transmit antennas IV, and retransmissions N,,.

* For Ny, = 2, the BER improves significantly with increasing retransmissions.

In Figure 4(c) we observe that there is more than 1 dB improvement in SINR
compared to Figures 4-6(a, b). However, large values of L;; may introduce more
latency which is contrary to the requirements of 5G and beyond. In the next section
we present SU-MMIMO using PCTC in correlated channel.
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Parameter Value(s)

Modulation QPSK

Total Antennas (N = N; + N,) 1024 32 2
Transmit antennas (IV,) 400 512 7 12 16 1
Frame length (L41) 1200 50,400 1024 50,176 1001 1008 1024 1001

Frames simulated (F)

10*. 10° for L, range 1001 to 1200, 200, 2000 for Ly, = 50,176,

50,400
Spectral eff. For N,, = 1 (bits/sec/Hz) 200 256 35 6 8 0.5
Table 5.
Simulation parameters for results in Figures 4—6.
10° 10°
E —smNe I —— N1
— e thoory N1 1 ——tooy N1
fud ity |—e—smh -2 [ w e —a—simN-2
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& =% e
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10+ "k\ w! \\-. i
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10% ..‘d 10% 8 1
10 104
L] 02 04 08 os 1 1.2 14 ] 02 04 (1] 1 ; 14

Average SINR per bit (dB)
(a) Ne =400, Lgy = 1200

Average SINR per bit (dB)
(b) Ne =512, La; = 1024

10°
l ——smN 1
B — ooy Ny=1
=——n —a—smN -2
- 23
10 . e
\.
o 10? N
&= =
S
= o X
\\.
10*
10
‘0' I
02 025 03 035 04 045

Figure 4.
Simulation results for Ny, = 1024.

Average SINR per bit (dB)
(c) N = 512, Lay = 50176

3. SU-MMIMO using PCTC in correlated channel

3.1 System model

The block diagram of the system is identical to Figure 2 in [36] and the received
signal is given by (4). Note that in (4), the channel autocorrelation matrix is given by

1

~H~
Ry = EE [Hk Hk] = N, Iy,
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Simulation results for Ny, = 32.
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Average SINR per bit (dB)

Figure 6.
Simulation results for Ny, = 2, N = 1.

where the superscript “H” denotes Hermitian and Iy, denotes the N; x N, identity
matrix. In this section, we investigate the situation where Ry is not an identity
matrix, but is a valid autocorrelation matrix [40]. As mentioned in [36], the elements

of Hy, — given by Hj,;; for the k™ re-transmission, i row, j column of Hy, — are
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zero-mean, complex Gaussian random variables with variance per dimension equal to
o%,. The in-phase and quadrature components of Hj,; ; —denoted by Hy;;; and Hy ;o
respectively — are statistically independent. Moreover, we assume that the rows of Hy,
are statistically independent. Following the procedure in [36] for the case without
precoding, we now find the expression for the average SINR per bit before and after
averaging over re-transmissions (k). All symbols and notations have the usual mean-
ing, as given in [36].

3.2 SINR analysis

The i element of ﬁkHﬁk is given by (25) of [36] which is repeated here for
convenience

Yii = FuiiSi +Iei + Vi for1<i <N, (39)
where
N, N, N,
Vii = ZHZJ',iWk,ij,i = Zﬁk,i,jsﬁﬁk,z’,j = ZHI:,IJH/@JJ' (40)
j=1 . =1
j#i
We have

£ff] -2

=E

z :Mz

|Hklz| Z’Hkml ‘|
N,

2
(Hk Lig T Hk,l,z',Q)

35

(Hi,m,i,l + Hi,m,i,q)l = 464N, (N, + 1)

(41)

—
Il
a8

m=1

which is identical to (27) in [36] and we have used the following properties

1.The in-phase and quadrature components of H; ; are independent.

2.The rows of Hy, are independent.

3.For zero-mean, real-valued Gaussian random variable X, . with variance equal to
GX, E[X“] = 36X

The interference power is

N N
Ulkl} ZFkIJJZFanl :ZZE[Fk’iJ'Fk,i,I} SSl avZEUFli”

j=1 I=1
j;éi l;éi i I j;éi
(42)
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where we have used (9) in. Similarly the noise power is

: ki k]ZHkszkm‘|

E|H; Himi | E[ Wy, Wi (43)

2

r

E[Wk,,-\z} _E

'M

= A

J

1

3
Il

I
z 1Mz
N

Z

2656k (j — m)20%,(j — m) = 4N, o505,

T
[N
3
i
[N

which is identical to (29) in [36] and we have used the following properties:
1.Rows of H,, are independent.
2.Sifting property of the Kronecker delta function.

3.Noise and channel coefficients are independent.

Now in (42)
~ 2 3 i B Y, ~ ~
E[|Fk,i,]'| } =E Z k,z,in,lJZHk,m,in,m,j
1= m=1

N, Ny
~ %~ ~ ~ % ~ Sk
= ZE HyiHppj | HepiHyy; + Z Hipn iHy,

=1 m=1
m#l
N,
= E|| Al |Hrsy|* + ZHkllszijmlHkm] . (44)
=1 m=1
m#l

Now the first summation in (44) is equal to

~ 2~ 2
— B s || = B[ (FR 10 + B iiq) (Hisgu + Hhig ) | = 4ot + 4Ry,
(45)

where we have used the property that for real-valued, zero-mean Gaussian ran-
dom variables X;, 1<i <4 [44, 45]

E[X1X5X3X4] = C12C34 + C13C24 + C14Co3 (46)

where
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Cy =E[XiX;]  for1<i,j<4 (47)

and
1 (0 -
Resitj—i = E[HusisHsyi) = E[HussoHuiia) = 5B || = Regyy  (48)

is the real-valued autocorrelation of Hy,,, and we have made the assumption that

the in-phase and quadrature components of ﬁk,m,n are independent. The second sum-
mation in (44) can be written as

N,
E, = Z E{HZ,L{Hk,l,ij,m,iHZm,j}
m=1
m#l
N,
= > BBy | E [ Hon iy | = Z AR, =4(N, —DRY,
m=1

m#l m#l

(49)

where we have used the property that the rows of H; are independent. Therefore
(44) becomes

E||Fuisl'| = No(By+ B2) = 4N, [ofy + R+ (N, = DRY | = 4N, [ofy + NoRE .

(50)

The total power of interference plus noise is

N,
B[ [T + Vi ] = E[[Toi ] + E[ |kl = 4PN, D [ + NiRE ] + 4N,
j=1
j#i
(51
where we have made the assumption that noise and symbols are independent. The

average SINR per bit for the " transmit antenna is similar to (31) of [36] which is
repeated here for convenience

E[|Fk,,~,,~s,-|2} % 2N,

SINRy ) = ol
E[[Ik,l- + Vi }

for 1<i<N; (52)

into which (41) and (51) have to be substituted. The upper bound on the average
SINR per bit for the " transmit antenna is obtained by setting 6%, = 0 in (51), (52)

and is given by, for 1<i <N,
624_1(1 +N ) X ZNV[

N; 2
Zj: [ +NeRp
j#i

SINR.yp,uB; = (53)
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Observe that in contrast to (31) and (32) in [36], the average SINR per bit and its
upper bound depend on the transmit antenna. Let us now compute the average SINR
per bit after averaging over retransmissions. The received signal after averaging over
retransmissions is given by (6) with (see also (20) of [36])

1 Ned
Fi=— F 10
- N k=0 .
~ 1 Nal ~ 1 Ned
U=— (Ik,i + Vi l) =— Ui (say) (54)
Ny k=0 Ny k=0

where F;;, I,; and V},; are given in (39). The power of the signal component
of (6) is

, P Nu—1 Nyl
E[|S:PF?] = Pub[F] = 5E| > Fusi Y- Fui
n k=0 =0
N1 | Na -, (55)
Z Z E| szz Fl i +E“Fk,i,i| }
N 5
Ik
where we have used the fact that the channel is independent across
retransmissions, therefore
E [Fk,i,iﬁl,i,i} =F [Fk,i,,']E [Fl,i,i} fOI‘ k 7é l (56)

Now

Fklz =

Z |Hljo ] ] = 2N,03;. (57)
Substituting (41) and (57) in (55) we get

4N7'P3V 4
E[|S,-|2F-2} = 25 wOH (1 4 N,N,,). (58)
1 Nyt

The power of the interference component in (6) and (54) is

N,—1 N,—1 Ny—1N,—-1

~ 1 ~ ~ ~% ~ % 1 ~ o~ ~ ~ %
E[|0i] = & [ S G+ Vhi) D (T4 70) | =5 > D Elleilyy] + E[VeiV))
n k=0 1=0 n k=0 1=0
(59)
where we have used the following properties from (40)
B[] = E[Vi] = 0:E[luiV,] =E[Vidy| =0 forallk,! (60)
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since S; and W, ; are mutually independent with zero-mean. Now

N, N;
[Ik ZII 1} N ZFk i) Z Flzn n | = Z Z E{Fk,z‘,jFl,i,n}E[SJS:]
j=1 n=1
i# n#i JA i
N, N, L
- Z Z E {Fk)iJFl,i,n} P.ox(j —n) 61)
j=1 n=1
jF# n#i
N, o
= Pav Z E {Fk,iJFl,i,]}
j=1
j#i

where we have used the property that the symbols are uncorrelated and k() is the
Kronecker delta function [40]. When k =, (61) is given by (42) and (50). When
k # 1, (61) is given by

{Ik A } PaVZE Fiij] [F,f,. ]} - Paviwzzzfm] Z (62)

j;éi j;i

where we have used (40) and (48). Similarly, we have
E[Vii V] = 4N, }ody ok — 1) (63)

where we have used (43). Substituting (42), (50), (62) and (63) in (59) we get

N,
-2 1 S 4 2 2
E[[0['] = o | 4PaNoNe (o + NiRig ) + 4PN (Nye 1) ZRHHJ l
1t .
j=1
jti j#i
4N,
N, CHOW
1 N, N,
= |4y (o + NRE ) +4PuNEN 1)) R
" j=1 j=1
j# j#i
AN
NV: O‘%‘IU%/V

(64)
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The average SINR per bit for the i transmit antenna, after averaging over
retransmissions (also referred to as “combining” [36]) is given by

2P, E[F]

SINRavpci = —F— 5
Hor

(65)

into which (58) and (64) have to be substituted. The upper bound on the average
SINR per bit after “combining” for the i transmit antenna is given by

SINR.v5,c,uBi = SINR,y ¢/ 2 o (66)

The plots of the average SINR per bit for the i transmit antenna before and after
“combining” are shown in Figures 7 and 8 respectively for Nt = 1024 and N,; = 2.
The channel correlation is given by

Ripj i = 0.9 e, (67)
in (48), which is obtained by passing samples of white Gaussian noise through a
unit-energy, first-order infinite impulse response (IIR) lowpass filter witha = —0.9

(see (30) of [46]).
We observe in Figures 7 and 8 that

(101ogyo(SINRay, b, UB, 1))

o N & & ®»

LA e (]
¥ w8 g

(b)

(Ne) &

(1010g;o(SINRay, b, uB, 1))

Figure 7.
Plot of SINR,,, ,uB,i for Ny, = 1024, Ny = 2. (a) Back view. (b) Sideview. (c) Front view.
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(1010g1(SINRay, b, ¢, UB, 1))

b & b b o wn &

(1010g,o(SINR,y 3, ¢, UB, i)
[

Figure 8.
Plot of SINR,,, ,c,uB,i for Ny = 1024, Ny = 2. (a) Back view. (b) Side view. (c) Front view.

The upper bound on the average SINR per bit decreases rapidly with increasing
transmit antennas N, and falls below 0 dB for N; >5 (see Figures 7(b) and 8(b)).
Since the spectral efficiency of the system is N,/(2N,;) bits/sec/Hz (see (33) of [36]),
the system would be of no practical use, since the BER would be close to 0.5 for N, > 5.

The upper bound on the average SINR per bit after “combining” is less than that
before “combining”. Therefore retransmissions are ineffective.

In view of the above observation, it becomes necessary to design a better receiver
using precoding. This is presented in the next section.

3.3 Precoding

Similar to (4) consider the modified received signal given by

R, = H;BS + W, (68)
where
1 o . 0717
o ain 1 0 éAT (69)
an,-1,N,-1 -+ an-11 1

where ()7 denotes transpose. In (69), A is an N; x N, lower triangular matrix with
diagonal elements equal to unity and 4;; denotes the j coefficient of the optimum i -
order forward prediction filter [40] and B is the precoding matrix. Let
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Y. =B AR, = B'H, H,BS + B"H, W,. (70)
Define
o Zr,11 Zran,
Z, =H,B= : : : (71)
Zk N,,1 Zk,Nr N;
Now [40]
oz, O 0
%E [ZkHz’e] - | G.%.iz 7|2 Ry (72)
0 . 0 Ué,]\lt

is an N; x N, diagonal matrix and ¢ ; denotes the variance per dimension of the

optimum (i — 1)"-order forward prediction filter. Note that [40]
6%1—6%1,622>UZ] fori<j. (73)
Let

N ~H ~ . ~
V, = Zk W, = [Vk,l o Vi, ]T (74)

which is an N; x 1 vector. Now

N, N, N, N, .
E[ViiVy, | =B Z, Wi JZZk,l,kaJ] ~ E|ZusnZiyi| E| Wiy Wy
j=1 =1 j=1 1=1
N, N,
207 Ok (i —m)dk (j — 1) x 2036k (j — I) = 4N,0% ;67,6k (i —m) (75)
j=1 I=1
where we have used (72). Let
F,=7,7 (76)

which is an N; x N, matrix. Substituting (76) in (70) we get
Y. = FS+ V,. (77)
Similar to (39), the i element of Y}, in (77) is given by
Vi = FriiSi + Ini + Vifor 1I<i <N, (78)

where
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N ~ N ~ N,
i = O ZWisTei = Y FrijSisFrij Y Zy) i Znyj. (79)
j=1 ; =1
J#

Note that from (72) and (76) we have

E[Fy;;] = 2N,0%; (80)
Now
~ NN N,
E|F,,| =E > a3 Bomal”| =3 B+
= =1
. 81
+ Z E[|Z,m | B |Zimi 7] = 4NN+ 1), (81)
m#l
Similarly

N, ~
[|1k1 ]: Z FuiiS Z FraSi| =P > E[|Fk,i,j|2] (82)
j=1
j;ﬁi I i
Now

E“Fk,,-,jﬂ _E

N, N,

N, N,
=% = = ~ %

Y " Z41iZki; > Zkmiim,

=1 m=1

_ 2 2
402102]51( m) = 4N,07 07 ;

—

=1 m=1

(83)
where we have used (72). Substituting (83) in (82) we get

N,
E“fk,,-ﬂ = 4PN,0%, > o} (84)
j=1
J#i
Note that
~ -2 < 2 -2
B[l + Vil | = E[[10al"] + E[[72"). (85)

The average SINR per bit for the i transmit antenna is given by (52) and is equal to

- 2
E“Fk,i,isi‘ X ZNW} Py (N, +1) 63, x 2Ny,

~ ~ 2 - N;
Trl] 1, & s,
j=1
J#

SINRyy i = (86)
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where we have used (75), (81) and (84). The upper bound on the average SINR
per bit for the i transmit antenna is obtained by setting 6%, = 0 in (86) and is
equal to

(N, +1)6%, x 2N
SINRav,p,uB,i = A 2 § (87)
2 U%,j
j=1

j#i

which is illustrated in Figure 9 for Ny« = 1024 and N,, = 2. The value of the upper
bound on the average SINR per bit for N; =i = 50 is 18.6 dB. The channel correlation
is given by (67). Note that a first-order prediction filter completely decorrelates the
channel with [40]

a1 =—09for1<i<N; —1;a;; = 0 for2<i<N; — 1,2 <j <i. (88)
We also have [40]
03 = by = (1-1-09P )}, = 0193 sfori>2. (89)

Therefore we see in Figure 9 that the first transmit antenna i = 1 has a high
SINR,y »,u,; due to low interference power from remaining transmit antennas,

(101ogyo(SINRuy, b, UB, 1))

Figure 9.
Plot of SINR,,, ,uB,i for Ny, = 1024, Ny = 2 after precoding. (a) Back view. (b) Sideview. (c) Front view.
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whereas for i # 1 the SINR,, 5 up; is low due to high interference power from the first

transmit antenna (i = 1). The received signal after “combining” is given by (6) and
(54). Note that from (54) and (79)

2R -5

lNﬂ_l N,;—1

ZszzZFlzz

EASE LR

1t =

Np—1 ~ B 4N,,0'%Z-N”71
+ Z E[FyiiFiii] = N Z (N, +1) + (N, — 1)N,
1=0 o k=0 (90)

1#k

4N (le

(1+N,N,:)

Vt

where we have used (56), (80) and (81). Similarly from (54), (75), (84) and (85)
we have

~2 1 [Nad | Nal, e
E[Ui}ZIFE ki (Ul,i) — 2 E{Uk,i(Ul,i) }
| k=0 1=0 7 k=0 1=0
1 NeINe—1 )
=— EUU }&((k—l)
2 ks
Ny = 1= Z
1 . 2 4N, o ; N
o[ ] g el 0] - T S e
j=1
Jj#

(91)

Substituting (90) and (91) in (65) we have, after simplification, for 1<i <N,

2P E[F;] (NN +1)oy; X 2Pay

) N,
EUUZH Py > oé’j—ko%,v

j=1

J#i

SINRav,b,C,i = (92)

The upper bound on the average SINR per bit for the i transmit antenna is
obtained by substituting (92) in (66) and is equal to

(N,N,; + 1)6%’1» x 2
N, 2
ijl 0z
J#i

SINR.y5,c,uB; =

~ SINR.y 5, uB,i (93)
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T
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LI 1

T
015 0 % % % @ o g

Plot of SINR,,, 1,,c,uB,i for Ny = 1024, N,, = 2 after precoding. (a) Back view. (b) Side view. (c) Front view.
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Simulation results with precoding for Ny, = 1024.
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for 1<i <N, N,>1. This is illustrated in Figure 10 for N, = 1024 and
N,; = 2. We again observe that the first transmit antenna (i = 1) has a high upper
bound on the average SINR per bit, after “combining”, compared to the remaining
transmit antennas. The value of the upper bound on the average SINR per bit after
“combining” for N; =i = 50, N, = 1024 is 18.6 dB. After concatenation, Y; for
0<i<L;—1,in (6) and (54) is given to the turbo decoder [29, 40]. Let (see (26)
of [29]):

Y1imn = €XP _W]Wzimn: eXPl‘W] (94)
o 20y o 20y
Y, = [;?1 ...... ?Ldrl];i(z — I:?Ldl ...... ?Lrl]_ (95)
Thenwhere
il=i+Ly for0<i<Ly —1. (96)

The rest of the turbo decoding algorithm is similar to that discussed in [29, 40] will
not be repeated here. In the next subsection we present the computer simulation
results for correlated channel with precoding and PCTC.
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Simulation results with precoding for Ny, = 32.
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3.4 Simulation results

The channel correlation is given by (67). The BER results for Ny, = 1024 with
precoding are depicted in Figure 11. Incidentally, the value of the upper bound on the
average SINR per bit before and after “combining” for N; =i = 512, Nyt = 1024 is
6 dB. The BER results for Ny, = 32 with precoding are depicted in Figure 12. Note
that since the average SINR per bit depends on the transmit antenna, the minimum
average SINR per bit is indicated along the x-axis of Figures 11 and 12. We also
observe from Figures 11(a,b) and 12 that there is a large difference between theory
and simulations. This is probably because, the average SINR per bit is not identical for
all transmit antennas. In particular, we observe from Figures 9 and 10 that the first
transmit antenna has a large average SINR per bit compared to the remaining anten-
nas. However, in Figure 11(c,d) there is a close match between theory and simula-
tions. This could be attributed to having a large number of blocks in a frame, as given
by (2), resulting in better statistical properties. Even though the number of blocks is
large in 12, the number of transmit antennas is small, resulting in inferior statistical
properties. In order to improve the accuracy of the BER estimate for Ny, = 32, we
propose to transmit “dummy data” from the first transmit antenna and “actual data”
from the remaining antennas. The BER results shown in Figure 13 indicates a good
match between theory and practice. However, comparison of Figures 11 and 14
demonstrates that “dummy data” is ineffective for large number of transmit antennas.
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Simulation results with precoding and dummy data for Ny, = 32.
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Simulation vesults with precoding and dummy data for Ny, = 1024.

4. Conclusions and future work

This article presents the advantages of single-user massive multiple input multiple
output (SU-MMIMO) over multi-user (MU) MMIMO systems. The bit-error-rate
(BER) performance of SU-MMIMO using serially concatenated turbo codes (SCTC)
over uncorrelated channel is presented. A semi-analytic approach to estimating the
BER of a turbo code is derived. A detailed signal-to-interference-plus-noise ratio
analysis for SU-MMIMO over correlated channel is presented. The BER performance
of SU-MMIMO with parallel concatenated turbo code (PCTC) over correlated channel
is studied. Future work could involve estimating the MMIMO channel, since the
present work assumes perfect knowledge of the channel.
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Chapter 4

RS-Based MIMO-NOMA Systems
in Multicast Framework

Sareh Majidi Ivari, Mohammad Reza Soleymani and
Yousef R. Shayan

Abstract

This chapter presents a novel scheme that integrates the rate-splitting (RS)
technique in Multiple Input Multiple Output (MIMO) systems with non-orthogonal
multiple access (NOMA) to improve performance and capacity in wireless
communication systems under imperfect channel state information at the transmitter
(CSIT) and in overloaded regimes. The proposed approach addresses a general and
realistic scenario, incorporating both unicast and multicast users, aiming to increase
system throughput through the optimization of precoding vectors and power alloca-
tion. A generic power allocation optimization technique is introduced, which can be
employed for maximizing both the minimum-rate and sum-rate, focusing on the rate
of the weakest user within each group per cluster. To tackle the non-convex nature of
the problems, the proposed technique leverages the WMMSE-rate relationship and an
alternating optimization (AO) algorithm, transforming the problem into a convex
one. The chapter provides a comprehensive analysis of the proposed scheme, offering
a tutorial background and presenting novel insights for an enhanced understanding.

Keywords: MIMO, RS, NOMA, fairness, sum-rate

1. Introduction

In recent years, the demand for high-speed wireless communication has grown
significantly, driven by the widespread use of smartphones, tablets, and other wireless
devices [1]. Users now expect constant internet connectivity and access to high-
quality voice and video services, putting tremendous pressure on wireless communi-
cation networks to keep up with the increasing demand.

One major challenge faced by wireless communication systems is the limited avail-
ability of radio spectrum. As more devices and users come online, the demand for radio
spectrum increases. To address this challenge, new technologies have been developed to
utilize the available spectrum more efficiently, such as the MIMO-NOMA scheme [2].

MIMO-NOMA is a promising technology that integrates multiple antenna tech-
nology (MIMO) with NOMA to enhance the efficiency and capacity of wireless
communication systems [2]. MIMO techniques leverage the spatial dimension by
transmitting multiple data streams simultaneously over the same frequency-time
resource. In the NOMA scheme, the transmitter sends a superposition of messages for
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multiple users, and users apply successive interference cancelation (SIC) to remove
messages intended for weaker users and decode their own message [3]. By combining
MIMO and NOMA, the MIMO-NOMA scheme brings together the advantages of both
technologies, allowing multiple users to transmit and receive data concurrently using
multiple antennas, non-orthogonal power allocation, and advanced signal processing
techniques [4].

The integration of MIMO and NOMA is particularly useful in scenarios where
multiple users are located in the same spatial direction but at distinct propagation
distances, such as urban areas, stadiums, or office buildings [5]. In such scenarios,
traditional wireless communication techniques like Orthogonal Multiple Access
(OMA) may not provide sufficient capacity to serve all users [6]. In contrast, MIMO-
NOMA can serve multiple users using the same resources, thereby improving the
overall system capacity [2]. For instance, in a crowded stadium, many users may want
to use their mobile devices to access the internet or stream videos simultaneously.
MIMO-NOMA can serve these users using the same frequency band and time slot,
whereas traditional techniques would require each user to be served in a separate time
slot or frequency band.

In MIMO-NOMA systems, the transmitter employs interference cancelation tech-
niques to form spatially orthogonal beams, with each beam carrying information for
multiple users or groups of users [7]. The conventional linear precoding techniques
such as Zero-forcing Beamforming (ZFBF) and Minimum Mean Square Error
(MMSE) are commonly used to achieve spatial orthogonality [8, 9]. In the conven-
tional linear precoding, the interference is canceled at the transmitter, and the
receiver treats it as background noise [10]. These techniques play a crucial role in
enhancing capacity, improving spectral efficiency, and enhancing overall system per-
formance in wireless communication systems. In this chapter, the MIMO-NOMA
scheme based on these conventional linear precoding is denoted as Conv-based
MIMO-NOMA.

However, the implementation of MIMO-NOMA faces challenges, especially in the
presence of imperfect CSIT and overloaded regime [10]. Imperfect CSIT can arise due
to various factors, including channel estimation errors, quantization, and feedback
delays [11, 12]. The accuracy of the channel information plays a vital role in interfer-
ence cancelation techniques, and imperfect CSIT can degrade the performance of
linear precoding methods.

Furthermore, wireless networks often comprise a combination of unicast and
multicast users, which poses additional challenges for interference cancelation
methods [13]. Accommodating both unicast and multicast users requires efficient
resource allocation and power control strategies to optimize system performance and
ensure fairness among users. Additionally, the performance of linear precoding tech-
niques can deteriorate in overloaded regimes, where the number of users or groups of
users exceeds the available resources. This further emphasizes the need for advanced
techniques that can overcome the limitations of traditional linear precoding methods
and improve system performance in realistic scenarios.

To address these challenges, the rate-splitting (RS) technique has emerged as a
generic and powerful solution for interference cancelation in MIMO-NOMA systems
[13]. RS decomposes the transmitted signal into two parts: a common part decoded by
all users and a private part intended for the specific user. This enables the base station
to exploit multiuser interference and achieve higher spectral efficiency [14].

RS has demonstrated significant potential for improving the sum-rate in multiuser
MIMO systems under perfect CSIT conditions [15, 16]. It allows the base station to
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exploit multiuser interference and achieve higher spectral efficiency by decomposing
the signal into common and private parts. Several studies have shown that RS can
increase system capacity, reduce interference, and improve MMF rate performance in
scenarios with perfect CSIT [17, 18]. However, the assumption of perfect CSIT may
not hold in real-world scenarios.

Researchers have examined the effects of imperfect CSIT on the sum-rate and
MMF rate performance of RS-based MIMO systems and proposed robust RS algo-
rithms to counteract the impacts of imperfect CSIT [16, 19]. However, most of these
studies focus on RS in the unicast framework and do not consider realistic scenarios
with both unicast and multicast users.

In addition to unicast transmission, RS has been studied in the context of multicast
transmission in MIMO systems [20]. Multicast transmission presents unique chal-
lenges, as it involves simultaneously transmitting the same information to multiple
users. Therefore, it has received more attention. The performance of RS has been
investigated in terms of MMF rate in [20]. RS has also been explored in multibeam
multicast satellite communication systems in terms of MMF rate [21, 22].

RS-based MIMO-NOMA in the uplink has been investigated in [23]. The MMF rate
is optimized for the proposed system in the unicast framework. However, none of the
aforementioned works consider RS in MIMO-NOMA in the downlink with realistic
scenarios, considering both unicast and multicast users under imperfect CSIT.

This chapter investigates the use of RS in MIMO-NOMA in downlink under imper-
fect CSI and both unicast and multicast users. The objective is to investigate the poten-
tial of RS-based MIMO-NOMA to improve system throughput and user fairness in
realistic scenarios with imperfect CSIT. The chapter provides a comprehensive guide for
researchers, engineers, and students interested in understanding the principles and
applications of RS-based MIMO-NOMA for future wireless communication systems.

1.1 Contributions and organization of the chapter

This chapter explores the use of RS and NOMA in multiuser MIMO systems in
downlink and presents a comprehensive analysis of the proposed scheme while inves-
tigating the challenges and trade-offs involved in its implementation. The main con-
tributions of this chapter include the first application of RS in multiuser MIMO-
NOMA systems under imperfect CSIT assumption, where RS is used to cancel inter-
ference and combat the effects of imperfect CSIT.

The chapter also covers the derivation of achievable data rates for both the common
and private parts of user groups in the proposed RS-based MIMO-NOMA system.
Precoding vectors are designed for both the common and private parts to enhance
performance. The common part’s precoding vector is optimized to maximize the rate of
the common message, while the private part’s precoding vectors are designed to cancel
interference in both unicast and multicast frameworks. A low-complexity technique for
designing the private precoding vectors is proposed in multicast transmission to address
the lack of spatial degrees of freedom. The proposed technique builds upon unicast
linear precoding methods and employs a Singular Value Decomposition (SVD) mapper.

Furthermore, the chapter formulates the max-min fairness MMF rate and sum-rate
optimization problems for the RS-based MIMO-NOMA system under imperfect CSIT
using the Average Rate (AR) framework. The weighted minimum mean square error
(WMMSE) approach is employed to transform the formulated MMF and sum-rate
problems into convex problems. First, the chapter derives a rate-WMMSE relation-
ship, and then, using this relationship and a low-complexity solution based on
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alternating optimization (AO), the problems are transformed into equivalent convex
problems.

Overall, this chapter provides a comprehensive analysis of the RS-based MIMO-
NOMA system under imperfect CSIT, and the proposed solutions and derivations of
achievable data rates and optimization problems offer valuable insights into the design
of future MIMO-NOMA systems.

The chapter is organized as follows. It begins with an introduction to the system
model, including the signal and CSIT models. The design of precoding vectors for both
common and private parts is discussed in Section 3. Section 4 focuses on power
allocation optimization problems to maximize the minimum rate and sum-rate. The
performance of the proposed technique is evaluated through simulations in Section 5.
Finally, the chapter concludes with a summary of the findings and potential future
research directions in Section 6.

Notations: Throughout this chapter, the following notations are used. Boldface
capital letters, boldface lowercase letters, and ordinary letters represent matrices,
column vectors, and scalars, respectively. The real component of a complex number x

is denoted by R (x). The operators ()" and ()" represent transposition and Hermitian
transpose, respectively. || and || are abbreviations for absolute value and Euclidean
norm, respectively. E(.) represents the expected value of a random variable.

2. System model

This chapter presents a comprehensive study of RS-based MIMO-NOMA for a
realistic wireless communication framework that includes both multicast and unicast
users under imperfect CSIT assumption. The system consists of a single base station
with N, antennas serving I single-antenna users, where N, <I. The base station forms
K clusters and generates one beam per cluster. The users that are in the same spatial
direction but with distinct propagation distances are grouped into a cluster. This helps
enhance the channel gain and combat inter-cluster interference. The distinctive prop-
agation distances also facilitate SIC at mobile users. The k-th cluster contains G,
groups which has M, users, where M,, >1.If M, = 1, group g, contains only one
unicast user, and if M, >1, it contains multicast users.

The system model notation is defined, where Z represents the set of indices of all
users, K represents the set of clusters, 7, represents the set of users in the k th cluster,
and G, represents the set of groups of users in the & th cluster. The proposed system
model of the RS-based MIMO-NOMA is depicted in Figure 1. In this figure, the
parameters are as follows, K = 4,I; = 4,1, = 1,13 = 3,14 = 2. In cluster 1 and cluster
3 there are multicast users, Gy =2and My, =2, My, =2 G, =1,My, =1,

Gy =3,My, =1,M,, = 1,M;, =1, G4 = 2,M;, = 1, M, = 1.

The base station uses MIMO-NOMA to transmit multiple data streams simulta-
neously to the I users by encoding I messages into K streams from a single data source.
To enhance the system capacity and user fairness, the base station employs RS to
divide the data of each user into two parts: a common part and a private part. The
common stream is decoded by all users, while the private part is intended only for the
specific user. The private part of the k-th message is further split into G, sub-streams,
and each sub-stream is assigned to a group of users in the k-th cluster using the
principles of NOMA. This helps to cancel inter-cluster interference and enhance the
spectral efficiency. The combination of RS and NOMA provides flexibility in the
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Figure 1.
System model of the proposed RS-based MIMO-NOMA with multicast and unicast users.

allocation of transmission power among users and the trade-off between system
throughput and user fairness.

2.1 Signal model

In this section, we examine the transmitted and received signals to derive the
signal-to-interference plus noise (SINR) and the achievable data rate. First, we need to
discuss two main techniques of the proposed RS-based MIMO-NOMA: Rate Splitting
and NOMA.

2.1.1 Rate-splitting approach

Generally in the L-layer RS, the transmitter splits the message of each cluster- &
into L-sub-messages, W}, W7, ..., Wk, Vk € K. Among the L messages, one message is
shared by all users, which is called the common part. In this chapter, we consider 1-
layer RS, in which a message is split into two parts: a common and a private messages.
The common part of all messages W9, W%, ..., W% is packed together and encoded
into a common stream s, which is shared by all users. In the other hand, the private
message of each message is encoded independently into private streams, W? — ;.

As a result, the transmitted signal in time unit is x(¢), where the time units are
omitted for simplicity of expression. Therefore, the transmitted signal is

K
X = \/p WS + Zwk\/p_ksk (1)
=1

where w, is the unit-norm precoding vector of the common message and wy, pre-
codes the k-th message. p, is the power allocated to the common part. p, is the power
allocated to the k-th cluster. The transmitted signal is constrained to

K
P+ > _pelwel* <Pr )
k=1

where Pr is the maximum available power at the transmitter.
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2.1.2 NOMA approach

Following the NOMA scheme in the power domain, different groups of users in a
cluster are allocated different power levels according to their channel conditions to
obtain the maximum gain in system performance. The transmitter sends all users
information by sending the superposition of messages. Such power allocation is also
beneficial to separate different groups of users. Therefore, users can apply SIC to
cancel interference from the weaker groups of users in a cluster. However, the weak
users perform single user detection (SUD) with considering the interference from the
stronger users as the background noise. According to the NOMA scheme, the private
stream can be contained information for more than one group of users. It means that
the private stream s, consists of

Gy,
e =Y /US> 3)

&=1

where a,, ( ngzlagk = 1) denote fraction of the power allocated to g-th group in
cluster k.

The received signal at user-i is y, = h;x + n;, Vi € 7. In terms of notation, h; € Cc N
is the channel vector between the transmitter and i-th user. This chapetr defines y(i)
as mapping a user index to its corresponding cluster and group indices, u : i — (k,g}).
Therefore, the received signal by i-th user which belongs to k-th cluster and g, -th
group is expressed as

K
Y, = \/p_chl-wcsc + Z \/p_kh,-wksk + n;, (4)
k=1

where n; ~ CN (0, (71-2) is the additive noise terms that contaminate the reception of
i-th user. By substituting the Eq. (3) into the Eq. (4), the received signal is

Gy K
¥ = VP iwes: + /oy p hiwgs, + Z Vo phiwes,, + Z \/p_jh,-szj + n;.

hie >g; j=1,j#k

)

According to the RS technique, each user firstly decodes the common stream s, and
treats the private streams as noise. Therefore, the SINR of the common part of user-i is:

~ plhw]
T K 2 >
Zj:lpj‘hivvj| + o7

(6)

c,i

and its corresponding rate is R.; = log,(1+7.,). In the RS scheme, the common
message, S, is shared among all beams and groups, and each user should be able to
decode s.. Therefore, the common rate is defined as

K G
R = minR.2) > Gy, )

k=1g,=1
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where C,, denotes the portion of common rate of group g, in the k-th cluster.
After users decode and remove the common signal, s, through SIC, then each
users decodes its private message. According to the NOMA scheme, users in
group g, in cluster k, Vk € K, Vg, € G, perform SIC to decode sy, , Vh, <g;, and
remove it from the received signal. Finally, users apply SUD to decode s,, by consid-
ering all the other interference streams as noise. Therefore, the SINR of i-th user is
determined by

2

_ ag, py, [hiwy|

_1 Gy, how, |2 K h. 2
+th>gkahkpk‘ iW| +Zj:1,j;ﬁkpj| zW]’

Vi (8)

In the multicast transmission, to guarantee all users can decode their messages, the
user with the lowest SINR within a group dictates the rate of the corresponding group.
Therefore, the achievable rate of group g, in cluster , 7,,, is defined by

A .
7, =minR; 9
o2 minRs ©

Therefore, the rate of users in group g, are composed of C,, and r,, and written as
ng = Cgk + Ve (10)

and the sum-rate is Rgum_rate = Re + Zle ngzlrgk.

2.2 CSIT uncertainty model

In this study, we assume that the receiver has perfect channel state information
(CSI), while the transmitter has imperfect CSI due to limited feedback, such as
quantized feedback with a fixed number of bits. The imperfect CSI of user i is
modeled as

h; =h; +h; (11)

where h; and h; denote the estimated channel state and the corresponding channel
estimation error at the transmitter, respectively. The uncertainty in CSIT (i.e., the

channel estimation error) can be characterized by a conditional density f <h|ﬁ> that is

known at the transmitter.
Consider i-th user and we define

Y; = Eh[?,
R 2
Y; =Eh;|, (12)
. 2
Y; =E|h;| .

According to the orthogonal principles, ﬁi and fli are uncorrelated, and fli hasa
zero mean. Therefore,
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Y; = Yi + Yi. (13)
We can consider

Y=ol Yi (14)
where o7, €[0, 1] is the normalized CSIT error variance [16, 24]. Therefore,
we have

Yi=(1-0,)Y; (15)

A value of 62, = 1 corresponds to no instantaneous CSIT, while a value of 62, = 0
represents perfect instantaneous CSIT. For simplicity, we assume that all users have
identical normalized CSIT error variances, that is, o;; = 02, Vi € L.

The CSIT error variance scales with the signal-to-noise ratio (SNR) as 03 =Py,
where 5 € [0, o0) is the CSIT quality parameter. 5 can be interpreted as a relation to the
number of feedback bits, where 7 = 0 corresponds to a fixed number of feedback bits
for all SNRs, and 5 = oo corresponds to an infinite number of feedback bits. The CSIT
quality parameter is truncated such that g € [0, 1]. In this context, # = 1 corresponds to
perfect CSIT in the multiplexing gain sense [16, 24].

3. Precoder design

The proposed RS-based MIMO-NOMA system requires careful design of linear
precoding vectors and power allocation to optimize performance and capacity. Firstly,
in this section, we investigate the design of the linear precoding vectors for the private
and common parts, denoted as wy, and w,, respectively. The linear precoding vectors
wy, and w, should be designed in a way that mitigates inter cluster interference and
maximizes the achievable rate of the common message. In the following subsections,
we investigate the design of the linear precoding vectors for the private and common
parts.

3.1 Linear precoding vector of the private part, wy,

Designing the linear precoding vector for the private part in the unicast framework
under perfect CSIT is a relatively straightforward process. The optimal structure of wy,
is a generalization of regularized zero-forcing (RZF) precoding. However, in the
presence of imperfect CSIT, the optimal precoders for private messages are still
unknown and must be optimized numerically, as shown in [25]. This optimization
process becomes particularly complex in large-scale systems. Despite this, RZF based
on the channel estimates H can be a suitable strategy for precoders of private mes-
sages, based on the findings of [26].

In the context of multicast transmission, designing the linear precoding vectors wy,
is particularly challenging due to the matrix characterization of each cluster rather
than a vector. To address this challenge, we propose a novel approach based on
singular value decomposition (SVD) mapping. Specifically, we use the SVD mapping
to transform the multicast transmission scenario into a set of parallel unicast channels,
where the optimization problem is simplified. We then use the RZF technique to
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design the linear precoding vectors for the private messages in the unicast channels.
This approach provides a low-complexity and efficient solution for designing the
precoding vectors in the presence of imperfect CSIT.

The precoding vector using the ZBF is obtained as:

1 H. K.\ '.m
W = G G+—1IK G |, 16
RZE \/TRZF (( Pr ) > (16)

where G is the estimated composite channel matrix, and I is the K-dimensional
identity matrix. To ensure that the power constraints are satisfied, the precoding
matrix should be normalized by the factor ygyp, which is defined as:

YRZF = m;lx (diag (WRZF(WRZF)H>). 17)

Here, diag(A) denotes the diagonal elements of a matrix A, and (A)" represents
the conjugate transpose of A.

The estimated composite channel matrix G = 818> - 8] is obtained using the
SVD mapping per beam [27]. In the SVD mapper, the estimated channel matrix of

. H L H
users in cluster k, denoted by C;, = hzk(1>, - hzk(zM)] , is first subjected to SVD as

follows:
¢y G, = Uz, v, (18)

where X, is the diagonal matrix of singular valusers, and U, (V},) gathers the left-
singular vectors (right-singular vectors) [27]. Then, the right or left singular vector
corresponding to the highest singular value is selected, which constructs the g, vector.
The SVD mapper improves the energy spread over the users and the robustness to the
CSIT uncertainty.

3.2 Linear precoding vector of the common part, w,

The precoding vector of the common message, w,, is designed to maximize the
achievable rate of the common message. Therefore, the optimization problem is
defined as

_ hw,|?
Dy : max min —¢ A lwf|2 > (19)
weeN 1€ 570 [ hiw;|” + o
st wel*=1 (20)

Since there is no interference in receiving the common message, the precoding
vector for the common part can be designed as a linear combination of the channel
vectors of all users, for a realization of n € N, the precoder of the common message is
designed as

w.=> ah . (21)
i€l
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. . . P H o, .
where a; is the weight for the channel vector of user 7, and h; is the conjugate
transpose of the normalized channel vector of user i. By assuming

o2, = o2, ||h; 1> =1, ||h h 1> = ( af)ez,ViGI,j # i, and substituting (21) into (19)

e,

and (20), the problem D1 is equivalently transformed to D,

D, : max rlrél%m,(l—a)a +(1-02) Z a’ (22)
n=1,n#i
s.t. Zaf _1 (23)
iel N;

The goal is to find the optimal weights 4; that maximize the minimum SINR of all
users, subject to the constraint that the sum of the squared weights is equal to 1/(IN;).
The optimal solution of problem D, is obtained when all terms are equal [28], that is,

1 I
mai +me® Y, a, =ma; +me’ Y a;,Vi#j. Therefore, the optimal precoding
n=1,n#i n=1,n#j
vector is achieved when all users experience the same common part SINR (6). In this
chapter for simplicity and in order to obtain a more insightful and tractable asymp-
totic performance, we consider that z; = m;, Vi # j and ¢ is very small, then the optimal

a; is equal to a;* = 1/+/N.I, where I is the total number of users.

4. Power allocation optimization

In this section, we examine the optimal power allocation for maximizing the MMF
rate and sum-rate in the proposed RS-based MIMO-NOMA system under imperfect
CSIT. To formulate the optimization problem under imperfect CSIT, we adopt a
Stochastic Average Rate (AR) framework. Stochastic ARs are short-term metrics that
represent the expected performance across the CSIT error distribution for a specific
channel state estimate.

To define the AR framework, we first introduce three matrices: H, H, and H which
comprise the users’ channel coefficients, users’ channel coefficient estimations, and
estimation errors. Given that the channel coefficients of users are independent and
identically distributed (i.i.d.) and a sample index set V' = {1, 2, ..., N}, we construct a
realization sample containing N i.i.d. realizations drawn from a conditional distribu-
tion f (H|H). The realization sample can be expressed as:

HNé{H<”) = H+H(")|FL”€N}' (24)

The realizations are accessible at the transmitter and can be utilized to approxi-
mate the ARs experienced by each user using Sample Average Functions (SAFs). As
the number of samples (N) approaches infinity, N — oo, according to the strong law
of large numbers, the ARs for user-i are as follows:

R.;= hmR hm ZR”( ), (25)

N—o0
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R, = limR" = Jim zl\r SR (H<">) (26)

where R, ; (H(")) and R; (H(")) are the achievable rates for i-th user based on the

n-th realization in the sample set H™N), The AR framework is then used to formulate
the optimization problems for power allocation to maximize the MMF rate and sum-
rate.

4.1 Problem statement

We define the optimization problems in this section. The AR framework is used to
formulate the MMF and sum-rate optimization problems under imperfect CSIT.

4.1.1 Max-min fairness analysis

The MMF optimization problem using the AR framework can be formulated as

= . . = . =(N)
: C R 2
P1 al;fr;’lgx irg/rclg?lela{ g, + 112%2 i } (27)
s.t.
—N) K G .
R, >> Y C,,VieT (28)
k=1g,=1
Gy, >0,Vg, €Gr,VREK (29)
G
ag, €[0,1], Y a,, =1,Yk€K (30)
&=1
K
po+ > pillwil* <Pr, vk ek (31)
k=1

here € = [C11, ..., C1,G5 > Ck,1 - > Gy, | s the vector of Average common-rate
portions, and p = {pc,pl,pz, ,pK}, a = {1, a2, ..., ax } are the vectors of powers
and fraction of powers. The constraint (28) guarantees s, to be decoded by each user

. . el P K - D
since the definition of the Average common rate is R, = 3, gG::ngk = min R.;.
1€

Constraint (29) implies that each portion of the Average common rate is non-

negative. Constraints (30) and (31) are the power constraint. By solving Problem P,
variables (¢, p, a) are jointly optimized. Note that by fixing p, = 0 and ¢ = 0, the RS
scheme turns into Conv-based MIMO-NOMA.

4.1.2 Sum-rate analysis

The sum-rate optimization is another problem which is addressed in this chapter.
The sum-rate maximization under imperfect CSIT is also formulated using the AR
framework as
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St argmax R, + EK: 3 min E;N) (32)
Respsat —1g,-1 Sl
s.t.
RY >R, VieT (33)
(24d), (24¢) (34)

where R, is an auxiliary variable. The constraint (33) guarantees that all users can
decode s..

Problems P; and S; are non-convex problems that are very challenging to solve
because they contain superimposed rate expressions.

The weighted mean squared error (WMMSE) approach is a powerful
technique for solving non-convex optimization problems with superimposed rate
expressions. The idea behind this approach is to replace the original rate
expressions with a set of WMMSE expressions that are easier to handle mathemati-
cally. Using the WMMSE expressions, the original problems P; and S can be
reformulated as block-wise convex optimization problems, which can be solved itera-
tively using interior-point methods. Specifically, the reformulated problems involve
optimizing the WMMSE variables and the power allocation coefficients, subject to
some convex constraints. The optimization procedure involves iteratively updating
the WMMSE variables and the power allocation coefficients until convergence is
achieved.

4.2 Rate-WMMSE relationship
To define the achievable data rate with set of WMMSE expression, first we estab-

lish the Rate-WMMSE relationship. The mean square errors (MSEs) of the estimate §,;
of the common signal s, for user i is given by:

€= E{|§C,,- — sc,,-|2} - E{ 2}, (35)

where g, is a scalar equalizer. Since the transmitter sends the superposition of s

Sei — qc,Iyi

and s, , Vk € K, g, € Gy, user i first decodes and removes s, from the received signal
using SIC. Next, user i which belongs to cluster k and group g, decodes and removes
the signals intended for the weaker groups in cluster k, &, <g,, through the SIC.
Therefore, the MSE of the estimate §,, of the private signal s, for user i in group g, of
cluster k is given by:

2
& = ]E{|§, —S,‘|2} =E

he <g;,
5i— q; (yz - \/Zl—:t‘)ﬁhiwcsc — Z W/ahkpkhiwkshk>

h,=1

(36)

Here, [E[] denotes the expectation operator, and |-|* denotes the squared magni-
tude. With substituting the Eq. (5) into the Eq. (35) and (36), the MSEs of the
common and private parts can be rewritten as
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2
ei = |1od| Tes +1— 20 /P, biw. | (37)
& = |%‘|2Ti +1— ZER{1 /% Py, Z.h,'wk} (38)
where

K
Tei = plhiw.* + ) _pylbiwel* + o7, (39)

k=1

5 G " K 5
T; = puag [hwi* +p, > an[hiwe + D plhow|" + o] (40)
i >g,, =157k

Moreover, we define the interference as

Ic,i = L —Pc|hiWc|2, (41)
I; = T; — pyag, [hywi[*. (42)

The optimum equalizers achieve by minimizing the MSEs over equalizers,

agci _
P 0— gy = . hw T, (43)
Oe;
q—l =0 — ;™" = | /pag hiw, T, (44)
i

The minimum MSEs (MMSEs) with optimum equalizers are

MMSE . -1
e = ming; =T I, (45)

o

efAMSE = n}Iin g = T;lll-. (46)

i

Apparently, the SINRs can be expressed in the form of MMSEs, i.e.,
y = (1/eMSE) — 1. Consequently, the corresponding rates are written as
R = —log, (¢MMSE),

Next, we define the augmented weighted MSEs (WMSEs) for the common and
private parts. The term “augmented WMSE” is employed because it incorporates
additional information or constraints into the standard WMSE, aiming to better cap-
ture the characteristics of the system under consideration, such as fairness or rate
requirements, and facilitate the optimization process. This augmentation is particu-
larly relevant in wireless communication system optimization problems, especially
when dealing with RS or non-orthogonal multiple access techniques, to achieve more
accurate and reliable results. The weighted WMSEs are given by:

Ei = Ucigci — log,(ucy), & = uie; — log,(u;), (47)

where u;,u; > 0 are weights associated with MSEs. In the following, we consider &
s as WMSEs and, for simplicity, drop the “augmented”. After defining the augmented
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WDMSEs, they are minimized with respect to both equalizers and weights, yielding the
following conditions:

O, <q£\/IlMSE)

3, e =0, (48)
0> Ui '

Then the optimal equalizers are substituted into the WMSEs, and we obtain
fc,z (qi\/IZMSE) = I‘l{‘llll‘l 50 i = Uc, ngMSE logz(uc,i) (50)

52( MMSE) = n}fln & =uy SMMSE log , (u;) (51)
As a result, the optimum weights can be determined as:

ey = (eMMSE) T, (52)

(X

ui = (eMMSEY (53)

1

We substitute (52) and (53) into (50), (51), leading to the Rate-WMMSE relation-
ship

d\/{)iMSE _ qrnln £.=1+ log ZSMMSE 1—R.; (54)
5?41\’[51‘3 = ?1’11}11 & =1+ log, EMMSE 1-R;. (55)

With considering imperfect CSIT, a Stochastic Average Rate-WMMSE relationship
is developed, and the average WMMSEs are given by:

ZSEm) hm Z MMSEm) _ R, (56)

sMMSE(N) 1 MMSE(n HIV)

2 = 1& Z & =1-R (57)
where chMSE and chMS are associated with the n-th realization in HY). The

sets of optimum MMSE equalizers associated with (56) and (57) are defined as
MMSE __ MMSE(n
giME = {g" e}, (58)

g MSE = { MMSE() 1, e/\/}. (59)
Moreover, the sets of optimum weights are

uMMSE _ {MMSE |neN} (60)

L‘l

94



RS-Based MIMO-NOMA Systems in Multicast Framework
DOI: http://dx.doi.org/10.5772 /intechopen.112044

GMMSE _ {uMMSE In EN} (61)

1

Therefore, in each realization in H), the optimum equalizer and weights are
calculated. The composite set of optimum equalizer and weights are defined as

GMMSE _ { gMMSE gMMSE|; & 7, } (62)
UMMSE _ (MMSE  MMSE|; ¢ 7Y (63)

Using the Rate-WMMSE relationship, the optimization problems are rewritten
using the WMMSE variables in the following section.

4.3 WMMSE reformulation

In this section, we reformulate the optimization problems using the WMMSE
expressions.

4.3.1 Max-min fairness analysis

Using the Rate-WMMSE relationship, and auxiliary variables, z, G, U,
Ty = {171 g o7, }, the problem P; can be transferred into an equivalent WMMSE

problem, P;:
P, argmax 2 (64)
P)(%E)E);g

s.t.
Cy, +74, 2%, Ve, Vg, = {1, ...,Gi} (65)
1-&N >7, Viel,,vkek,Vg, = {1, ..,Gi} (66)

K G

E; _chgk,VzeI (67)

k=1g,=1
(24d), (24e) (68)

where &, ; and §; are given in (47). It is worth to mention if

(p a*, ¢ ,z*,G*, 7g ,U* ) satisfies the KKT optimality conditions of P,

(p*,a*,c*) will satisfy the KKT optimality conditions of Pi.
4.3.2 Sum-rate analysis

Motivated by the Rate-WMMSE relationships given in (56), (57), and the auxiliary
variable, (&, U, G), the problem S; is equivalently transferred into the problem S,.
The problem is reformulated as

K G
S, rargmin & + Z Z maxé (69)
&> P>k k=1g,=1 1€y,
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s.t.
eV <, vier (70)
(24d), (24e) (71)

where ¢, refers to the common AWMSE. Noted problem S, and problem S are
equivalence. It means that for any point (p*,a*, E: ,G*,U") satisfying the KKT
optimality conditions of problem S,, (p*,a*) satisfies the KKT optimality conditions
of problem S;.

The problems P, and S, remain non-convex. However, they become convex when
two out of the three variables, namely equalizer, weight, and power, are fixed. Taking
into account this block-wise convexity property, we propose an Alternating Optimi-
zation algorithm to address the problems 7, and S,.

4.4 Alternating optimization algorithm

The problems P, and S, remain non-convex for the entire set of
optimization variables, which include «, p, €, U, and G. However, they exhibit
block-wise convexity, which can be leveraged to propose an alternating
optimization algorithm. Each iteration of the algorithm consists of two steps: (1)
updating U and G based on the value of p and & from the previous iteration, and (2)
updating p, «, and ¢ using U and G obtained in step 1. We now provide a detailed
explanation of these two steps.

4.4.1 Step 1: Updating G, U

In [-th iteration, all the equalizers and weights are updated according to the p, a
form the previous round, / — 1, G(p[l’ll, a[l’l]) , U(p[l’l}, a[l’l]). The corresponding
SAFs ., i, g, ;,g; are calculated by taking average over N realization. To facilitate the
next step, we introduce a set of variables are

2

g = ugy \dor [ - ti=1"|g" |, (72)
W e R, e o
fol =ual 0w, £ =g n W (74)
ol = log,(ues), ") = log, () 73)
and the corresponding SAFs are calculated in the same way,
toy W of e vt W0 (76)

4.4.2 Step 2: Updating p, a

In the [-th iteration up to this step, we fix G, U, and the other introduced variables,
which are obtained using the updated valusers of (U, G). With these updated
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variables, in this step, the problems P, and S, transform into problems ﬁg]

and 3[3”, which are convex problems. These problems can be solved using
interior-point methods, allowing for the optimization of p, ax, and the other auxiliary
variables.

7_7[31] : argmax g (77)
P’a’EyEng)
s.t.
Ce, + 74,23, VREK,Vg, = {1, ..,G} (78)
K
—HegN) (N =(N) Z(N) |, —=(N) (N
Z pjw]H‘I‘i w]( ) —ZR{1 /o Pif i }+t§ ) +uf ) —vf )
Jj=1,j#k (79)
+> pon Wi wN, VieT, vkek,vg, G
h>g
K G
1—ZZC >pCWH"P wc—i—Zpka‘P wk—l—t ZR{\/_Cf“ }
k=1 g,=1 k=1 (80)
+all o), vier
(24d), (24e) (81)

and

K G
3[3” rargmin £, + Z Z{ max 51} (82)

& Py e k=1 g=1

s.t.

WH‘P wC—I—Zpka‘P Wi ) — {\/—f”} W5 <& vieT

(83)
(24d), (24¢) (84)

where &; is

K
£ <HGN—(N) | (N 7(N) HGN) (N
&= E p].w]H‘I‘i VV]< >—|—tf ) 27%{1 /0 Pif i }—i—pk E Wy w,(e

j=1,j#k hi 28,
+alM — o vieT, ke K, Vg, €G

As the iteration procedure continusers, the objective function in Pz or S3 grows
until convergence. The proposed alternating optimization approach alternately opti-
mizes the variables of the corresponding WMMSE problem 73 and S3. The proposed
algorithm is guaranteed to converge as the objective function is bounded above for the
specified power limitations.
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5. Illustrative results and discussions

In this section, we evaluate the performance of the proposed RS-based MIMO-
NOMA scheme through numerical simulations and validate the effectiveness of the
power allocation algorithm. Specifically, we investigate the achievable MMF rate and
sum-rate in different scenarios by varying the SNR, the number of users per group per
cluster (M) and the degree of CSIT uncertainty, #. We compare the performance of
the proposed RS-based MIMO-NOMA with conventional MIMO-NOMA.

In the Conv-based MIMO-NOMA system, instead of the RS, the conventional linear
precoding such as RZF is applied to cancel interbeam interference between clusters of
users, and NOMA is applied to provide service for more than one group of users.

5.1 Simulation setup

To carry out our analysis, we consider a single-cell cellular network with a radius of
500 m, where the base station is located at the center. It is equipped with an array of
N; = 64 antennas and forms K = 12 clusters. Each cluster has two groups of users,

Gr = 2, ke K, and all groups have the same cardinality, M. Users are randomly and
uniformly distributed throughout the cell, excluding an inner circle of radius 50 meters.

The large-scale fading coefficient for user i is expressed as ; = 4, where x; indi-

cates the distance between the i-th user and the base station. Here, the constant d =
107 serves the role of regulating the channel attenuation at a distance of 50 m, and v
symbolizes the path loss exponent, which is assumed to be 3.76 for this study. The
large-scale fading (f;) in this context follows a log-normal distribution with a standard
deviation of 8 dB.

Furthermore, in this chapter, we consider the noise variance to be setat 1. Asa
result, the SNR is defined by the peak power, denoted asp,,, ..

5.2 MMF rate analysis results

In this section, we aim to compare the performance of our proposed RS-based
MIMO-NOMA scheme with that of the Conv-based MIMO-NOMA technique, specif-
ically focusing on the MMF rate. The primary objective of this comparison is to
maximize the minimum achievable rate by optimizing power allocation. We evaluate
the MMF rate performance under varying SNR conditions, while simultaneously
adjusting the number of users per group and the degrees of CSIT uncertainty.

Figure 2 presents a comparison of the MMF rate for the proposed RS-based
MIMO-NOMA and conventional MIMO-NOMA systems as a function of SNR.
Figure 2a compares the MMF rate for different numbers of users per group, consid-
ering cases with two and three users per group. The results reveal that the gain of the
RS-based MIMO-NOMA over the conventional MIMO-NOMA systems expands as the
number of users per group increases. This gain increases from 1.07 to 1.32 when the
number of users per group increases from M = 2 to M = 3. Consequently, the RS-
based MIMO-NOMA proves to be a more robust solution in overloaded regimes.

Figure 2b demonstrates the impact of CSIT uncertainty on the MMF rate perfor-
mance. The results indicate that the MMF rate performance of the conventional
MIMO-NOMA system degrades more significantly when CSIT transitions from per-
fect to imperfect with # = 0.5. Therefore, the RS-based MIMO-NOMA system is more
robust to CSIT uncertainty fluctuations. The gap between MMF rates of the RS-based
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Figure 2.
Comparison of achievable MMF rate performance for RS-based MIMO-NOMA and Conv-based MIMO-NOMA.

MIMO-NOMA when CSIT changes from perfect to imperfect with = 0.5 is 1.5880
bps/Hz. However, this gap is much higher in the conventional MIMO-NOMA system,
amounting to 2.4 bps/Hz.

5.3 Sum-rate analysis results

This section investigate the performance of the proposed RS-based MIMO-NOMA
scheme in terms of sum-rate. The objective is to maximize the overall system
throughput by optimizing power allocation. The sum-rate performance is investigated
under varying numbers of users per group and degrees of CSIT uncertainty.

Figure 3 illustrates the sum-rate versus SNR comparison of RS-based MIMO-
NOMA and Conv-based MIMO-NOMA. Figure 3a compares the sum-rate for differ-
ent numbers of users per group, considering cases with two and three users per group.
The results show that increasing the number of users per group decreases the sum-rate
in both cases. Moreover, the gain of the RS-based MIMO-NOMA over the Conv-
MIMO-NOMA is not considerably high, even when the number of users increases
fromM =2toM = 3.

Figure 3b explores the impact of CSIT uncertainty on the sum-rate performance.
The results indicate that the sum-rate performance of the conventional MIMO-NOMA
system experiences a more significant decline when CSIT transitions from perfect to
imperfect with # = 0.5. Therefore, the RS-based MIMO-NOMA system exhibits
greater robustness against CSIT uncertainty fluctuations. The gap between sum-rates
of the RS-based MIMO-NOMA when CSIT changes from perfect to imperfect with
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Achievable sum-rate performance comparison for RS-based MIMO-NOMA and Conv-based MIMO-NOMA.
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n = 0.5is around 9 bps/Hz. In contrast, this gap is substantially larger in the conven-
tional MIMO-NOMA system, amounting to 12 bps/Hz, roughly a 33% decline.

Figures 2 and 3 illustrate that the proposed RS-based MIMO-NOMA scheme
effectively exploits the rate-splitting technique to enhance its performance in
overloaded scenarios and under imperfect CSIT, particularly when compared to the
conventional MIMO-NOMA system. This improvement can be attributed to the RS-
based MIMO-NOMA’s ability to mitigate interbeam interference and efficiently allo-
cate power among users, thus providing superior service to a larger number of users
within each group even under imperfect CSIT. Overall, these results emphasize the
advantages of adopting the RS-based MIMO-NOMA framework in practical network
deployments, particularly in high-density and overloaded scenarios and under imper-
fect CSIT.

6. Conclusion

In this chapter, we have presented a novel scheme that combines the RS technique
in MIMO systems with NOMA scheme for wireless communication systems, aiming to
improve performance and capacity under imperfect CSIT and overloaded regime. The
proposed scheme has considered a general and realistic scenario with both unicast and
multicast users, focusing on increasing system throughput and optimizing precoding
vectors for enhanced performance.

Furthermore, we have introduced a technique that transforms a non-convex opti-
mization problem into a convex problem. By employing the WMMSE-rate relation-
ship and an AO algorithm, the proposed technique successfully tackles the non-
convex problem, allowing for the maximization of both the minimum rate and sum-
rate of the system, particularly concentrating on the rate of the weakest user in each
group under imperfect CSIT.

The comprehensive analysis provided in this chapter covers both tutorial back-
ground and novel ideas, offering valuable insights into the design and performance of
future MIMO-NOMA systems that employ RS techniqusers. The findings demonstrate
the potential of the proposed RS-based MIMO-NOMA scheme in addressing the
challenges posed by imperfect CSIT and overloaded regimes in realistic scenarios with
unicast and multicast users.
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Chapter 5

Massive MIMO without CSI: When
Non-Coherent Communication
Meets Many Antennas

Manuel José Lopez Morales, Kun Chen-Hu
and Ana Garcia Armada

Abstract

Under high-mobility scenarios, the traditional coherent demodulation schemes
(CDS) have limited performance, because reference signals cannot effectively track
the channel variations with an affordable overhead. As an alternative solution, non-
coherent demodulation schemes (NCDS) based on differential modulation have been
proposed. Even in the absence of reference signals, they are capable of outperforming
the CDS with a reduced complexity. The literature on NCDS laid the theoretical
foundations for simplified channel and signal models, often single-carrier and spa-
tially uncorrelated flat-fading channels. This chapter explains the most recent results
assuming orthogonal frequency division multiplexing (OFDM) signaling and realistic
channel models.

Keywords: channel estimation, differential modulation, non-coherent, high-mobility,
OFDM

1. Introduction

Massive multiple-input multiple-output (MIMO) [1] is a key technology for the
advancement of wireless communications, especially in the evolution from the cur-
rent fifth generation (5G) [2] to the forthcoming sixth generation (6G) [3-6] of
mobile communication systems. Typically, the base station (BS) is equipped with a
very large number of radiating elements, while the user equipment (UE) is only
equipped with one single antenna or very few. Under this scenario, the BS can either
simultaneously spatially multiplex several data streams to many UEs or enhance the
quality of some links by exploiting spatial diversity. In order to fully exploit the
benefits of MIMO technology, accurate channel state information (CSI) between the
BS and the UEs is a must; otherwise, the performance is significantly degraded [7, 8].

Coherent demodulation scheme (CDS) is the typically chosen technique for
exploiting massive MIMO systems. The acquisition of CSI is obtained by transmitting
some reference signals or pilot symbols per antenna, which is known as pilot symbol-
assisted modulation (PSAM) [9]. At the receiver, the CSI is estimated by typically
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using the Least-Squares criterion (LS) [10]. Finally, the pre/post-equalization matri-
ces are computed in order to compensate for the effects of the channel by typically
using the zero-forcing (ZF) or minimum mean squared error (MMSE) criteria [11].
However, the transmission of reference signals produces an excessive overhead in the
system since these pilot symbols are mapped in the physical resources in the data
frame. In order to alleviate this issue, time division duplexing (TDD) is the preferable
choice since the channel reciprocity can be assumed, and hence, the CSI is only
estimated in the uplink (UL) and reused in the downlink (DL) [12].

Nevertheless, acquiring accurate CSI without sacrificing the performance of the
system is significantly limited and cannot be adopted in the new challenging scenarios
considered in 6G, such as high-mobility communications and low-powered networks
[8, 13]. On the one hand, CDS requires that the coherence time of the channel impulse
response remains for long symbol periods, otherwise, a huge amount of reference
signals must be transmitted to constantly track the fast channel variations, which is
the typical case in autonomous vehicles, drone communications and satellite links. On
the other hand, CDS requires links with a medium/high signal-to-noise ratio (SNR) in
order to provide accurate enough CSI, otherwise the computed equalization matrices
are not correct and degrade the performance of the system. To improve the quality of
the CSI, the channel estimates must be obtained in several independent physical
resources for the same UE and averaged out to reduce the noise and interference
effects. Last but not least, in scenarios with many spatially multiplexing UEs, to avoid
the pilot contamination produced among the UEs [14]. This results in a even larger
training overhead, which will also be detrimental for the data efficiency.

Non-coherent demodulation scheme (NCDS) is an appealing alternative to be
combined with massive MIMO since it can demodulate the transmitted information
without the knowledge of CSI, with the same asymptotic performance as coherent
schemes [8]. Thus, the huge amount of required reference signals in CDS is entirely
avoided and the complexity of transceivers is also reduced. Many works in the litera-
ture showed that the NCDS detection can provide an acceptable performance in very
fast time-varying scenarios [8, 13, 15-21], while the coherent scheme fails. Addition-
ally, NCDS is flexible and can be integrated in an orthogonal frequency division
multiplexing (OFDM) [22]. Compared to the CDS, its performance superiority in
scenarios with stringent condition makes it a good candidate for future communica-
tion systems in high-speed scenarios.

Some works have targeted the UL scenario [17, 20], in which one single-antenna
UE transmits the differential symbols, while the BS exploits the spatial diversity
produced by large number of antennas. An NCDS scheme based on differential M-ary
phase shift keying (DMPSK) constellations was exploited [17], allowing differential
detection while leveraging the advantages of an increased number of receive antennas.
Later, [20] combined the NCDS with the OFDM multi-carrier waveform, in order to
combat the frequency-selective channel. The differential symbols are mapped in the
two-dimensional (time and frequency) resource grid. In [19], the NCDS is combined
with precoding based on beamforming, where assuming that a beam-management
procedure is executed beforehand. Recently, a combination of CDS and NCDS is also
explored [13] in order to take advantage of both techniques. To achieve this, a blind
channel estimation is proposed utilizing reconstructed non-coherent data, which can
be later used to perform UL filtering of coherent data resulting in a hybrid demodu-
lation scheme (HDS). Additionally, Lopez-Morales and Garcia-Armada [15] also pro-
posed using a multi-user precoding for the DL combined with DMPSK to avoid the use
of pilot symbols.
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An overview of NCDS combined with massive MIMO-OFDM under different
scenarios is provided in this chapter. Section 2 explains the UL of the non-coherent
massive MIMO based on DMPSK and blind channel estimation. Section 3 provides the
two possibilities to perform the DL in the non-coherent massive MIMO based on
DMSPK. Section 4 details the multi-user approach for the UL of the NC massive
MIMO based on constellation multiplexing. Section 5 compares the CDS, NCDS and
HDS schemes in different scenarios. Finally, Section 6 concludes the chapter and gives
insights into future research lines.

2. Non-coherent massive MIMO in UL

Two wireless transceivers are considered in this scenario. One is a BS equipped
with V antennas, while the other is a UE equipped with a single antenna. The chosen
waveform is the well-known OFDM, composed of K subcarriers with a subcarrier
spacing of Af Hz and a cyclic prefix (CP), whose length is measured in samples (L¢p),
to mitigate the multi-path effects of the channel. A set of N contiguous OFDM
symbols is assumed to be transmitted in a burst. Note that multiple UEs can be
multiplexed in either time or frequency dimensions thanks to the two-dimensional
resource grid provided by the OFDM. Additionally, the UEs can be also mapped in the
constellation domain, whose details are given in Section 4.

2.1 Fundamentals of differential encoding and decoding in OFDM

Typically, NCDS based on differential modulation is performed using the time
domain scheme. This scheme is represented in Figure 1a, where the red arrows
indicate the direction in which differential modulation and demodulation are
performed. In this case, it occurs between resources that belong to the same frequency
and contiguous symbols in the time domain. The differential encoding can be
described as

Thons n=1
Xien = { o , 1<k<K, (1)
Xken—15k,n—1> 2<n<N

where 7 ; is the reference symbol transmitted by the UE at the kth subcarrier of
the first OFDM symbol, while §; , and Xy, are complex data and differential symbols,
respectively, at the kth subcarrier and #th OFDM symbol transmitted by the UE. The
data symbol 5, , needs to meet the condition

Sen €M, ]E{|§k,n\2}:1 1<k<K, 1<n<N -1, )

where 9t denotes the set of symbols of a PSK constellation due to the fact that the
differential encoding can only transmit information in the phase component and its
average energy is normalized to one. One drawback of implementing the mapping
scheme in the time domain is the increased latency and memory consumption. This is
because the scheme requires waiting for two complete OFDM symbols to be received
in order to obtain § ,,. In the time domain implementation, a differential decoding of
two contiguous symbols is performed (as shown in Figure 1a). Furthermore, this
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Figure 1.

Differential modulation mapping schemes in an OFDM resource grid when K = 12, N = 14 and Fy = {1, 8}.
The yellow and blue boxes denote the reference symbols required by the differential modulation and phase
difference estimation, respectively.

implementation cannot be used when there is a high Doppler spread because two
consecutive OFDM symbols may not experience similar channel responses.

Alternatively, the frequency domain scheme can be also used to implement the
differential modulation technique, by exploiting the frequency dimension (as shown
in Figure 1b). In this scheme, the differential symbols are mapped into contiguous
frequency resources of the same OFDM symbol, according to [20] as

;'k,rn k= 1,
Xkm = Xk-1nDp,, k=2m€Iy, 1<n<N (3)

Xp-14Sk—-1,, Otherwise

where 71, and p, , are two reference symbols for different purposes. The set .7
contains the indexes that correspond to the OFDM symbols carrying p, , . As explained
before, The first reference symbol is necessary for differential demodulation, as pre-
viously explained. The second type is required to estimate the phase difference
between two subcarriers resulting from frequency-domain mapping, as detailed in
[20]. This scheme has the advantage of reduced latency and robustness against high
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Doppler spreads. It is reasonable to assume that contiguous subcarriers have similar
channel responses due to the much larger number of subcarriers compared to the
number of channel taps. However, the benefits come at the expense of an additional
phase estimation and compensation procedure. Although this additional phase com-
ponent is negligible for non-frequency-selective channels, it must be compensated for
strongly frequency-selective channels. When diversity is employed, only one addi-
tional reference pilot is needed for all OFDM symbols within the coherence time
(p,,,)» resulting in minimal overhead impact.

In [20], both time and frequency domain schemes are presented. However, if the
number of allocated resources is reduced (K| and/or N{ ), both schemes may result
in significant overhead. For instance, in massive machine type communication
(mMTC) scenarios, mechanical devices send short packets of only a few bytes.
Adopting any of the two presented schemes implies sending a significant number of
reference symbols. To address this issue, we propose a new mapping scheme called the
mixed domain scheme (see Figure 1c). In this scheme, we first differentially encode
the data symbols as

B o1
Xj=4q %-1pp =2 ) (4)
Xj-15j-1, 3<j<KN

where j denotes the resource index. Then, the differential symbols x; are allocated
to the two-dimensional resource grid as

X = %jl(ksn) =f(j), 1<j<KN, (5)

where f'(*) is the resource mapping policy function. Figure 1c shows a
recommended example of a mapping policy function, where the dramatic reduction of
reference signals can be observed. This policy mainly follows the frequency domain
scheme, except for the edge subcarriers of the block, which follow a time domain
scheme. This proposal cannot only significantly reduce the number of reference sym-
bols, but it is also capable of taking all advantages of a frequency domain scheme.
Moreover, in the case of time-varying channels, only those complex symbols placed at
both edge subcarriers may suffer from an additional degradation.

To maintain conciseness and simplify notation, we adopt the frequency domain
scheme for the remainder of this chapter. However, note that the techniques
presented in the following sections can be applied to both time and mixed domain
schemes without any modification.

Once, the differential symbols are obtained by using (3), the OFDM symbol can be
obtained by performing an inverse discrete Fourier transform (IDFT) as

1 & 2
xm’n:\/—RZexp(jl—?(k—l)(m—l))ick,n, 1<m<K, 1<n<N. (6)
k=1

Then, a CP, whose length is given by L¢p is appended to each OFDM symbol s in
order to absorb the multi-path effect.

At the receiver, the CP is discarded from the received signal, and hence, the linear
convolution between the multi-tap channel and transmitted data symbols is converted
to a circular one. Hence, the received signal at the v-th antenna at the BS is given by
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Lcn
)’m,n,,, - Z hr,n,vxmod(m—f,l(),n + Wmnpws 1 <m< I<) 1 <n SN, 1 <v< V: (7)
=1

where w,, , is the additive white Gaussian noise (AWGN) at m-th sample in the n-
OFDM symbol, and it is distributed as C\ (0, aﬁ)). Following [7], the channel coeffi-
cients suffer from time variability and an autoregressive model approximates the
temporally correlated fading channel coefficients of subcarrier & at time instant # as

K+L
hr,n’,v = adhr,n,v + w;,n’,v’ ag = ]O (2777de (Tﬁ) ) <1, (8)

where 7’ refers to a time instant in the future with respect to n (d = |#’ — n| time
difference in OFDM symbols), o is the temporal correlation parameter, J,(-) denotes
the zero-th order Bessel function of the first kind and f, represents the maximum
Doppler spread experienced by the transmitted signal, also in Hertz. Similar to CDS,
NCDS requires that the channel impulse response should be quasi-static during, at
least, one OFDM symbol, otherwise inter-symbol and inter-carrier interferences (ISI
and ICI, respectively) will appear. Consequently, the length of the OFDM symbols
(K {) should be reduced as the Doppler effect is higher (f, 1).

Then a discrete Fourier transform is performed to obtain the received symbols in
the frequency domain as

- 1 & 2
Yewp = \/—I?MX::I exp <_J? (71 - 1) (Wl - 1))ym,n,v’ (9)

where 1<m <K, 1<n <N, 1<v <V and the received signal in the frequency
domain can be modeled as

Fimo = MenoXin +Wepy 1<k<K, 1<n<N, 1<0<V, (10)

where hy,, , and iy, , , is the channel frequency response and noise in the frequency
domain, respectively, in the kth subcarrier and nth OFDM symbol at vth antenna.
Later, a differential demodulation is performed in the frequency domain to undo

(3) as

~ 1 \4 - ~ 4
Zpm = Vz T anadims = D Thmwis 2<k<k—1, 1<n<N, (11)
v=1 i=1
1Z 1
Tk,n,v,l = V vz:; ﬁ)kfl,n,vﬁ}k;ﬂ,m Tk,n,v,Z = V vz:; hkfl,n,v&kfl,nﬁ}k,n,m (12)

\% \%4
1 . ~ . 1 ~ ~ - -
Tk,n,v,S = ‘7 § wkfl,n,vhk,n,vxk,m Tk,n,v,4 = V § hkfl,n,vhk,n,vxkfl,nxk,n, (13)
v=1 v=1

where 2y, is the decision variable and T}, ;, 1 <7 <4 denotes each term
out of four produced by differential demodulation. Note that the first three
terms correspond to noise and interference terms, while the last one is the desired
data term.
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Making use of the Law of Large Numbers, when the number of the antennas tends
to infinity (V — o), the fourth terms can be simplified as

B{[Tnal} = B{|Tomoa } = E{[Thnosl’} = 0, (14)

A . Prnp k=2neIyN
E{Tk’”’”""}_prXP(’ef)X{fk1,n, 3<k<K }

(15)

where 2 <k <K, 1<n <N, the first three terms, which correspond to the interfer-
ence and noise terms, vanished since the channel frequency response, noise and data
symbols are independent random variables to each other, while the fourth term
remains. Note that the pilot and data symbols in the fourth term are scaled by the
correlation between two contiguous channel frequency responses at subcarriers k£ — 1
and k, whose modulus and phase are given by p; and 6y, respectively. This scaling
factor is producing a common phase rotation to the received symbols 2; ,, which can
be easily estimated and equalized by transmitting a pilot symbol (p, ,) before
performing the symbol decision.

If the number of antennas (V) is not large enough, the three terms given in (14)
are not zero. Hence, the received signal is polluted by noise and self-interference. The
performance measured in signal-to-noise and interference ratio (SINR) for the multi-
user case is given in Section 4, which corresponds to the generalization of the single-
user case.

The performance given by (11)-(13) assumed an ideal case, where hardware
impairments are not considered. However, it is well-known that OFDM combined
with the traditional CDS is very sensitive to phase noise (PN) [23, 24]. The effect of
this PN is due to the instabilities of the local oscillators, which are typically modeled
according to a classical Wiener random walk process. Its negative effect not only will
degrade the received symbols, but it will also add a common phase error. According to
5G [6], the phase-tracking reference signal (PT-RS) is proposed to be added in order
to estimate and equalize this phase error, and hence, the overhead of the system is
further increased. On the other hand, according to [25], when NCDS is combined with
OFDM it does not require any additional PN estimation and equalization since it is
inherently robust to these effects thanks to the use of the differential modulation, and
no additional reference signal is required.

2.2 Blind channel estimation based on differential detection

As it has been explained in the previous subsection, the non-coherent massive
MIMO is capable of obtaining the transmitted data in the UL without the CSI and
post-equalization. However an interesting question arises, could we estimate an accu-
rate enough CSI given the non-coherently detected symbols? In the end, these non-
coherently detected data symbols can be seen as a new type of reference signals,
which can be utilized in CDS for channel estimation and equalization, without rising
the overhead since the non-coherent data symbols convey data information.

Assuming that accurate CSI can be successfully obtained by using the NCDS, these
estimates can be exploited in two ways. On the one hand, the estimates can be used to
compute the precoding matrices and used in the DL in TDD mode [21], and hence, the
overhead generated by transmitted reference signals in the UL is avoided, as will be
shown in Section 3.2. On the other hand, CDS and NCDS can be merged in the UL,
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namely to produce a HDS, where the traditional pilot symbols transmitted in CDS are
replaced by non-coherent data symbols. The latter can be jointly used for data trans-
mission, channel estimation and the computation of post-coding matrices. Conse-
quently, the efficiency of the UL transmission is increased [13] (Figure 2).

The steps for the blind channel estimation based on NCDS can be summarized as
follows:

1. Firstly, the symbol decision is performed over 2y, as
Sen =5l = argrr}in{|§k,,, =5}, sem, 1<i<m|, (16)
where 2<k <K, 1<n <N, §,, are the decided symbols at kth subcarrier in #th

OFDM symbol, §; corresponds to the jth symbol of the constellation 9t whose
number of elements is given by |91|.

2.Then, the differential data sequence is reconstructed (fck,,,) by using the
frequency domain scheme, given in (3), and replacing the transmitted symbols
(k) with the decided ones ().

3.Finally, the channel is estimated for each subcarrier and OFDM symbol (ftk,n,,))

by utilizing the reconstructed differential data sequence Xy, as a pilot symbol
with any estimation technique. For instance, a LS criterion [10] can be used as

—1_
k,nyk,n,v' (17)

Xb

hk,n,v =

n=9 | n=10 | n=11 [ n=12 | n=13 | n=14

Figure 2.
Example of a unit block for a proposed HDS scheme.
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Note that an additional error term in the channel estimation, with respect to the
classical PSAM [9], is produced by a possible mismatch between transmitted data
symbols %, and reconstructed differential symbols Xy, ,, whose error was character-
ized in [13, 21]. The estimated channel at kth subcarrier will be used in another
subcarrier index k', such that k # k'. Hence, the channel estimation error is composed
of two independent components ([13], Eq. (24)) as shown below

- 2
2 ; P 2 2 k 2
e; = ]E{ ‘hk,nyy — R } =0y,to0,= 2(1 — a40, ) +0,,, (18)
where 62 , is the channel estimation error that comes from compensation and
estimation in different time instants with a possible mismatch between transmitted
and reconstructed differential symbol. The term &™* is computed as

S = E{ cos (4(5%,,) -7 (fck)n> ) }z 1- Pk(’;’\[__(i);kik’"’“)lv , (19)

where Py, is the error probability for the UL of each user. To find the details of the
derivations the interested reader is referred to [15].

The MSE of channel estimation, as given in (18), shows that when either a, or &,
is zero, the channel error estimation is highest, while both need to be 1 to prevent any
increase in the channel estimation error compared to the PSAM. Various MSE curves
are displayed for different values of a; and SNR (Figure 3).

To ensure that the channel is properly estimated in a certain time-frequency
resource, some error-detecting code (such as a cyclic redundancy code) can be added
to a data stream of non-coherent data. With this, and performing the channel estima-
tion with reconstructed data that we are sure is correct, the channel estimation error
will be the same as that of the PSAM.

—h— ;=053 (PSAM) = = UB a;=0.53 (PSAM)
ARl - a;=0.53 =E= UB a;=0.53 L
10" —e— ay=0.13 - ©=- UB a;=013
= —— ay=1 - 4= UB a;=1

10° £

MSE

SNR (dB)

Figure 3.

MSE of channel estimation for My, = 16 and R = 100. The continuous line shows the result obtained from the
Monte Carlo simulation, while the dashed line represents the theoretical upper bound. The blue line corvesponds to
the PSAM method without considering channel time variability, which vepresents the best-case scenario.
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3. Non-coherent massive MIMO in DL

In this scenario, one multi-antenna BS simultaneously serves U UEs in the DL. It
is assumed that the parameters of the OFDM system are the same as described for
the UL.

3.1 Non-coherent massive MIMO in FDD mode

In FDD, the multi-path channel coefficients between the UL and DL are fully
uncorrelated, and the channel reciprocity property cannot be assumed as in TDD.
Consequently, the massive number of antennas at the BS used for transmission can
only be exploited in spatial diversity mode since the channel estimates of the V
antennas per user in the DL are not available. However, the exploitation of the
diversity from the transmitter without knowledge of the channel is still a challenge,
due to the fact that techniques based on block codes [26] failed to exploit a large
number of antennas at the transmitter, since their complexity is proportional to the
number of antennas. Even though the mapping schemes proposed for the UL are still
valid, a few more ingredients are needed to make NCDS suitable for the DL, detailed
in the following subsections.

3.1.1 Precoding based on beamforming or codebook selection

The NCDS can be combined with the precoding technique based on beamforming
or codebook selection at the expense of using some (reduced) channel knowledge. At
the BS, it is assumed that either the angular position or the best codebook index of the
UE of interest is available, which is obtained through a beam-management procedure.
Given this additional information, the data is sent over a non-coherently processed
link. For the sake of conciseness, beamforming is the chosen technique for the rest of
the document. Note that the detailed procedures for the beamforming in the following
sections can be easily adapted for the codebook selection scheme.

The combination of NCDS with a practical beamforming technique based on know-
ing the angular position of the UE is proposed in [19]. The beam-management proce-
dure defined in 5G [6] is suggested to be performed as a first step. This procedure is
responsible for accurately determining the angle of the spatial clusters of the propaga-
tion channel contributing to the signal of each UE, by transmitting some reference
signals. These reference signals are the synchronization signals (SS) and channel state
information-reference signals (CSI-RS). The former is used when a UE would like to
enter the system for the first time, while the latter is exploited for updating the angular
position of an existing UE in the system. Note that, this beam-management procedure
must be executed, at least, once per channel coherence time in order to constantly
update the estimated angular positions of the current and new UEs.

At the transmitter, the BS transmits the data stream to all the UEs by using
beamforming as

U
&k,n,v = Zbk,n,v,u-’zk,n,ua 1 <v< V: 1 < k < I<’ 1 <n< N (20)

u=1

where % ,, and b, are the precoded data symbol and the precoding coefficient,
respectively, for the vth antenna and uth UE of the BS placed at the kth subcarrier and
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nth OFDM symbol. This precoding coefficient is obtained according to either the
estimated angular position or the best codebook index for each UE, and thus, it is in
charge of focusing the energy in the obtained specific direction. In this way, the
energy received by the UE is enhanced since its path loss is compensated. Similarly,
precoding can be used in the UL for the BS to receive the signal from this spatial
direction.

3.1.2 Diversity in the frequency domain

In order to enhance SINR gain for a good performance of NCDS [17], averaging in
dimensions other than space, such as time or frequency, is proposed in [19]. Since the
number of antennas at the UE is usually limited, this additional source of diversity
may be particularly necessary to multiplex several UEs or enable critical services. The
use of the frequency dimension is explained in [20], where each OFDM symbol can be
processed independently, providing the advantage of easy extension to averaging in
time (processing multiple consecutive OFDM symbols) or space (increasing the num-
ber of receive antennas of the UE when feasible).

To exploit frequency diversity, the same differential complex symbol is transmit-
ted in multiple frequency resources. After performing the differential encoding for
the uth UE, the Q differential symbols are replicated at the transmitter as

Ky = Xgnulg =mod(k —1,Q) +1, K=Q xF, 1<k<K, 1<n<N, (21)

where F is the frequency repetition/averaging factor.
The non-coherent detection at the receiver exploits the frequency diversity, where
the received data in the subcarriers that carry the same transmitted data are averaged as

~ 1 F-1 .
Zgnu = ﬁ qu+kQ,1,n,uyq+kQ,n’u’ 2< q < Q, 1<n<N, 1<u<U. (22)
k=0

With this scheme there is a trade-off between overhead and robustness. According
to [19], even though the frequency diversity add an additional overhead, it still out-
performs the CDS in terms of throughput for some particular scenarios with high
mobility.

3.2 Non-coherent massive MIMO in TDD mode

As was explained in Section 2.2, the channel could be blindly estimated utilizing
the reconstructed data in the UL of a non-coherent massive MIMO scheme. Therefore,
once the channel is available, it can be used for precoding in the DL transmission to
spatially separate the users. To avoid the use of demodulation pilots and thus avoid
any pilot signal in the TDD time slot, it is preferred to use a DMPSK also in the DL
signals. The use of demodulation pilots is needed in the DL of any coherent scheme to
compensate for inefficiencies in the precoder, which can be caused by an erroneous
channel estimation, by the use of a simple and not so powerful precoder (such as the
MRT) and by the fact that the power in transmission is limited by the RF circuitry,
which may cause that some precoders are not realizable. By using a DMPSK in the DL,
the transmitted signals will be much more robust against errors in amplitude and
phase, compared to the QAM constellations.
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To improve clarity and conciseness, we will be using matrix notation throughout
this document. Boldface uppercase letters will represent matrices, boldface lowercase
letters will represent vectors and normal letters will represent scalar quantities. Spe-
cifically, [A],, , refers to the element in the mth row and nth column of matrix A, and
[a], represents the nth element of vector a.

In the DL, the symbols of all the users are stacked in %, of size (U x 1) for each
time instant # and subcarrier k and are precoded before transmission using the

precoding matrix ﬁk’n = (ﬁk,n)H = [Bk,n,l, ey l;k’n,U} for maximum ratio transmission
- - - T
(MRT). The channel for each user is defined as hy, ,, , = {hk,n,l’u, ey hk,n,V,u:| . The DL

- - - T
channel is composed as H , = {hk,n,l, ey hk,,,)U} , where the DL channels of all users

are stacked. Thus, in the DL the received signal is

Vien = HenBrnXen + Dins (23)

where the noise vector 7¥ isa U x 1 vector where each element represents the noise
at the receiver of user « and is distributed as I, ~ CA(0, 62). In the case of applying
MRT in the DL of the BS, the matrix in (23) can be separated into the desired user and
the rest of the users. Therefore, we can rewrite (23) as follows

j)k,n,u = hk,n,ubk,n,uik,n + E hk,n,u’bk,n,u’ik,n + ﬂk,n- (24)
u'#u

To analyze the effect of imperfect channel estimation for the proposed scheme in
the next Section of the DL transmission, we assume the following definition [27],
Hy, = \/1-¢}H,, + H;,, where H,, ~ C\ (0,€21) is an error component which is

uncorrelated with Hy,. By performing some straightforward manipulations which can
be found in [15], the distribution of e (for xy,,,, = 1, without loss of generalityl) is

R(U—-e+1 2
m{j’k,n,u} ~R 1_631 +N<0’ ( €d2+ ) +6u) = U +N(0’ O-EZR) (25)

2 2
S{yk’n,u} NN(O, R(U+€d 1) +(7u) :N(O, 625) (26)

2

The differential decoding performed in reception for the received signal at each
USer as Zknu = Ypp 1. kny TeSUts in the product of complex normally distributed
variables, where in order to find the distribution of the received symbol, we have to
consider the product of two complex variables. Applying again some straightforward
manipulations which can be found in [15], we have

R{Znut ~ N (i, 2upon +og +06%)s  S{Zknut ~ N (0,205 (uy +0%)),  (27)

so the SER for the DL of user u is computed using ([13], Appendix A).

" The error is computed for [fdﬂu = 1 for simplicity but is the same for the rest of the symbols.
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4. Multi-user non-coherent massive MIMO based on DMPSK

In the previous sections, only a single UE is mapped in each time/frequency
resource of the OFDM for the non-coherent massive MIMO system based on DMPSK.
Hence, the case of multiple UEs is presented in this Section, where its access strategy
is based on a mapping the different UEs in the constellation domain. Each UE trans-
mits its individual constellation and they superimpose in the receiver, resulting in a
joint-constellation. Since there is no CSI available, a joint decision must be made.
Therefore, ensuring a bijective relation between the individual constellations and the
joint-constellation is important, resulting in a crucial constellation design problem to
increase the multi-user performance. For this, in this Section, the system model of the
multiple UE is briefly introduced first, which shows that joint-constellation distribu-
tion depends on the individual one, hindering classical design strategies to be utilized.
Then, two design approaches that are based on utilizing artificial intelligence are
described, followed by a proposal of some multi-user constellations.

4.1 System model

The constellation design for the simultaneous transmission of multiple UEs can be
applied in UL or DL. For the sake of simplicity and without loss of generalization, UL
is considered. The UEs transmit to the BS concurrently using the non-coherent
scheme described in Section 2.1. During the nth OFDM symbol, the transmitted bits
by the uth UE are arranged in a vector b, , having a dimension of (Nb,u x 1). Here,
Ny, denotes the number of bits for user «. The vector bz, u is then transformed into a
complex symbol 5, ., given by

Sk =&p(Wu,buy) €My, 1<k<K -1, 1<n<N, 1<u<U, (28)
My = {Cuts wrCupt, ) My =M =2, eC,|cf| =1,c¢ £ciVi£d, (29)

where the g;(-) is the bit mapping function, 9, denotes the individual constella-
tion set for the uth UE (constrained to constant modulus to facilitate the use of the
differential modulation) and w, of size (M, x 1) denotes the bit mapping policy for
the uth UE which satisfies that [w,]; € {1, ...,M,},1<i <M,, (@], # [w];,Vi #i'. We

, T . : .
define I = [w] - w}| avector of size (Zgleu X 1) that contains the bit map-

ping policies of all UEs. The complex symbols of each UE are differentially encoded
and mapped in the OFDM symbol as described in (3) and transmitted to the wireless
channel using an OFDM system.

At the BS, the received signal at kth subcarrier in the nth OFDM symbol can be
described as

Vin = Hinls + Wes = ding([v/Br, - v/Bu) ) (30)

where X, = [X1, -~-,5€k’n,U]T, Wi = [Whpn1s -~-,1Z)k)n,U]T, and f3, represents the
ratio of the received average power of the uth UE, with 1<p, <p,... This ratio is
directly proportional to the combination of the large-scale channel effects and the
power control employed by each user. The design of constellations takes into account
the impact of varying S, values on the performance of each user. To prevent signifi-
cant performance differences between users, a maximum value of g, is considered.
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Again, the phase difference of two consecutive symbols received at each antenna is
non-coherently detected as

H
- g’k,nq g’k,n 1 . n-1\Hygy os
Ly = Q = }_2 (Xk,nfl)Hﬁ(H 1) Hﬂxk,n (31)

= (Rpp) T p(HY

H.. - . 1 . .
R ) Wki.n += (wk,nfl)HHk,nﬁXk,n + 1_2 (Wk,nfl)HWk,n’

which is a generalization of (11) to multiple UEs mapped in the constellation
domain. For a very large number of antennas, using the asymptotic property of
massive SIMO, by making use of the Law of Large Numbers, assuming that

R—oo
Hy,,_1~Hp,, we know that % (Hp,—1)"Hy, — Iy, and thus

R—oo

U
Zkpn T Skn — Zﬂusk,n,u EM, M= |9ﬁ| = HMu’ (32)
u=1 u

where the joint-symbol ¢, is the result of superimposing the symbols sent by the
users, where 9t represents the joint-constellation set. Figure 4 illustrates the joint-
constellation set formed by two specific individual constellations, which are designed
using the proposed methods. We define b;, as a (N}, x 1) vector containing the bits
for the uth UE and the ith joint-symbol according to the mapping I1. Furthermore, we

X T ..
define b; = [b/;;-;b/,] asa (Z,[;IZINZ X 1) vector containing all the b;,, vectors for

the ith joint-symbol of all UEs. The terms of (31) are independent, and their distribu-
tion is shown in [18]. Therefore, the conditional PDF of 2, given the transmitted
symbols of each UE can be analytically obtained as a convolution of the PDF of each of
the terms. Assuming equiprobable joint-constellation elements, the decision of ¢,
while receiving 2; , can be done using (32) and maximum likelihood detection as

&k,n,ML = arg ng]ilx {f(zk,n |gk,n)} EM. (33)
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Figure 4.

Block diagram that illustrates the NC scheme in the UL for the specific scenario of U = 2, where p, = p, = 1. The
diagram also shows two distinct cases of individual constellations, namely M1 and IM2. These individual
constellations are designed using the proposed methods to generate a QAM joint-constellation denoted as M.
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Based on the previous analysis, in order to minimize interference among the
different elements of the joint-constellation and reduce the symbol error rate (SER) or
bit error rate (BER), it is necessary to place them strategically. However, this results in
a significant increase in the complexity of the constellation design, as the probability
density function (PDF) varies for each joint-symbol depending on the individual
constellations. Additionally, even if an optimal joint-constellation is identified, the
individual constant modulus constellations must be capable of generating that joint-
constellation while also fulfilling individual requirements, which may not be feasible.

One of the most relevant parameters to produce high performance in terms of
SER/BER is enlarging the minimum distance between the elements in the joint-

. . o e . . U
constellation. For comparison purposes, it is normalized as dumin = dmin/\/ Y pe152-

The value of this distance for the typically used constellations [16, 17] is 0.39 for Type
A, 0.6325 for Type B, 0.4142 for equally error protection (EEP) and 0.6325 for the
Monte Carlo Optimization (MCO). Type A exhibits an exponential reduction in dis-
tance as the number of users and/or constellation sizes increase. Type B, on the other
hand, is limited to DQPSK and requires specific average receive powers. The normal-
ized minimum distance (NMD) is crucial to performance, as demonstrated in [17],
and a larger NMD results in better performance. However, as the number of users U
and/or constellation sizes M, increase, the NMD of the joint-constellation decreases,
leading to a decrease in performance. Regular M-QAM joint-constellations maximize

the NMD, which can be calculated as ((M — 1)/6) "2 Therefore, the minimum dis-

tance of any joint-constellation must satisfy 0 < Ainin < (M — 1)/ 6)71/ 2, with M calcu-
lated using (32). Moreover, the distribution of the received symbols around the
theoretical values in the joint-constellation depends on the individual constellations
chosen by each UE. If the phases of the individual constellation elements that make up
the joint-constellation element are similar, the interference power projected on its
direction is larger, and vice versa. The interference shapes of the joint-constellation
elements are dependent on the individual constellations, and minimizing the effect of
interference by altering the joint-constellation shape requires the use of different
individual constellations, resulting in a recursive problem in the design process.
Additionally, EEP suffers from distance reduction in the inner circle, which is inher-
ent to the constellation definition structure and can even result in a distance of 0 in
certain configurations. Consequently, the constellation design problem is mathemati-
cally intractable and cannot be solved using classical constellation design techniques.

4.2 Multi-user constellation design approaches for NC massive MIMO

Since the constellation design for the multi-user NC massive MIMO scenario
implies solving a non-tractable optimization problem, two main approaches have been
exploited in the literature, such as the “guess and try” approach and the artificial
intelligence techniques specially designed for solving non-convex optimization prob-
lems. In the case of multi-user constellations, [16, 17] proposed a small set of sub-
optimal constellations for the NC based on DMPSK, namely Type A, Type B and EEP.
Type A was designed to separate users over sub-quadrants, Type B involved separat-
ing elements through power control of the users and EEP placed the constellation
elements of each user with a certain phase shift relative to the others. In this sense,
these constellations are suboptimal since they do not maximize the probabilistic min-
imum distance in the joint-constellation and do not focus on any bit mapping policy,
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which is also critical to minimize the BER. Recently, [18] defined an optimization
problem to find the individual constellations and the bit mapping policies that give a
proper joint-constellation in terms of BER performance. This is the first constellation
design proposal for NC massive MIMO multi-user constellations that is based on
evolutionary computation algorithms (a subfield of artificial intelligence techniques)
to solve a mathematically intractable problem.

The optimization problem of finding the best individual constellations that result
in an optimal joint-constellation and bit mapping policy is mathematically intractable
and thus we utilize evolutionary computation algorithms [28] to solve them. We
propose using the MCO, where no assumptions on the joint-constellation shape are
considered and the bit-mapping policy is co-designed together with the joint-
constellation shape. MCO defines a single optimization problem capable of providing
the individual constellations and the bit mapping policy of all UEs at once. It is based
on the Monte Carlo method to numerically evaluate the performance in terms of BER
of the candidates at each iteration. The MCO optimization problem is expressed as

U U
mi;} a ; €], + @ Zﬂu’ where ¢ :gM(ai,R,H,ﬂ, ¢,N,,N,)

¢
" u=1

o . (34)
s.t. ’[cu}iu’ —1, OSL([cu]iu><27z, w="1,U; iy =1, My;

1Sﬁu Sﬁmax! [é] = [61’ "'7EU]T! a+a=1 w,€B,,

where ¢ is a vector of size (U x 1) that contains the BER of each UE and g),()
denotes a function to obtain this BER for a particular set of system parameters. These
system parameters are IT which is a bit mapping policy for the individual constella-
tions, N, and N; are the number of iterations and the number of symbols of the Monte
Carlo simulation. This optimization problem is non-convex and NP-hard, so we pro-
pose solving it again by using numerical methods based on EC [28]. Figure 5 provides
a block diagram of the implementation of MCO, where N is the number of genera-
tions and Np is the population size of the EC algorithm. The interested reader is
referred to [18] for more explanations of the MCO.

INPUT o, fp,
M, Ng, Np Ng,N, T R, 02 oy,

! vl

Init e’ B [ Monte-Carlo
L cini, gini 1<u<U Simulation

Optimization 1 €
Control ﬁlZ[E]u+a22ﬁu E

valuation <«

)
NO l YES
", B, 1<u<U QUTPUT
Figure 5.
Block diagram of the MCO.
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4.3 Proposed multi-user constellations

We provide a set of optimized constellations in ([18], Table II). While each con-
stellation has been determined for a certain R and p, it can be used for any values in a
realistic range. To read the table, for each scenario, there are U vectors of the form

D= [d)’f(bg ---@1’(4“] , where @] is the phase in radians for the constellation element s,

of useru (1<m, <M,, 1<u <U, where M, is the constellation size of user u). A
constellation element m, of user u can be found ass;, = exp;®; . The mapping of
element m, is obtained with a decimal to the binary conversion of m, — 1.

5. Comparison among coherent, non-coherent and hybrid schemes in
massive MIMO

As mentioned before, CDS and NCDS have their benefits and limitations since
CDS is suitable for slowly varying and high SNR scenarios, while NCDS is recom-
mendable in the opposite scenarios. Comparatively, CDS can provide high throughput
to many users while the NCDS can provide a lower throughput for fewer users, but
working in scenarios where the CDS would fail. Consequently, HDS is also proposed
in [13], where it is capable of trading-off both CDS and NCDS in order to get the
benefits of each scheme, at the expense of a little increment in the channel estimation
error. Here we provide a comparison in terms of throughput between the HDS and the
CDS for different time and frequency variability. Specifically, we show the percentage
improvement in the throughput of the HDS with respect to the CDS for the different
required number of pilots in each dimension time (N,) and frequency (K,) for 14
OFDM symbols and 12 subcarrier frequencies (Table 1).

In Figure 6a, a comparison between the coherent (CDS), non-coherent (NCDS),
superimposed training (ST, [29]) and hybrid scheme (HDS, [13]) is shown. It can be seen
that the HDS outperforms all the other alternatives in fast-varying channels for all SNR
ranges. Additionally, we compare the performance of the coherent and the NC massive
MIMO for the DL approach including spatial multiplexing proposed in [15]. This
approach blindly estimates the channel using reconstructed differential data in the uplink.
We can see that the proposed scheme (N) works better than the coherent scheme (C) in
case the coherence time 7, is smaller than 2 times the TDD slot duration. In scenarios
where the coherence time is 1.5 times the DL slot duration, even with channel prediction,
the coherent scheme performs worse than the proposed scheme. This can be seen in
curves C,6,00,cP and N,6,00. The reason for this is that the proposed scheme is much
more robust than the coherent scheme in these situations.

N, | K, 1 2 3 4 6 12

1 0% 0.5% 0.9% 1.4% 2.3% 5.3%

2 0% 0.9% 1.9% 2.8% 4.8% 11.5%

4 0% 1.9% 3.8% 5.9% 10.4% 27.5%

7 0% 3.4% 7.1% 11.2% 20.8% 68.7%

14 0% 7.5% 16.7% 28.1% 62.5% oo
Table 1.

Percentage improvement of the throughput for the HDS with respect to the CDS.
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Figure 6.

Throughput comparison of CDS, HDS, ST and NCDS for diffevent constellation sizes, R = 64, K, = 6 and N, =
7 (left) and (right) SER comparison between classical (C, dashed) and proposed (N, continuous) schemes in the
DL, labeled from left to right with the legend written as “technique (N,C), n. (4,6,40) coherence time, SNR (dB)
uplink for channel estimation” for R = 100 antennas, ©4 = 4 DL time slot, Mpy, = 4 DL constellation size and 2

users. cP refers to the inclusion of channel prediction. (a) Throughput comparison of CDS and NCDS and (b) SER
comparison between C and NC.

We now consider a multi-path time-varying channel and an implementation with
OFDM modulation according to the 5G new radio numerology. To obtain these
results, the coherence time is calculated as T, = 0.15f 51, where f | is the maximum
Doppler frequency. We also consider that the duration of an OFDM symbol is the
inverse of the separation between subcarriers T = 1/Ay. In [13], the coherent scheme
employs channel estimation based on zero-forcing with PSAM. The results, which are
shown in Figure 6, are based on multi-path channels with a delay spread (o, <1 ps),
resulting in a minimum coherence bandwidth of B,~1/(5¢,) = 200 kHz. In the NC
scheme, differential encoding is performed over the frequency domain [19], and 4 out
of 14 OFDM symbols are dedicated to reference signals for each slot, following the 5G

I T 1 = ©n C'NI’JT:2

uim C-Ner=3

101 S| "EF C-Ner=6
= Coherent‘Q - § w@= C-Ner =10 |
= s '@ |=@=NC-Ncr=2|
{5 1072 : i mfem NC-Ner = 3
A g ' H‘ i =

—

5 ol ¢
o 103 E
<

1074

- 1 1
-5 0 5 10 15 20 25 30
SNR (dB)
Figure 7.
Non-coherent (M, = (4 4] and p, = [1 1]) ([18], Table II) vs. coherent scheme (2 users with regular QPSK) for
R=128, for different Ncr.
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Figure 8.
CDS, NCDS or HDS depending on channel variability as in Figure 2. Image taken from [13].

standard. Due to channel estimation overhead, the SNR (p) for the coherent scheme is
penalized as 10p/14. The NC outperforms the coherent scheme for high p, except for
Ncr >10. Moreover, for all p values, the NC outperforms the coherent scheme when
Ner <5. In addition, even for large Ncr, the NC outperforms the coherent counter-
part in the low p regime (Figures 7 and 8).

6. Conclusions

This chapter has provided a review of non-coherent massive MIMO based on
DMPSK, which leverages the advantage of using an huge number of antennas in the
BS either by not using requiring or by obtaining this CSI without transmitting any
reference signals. In the case of UL, three different mapping schemes have been
proposed for the OFDM. Additionally, a blind channel estimation using reconstructed
differentially encoded data has been also proposed. In the case of DL, two proposals
are given, one for FDD and the other for TDD. The first one corresponds to a
precoding based on either beamforming or codebook selection, while the second one
accounts for a precoding based on the channel estimated in the UL. Additionally, we
have indicated how the multi-user version of the NC massive MIMO based on DMPSK
can be implemented via constellation design. Lastly, a comparison of the coherent,
non-coherent and hybrid schemes in terms of performance is provided to demonstrate
that the NC alternative is better for the scenarios with a high variability in time and/or
frequency, with a low SNR and with many users.

Moreover, it has been observed that the performance of NCDS is highly dependent
on the spatial separation of the multiplexed UEs, whether in terms of constellation or
space. Hence, scheduling algorithms that optimize a specific performance metric
while considering this factor are crucial. While NCDS outperforms CDS in dynamic
channel scenarios with moderate SNR and a large number of users, it becomes less
advantageous in quasi-static channels, high SNR, or a small number of users. There-
fore, hybrid schemes that combine both paradigms, such as the one proposed in [13],
are recommended for such scenarios.

Furthermore, the integration of sensing with communication is one of the main
goals of 6G mobile communications [3]. In these systems, efficient CSI exploitation
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under various scenarios will be crucial, and hence, the use of non-coherent techniques
to create hybrid systems is expected to be an interesting alternative to increase overall
system efficiency. In conclusion, we anticipate that this review of NCDS characteris-
tics, implementation feasibility and performance will inspire new research and
advancements in this field.
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5G fifth generation

6G sixth generation

AWGN additive white Gaussian noise

BER bit error rate

BS base station

CP cyclic prefix

CSI channel state information

CSI-RS channel state information-reference signals
DL downlink

DMPSK differential M-ary phase shift keying
DSP digital signal processing

EEP equally error protection

ETN Educational and Training Network
HDS hybrid demodulation scheme

ISI inter-symbol interference

IDFT inverse discrete Fourier transform

ICI inter-carrier interference

IoT Internet of Things

LS least squares

MCO Monte Carlo Optimization

MIMO multiple-input multiple-output

MMSE minimum mean squared error

mMTC massive machine type communications
MRT maximum ratio transmission

NCDS non-coherent demodulation scheme
OFDM orthogonal frequency division multiplexing
PSAM pilot symbol assisted modulation

SER symbol error rate
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SINR signal-to-noise and interference ratio
SNR signal-to-noise ratio

SS synchronization signals

ST superimposed training

TDD time division duplexing

UAV unmanned aerial vehicles

UC3M University Carlos III de Madrid

UE user equipment

UL uplink

ZF zero forcing
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Chapter 6

Spatial Multiplexing for
MIMO/Massive MIMO

Haonan Wang and Ang Li

Abstract

In this chapter, we will discuss how to achieve spatial multiplexing in multiple-
input multiple-output (MIMO) communications through precoding design, for both
traditional small-scale MIMO systems and massive MIMO systems. The mathematical
description for MIMO communications will first be introduced, based on which we
discuss both block-level precoding and the emerging symbol-level precoding tech-
niques. We begin with simple and closed-form block-level precoders such as maxi-
mum ratio transmission (MRT), zero-forcing (ZF), and regularized ZF (RZF),
followed by the classic symbol-level precoding schemes such as Tomlinson-Harashima
precoder (THP) and vector perturbation (VP) precoder. Subsequently, we introduce
optimization-based precoding solutions, including power minimization, SINR
balancing, symbol-level interference exploitation, etc. We extend our discussion to
massive MIMO systems and particularly focus on precoding designs for hardware-
efficient massive MIMO systems, such as hybrid analog-digital precoding, low-bit
precoding, nonlinearity-aware precoding, etc.

Keywords: MIMO, massive MIMO, spatial multiplexing, precoding, beamforming

1. Introduction

In recent years, the demand for high-speed wireless communication has grown
exponentially, driven by the proliferation of smart devices, the Internet of Things
(IoT), and the increasing need for reliable and efficient data transmission [1]. To meet
these demands, multiple-input multiple-output (MIMO) technology has emerged as a
promising solution, offering significant improvements in spectral efficiency, capacity,
and reliability. In this chapter, we will explore the concept of spatial multiplexing in
MIMO communications, focusing on precoding design for both traditional small-scale
MIMO systems and massive MIMO systems.

MIMO communication systems employ multiple antennas at both the transmitter
and receiver ends to exploit the spatial domain, enabling the simultaneous transmis-
sion of multiple data streams over the same frequency band [2]. This spatial
multiplexing capability is the key factor in achieving the high data rates and improved
link reliability that MIMO systems offer. Precoding is a crucial technique in MIMO
communications, as it allows the transmitter to pre-process the signals before
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transmission, effectively mitigating inter-stream interference and optimizing the
received signal quality. We will begin our discussion with a mathematical description
of MIMO communications, providing a solid foundation for understanding the prin-
ciples and techniques involved in precoding design. Based on this mathematical
framework, we will dive deep into both block-level precoding and the emerging
symbol-level precoding technique.

Block-level precoding techniques, such as maximum ratio transmission (MRT)),
zero-forcing (ZF), and regularized ZF (RZF), offer simple and closed-form
solutions for mitigating inter-stream interference. These methods have been
widely adopted in small-scale MIMO systems due to their ease of implementation
and relatively low computational complexity. We will also discuss classic
symbol-level precoding schemes, including the Tomlinson-Harashima precoder
(THP) and vector perturbation (VP) precoder, which offer improved performance by
exploiting the inherent structure of the transmitted symbols. As we move beyond
these basic precoding techniques, we will introduce optimization-based precoding
solutions that aim to further enhance the performance of MIMO systems. These
approaches include power minimization, SINR balancing, and symbol-level interfer-
ence exploitation, among others. By optimizing various performance metrics, these
advanced precoding techniques can achieve significant gains in spectral efficiency and
link reliability.

In the latter part of the chapter, we will extend our discussion to massive MIMO
systems, which employ a large number of antennas at the transmitter and receiver to
achieve even greater spatial multiplexing gains. While the basic principles of
precoding design remain applicable to massive MIMO systems, the increased scale and
complexity of these systems introduce new challenges and opportunities for
precoding optimization. In particular, we will focus on precoding designs for
hardware-efficient massive MIMO systems, such as hybrid analog-digital precoding,
low-bit precoding, and nonlinearity-aware precoding. These techniques aim to
address the practical limitations of massive MIMO systems, including hardware con-
straints, power consumption, and implementation complexity, while still achieving
desired performance gains.

In conclusion, this chapter will provide a comprehensive overview of spatial
multiplexing in MIMO communications, with a focus on precoding design for both
small-scale and massive MIMO systems. By exploring a wide range of precoding
techniques, from simple closed-form solutions to advanced optimization-based
approaches, we aim to offer the reader a deep understanding of the principles and
methods involved in achieving high-performance MIMO communications.

2. Body of the manuscript

In Section 3, we will provide an introduction to the MIMO communication system,
which will include a mathematical description of the MIMO system, performance
metrics of MIMO communications, and emerging massive MIMO techniques. In Sec-
tion 4, we will explain traditional precoding design, which will include preliminaries
on precoding and classical precoding schemes. Subsequently, in Section 5, we will
discuss optimization-based precoding to demonstrate the use of convex optimization
in precoding design. Finally, in recognition of the wide application of massive MIMO,
Section 6 will introduce hardware-efficient precoding as a means of achieving a
favorable balance between communication performance and power consumption.
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3. MIMO communication systems

Due to the increasing demand for higher data rates and reliability for wireless
networks, MIMO techniques have appeared and received extensive research attention.
To support spatial multiplexing, parallel data streams can be transmitted simulta-
neously with multiple antennas deployed at the BS. To improve reliability, space-time
coding techniques can be employed by sending copies of the same information across
the antenna array. In this section, we present an overview of the fundamental con-
cepts of multi-antenna technology, which serves as a foundation for the subsequent
discussion on precoding. Given that spatial multiplexing is the primary focus of this
chapter, our attention is primarily directed toward multi-user multi-input single-
output (MU-MISO) systems.

3.1 Mathematical description for MIMO communications

In a wireless multi-user MISO (MU-MISO) system, as depicted in Figure 1, the
data symbol vector is denoted as s, and one BS with N; antennas transmits wireless
signals to K single-antenna receivers. Mathematically, the signal vector at the receiver
can be expressed as.where %;; denotes the complex channel gain between the i-th
receiver and the j-th transmit antenna, x; denotes the transmit signal on the j-th
transmit antenna, y, denotes the received signal of the j-th receiver, and #; denotes the
additive Gaussian noise corresponding to the i-th receiver. Based on that, the k-th
user’s received signal can be expressed as

V1 h1,1 h1,2 hl,N, X1 n1
h h o h x n
y‘z _ %,1 %,2 2jN, 2 n .2 ’ )
Yk hga hxp - hkn, XN, ng
Vi = th + 1, ()

where y, denotes the k-th user’s received signal, h, € Cy, .1 denotes the k-th user’s
channel vector, x € Cy, 1 denotes the transmit signal vector, and #;, denotes the
additive noise vector which follows the complex Gaussian distribution CN(0, 671)
with the zero mean and o}, noise power. The combining process is eliminated at the
receiver side, for the single-antenna configuration. Based on (2), the transmission
process in MU-MISO can be reorganized into a matrix form, as shown below:

y =Hx +n, (3)

e

Process

Figure 1.
A block diagram of MU-MISO systems.
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with y= [yl’yZ’ ,yK}T, H= [hl, hz, veesy h[(}T, andn = [7’!1, MYy vy n[(}T.

To mitigate the detrimental impact of channel fading, the transmitter performs
precoding on the symbol vector to obtain the transmitted signal, expressed as x = Ws.
Precoding is achieved using a matrix W € Cy, «x. The design of the precoding matrix
W is the crucial signal processing procedure in MIMO downlink transmission, as it
enables each receiver to achieve a received signal y, that closely approximates the
original symbol 5.

3.2 Performance metrics for MIMO communications

In order to measure the communication performance of MIMO systems, bit error
rate (BER) and channel capacity are the two performance metrics that are usually
employed, as explained below.

3.2.1 BER

Bit Error Rate (BER) refers to the proportion of erroneously transmitted bits to the
total number of transmitted bits during the transmission process and is the most
commonly used performance metric to evaluate the reliability of digital communica-
tion systems. Its mathematical definition can be given as

p, =2 4)

where N, denotes the erroneous transmitted bits, and N, denotes the total trans-
mitted bits.

3.2.2 Channel capacity

The channel capacity represents the maximum rate of information transmission
that can be sustained by a communication system when the bit error rate approaches
zero. Its mathematical definition is given as the maximum mutual information
between the input and output signals of the channel, which represents the extent to
which the received signal preserves information about the transmitted signal after the
channel. More specifically, the channel capacity is determined by identifying the
input distribution that maximizes the mutual information, subject to the constraints
of the channel’s physical properties and the power limitations of the system. There-
fore, it serves as a fundamental limit on the data transmission rate and is a crucial
performance metric for evaluating the effectiveness of communication systems. The
definition of channel capacity can be expressed as

C = max I (input; output), (5)
where C denotes the channel capacity, and I (x; y) denotes the mutual information

between x and y. For SISO systems, when both the transmitter and receiver have
perfect Channel State Information (CSI), the channel capacity can be obtained as

C=Blog,(1+7), (6)
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where B denotes the system bandwidth, and y denotes the receive SNR. The
physical interpretation of (8) has been discussed in ref. [2].

In the context of MIMO systems, it is feasible to decompose the channel into a sum
of multiple SISO channels via singular value decomposition (SVD) [2]. Subsequently,
utilizing “water-filling” power allocation strategy [2], it is possible to harness the full
potential of the system and achieve channel capacity. In an ideal scenario where both
the transmitter and receiver possess perfect CSI, the channel capacity of an N, x N
MIMO channel can be captured precisely using the following equation:

C = log,det (INV + NiHHH> ) @)

where p denotes the transmit SNR.

3.3 Massive MIMO

As mobile communication technologies continue to evolve, wireless network
capacity and communication quality have become increasingly critical. Traditional
wireless communication systems face limitations that prevent them from satisfying
the modern industry’s demands for high-speed, high-capacity, and high-quality com-
munication. Massive MIMO technology has emerged as a promising solution to these
challenges.

Massive MIMO is an extension of conventional MIMO technology [3, 4]. In con-
trast to the typical tens-of-antenna configuration in traditional MIMO systems for
signal transmission and reception, Massive MIMO employs significantly more anten-
nas, for example, hundreds or even thousands of antennas.

Massive MIMO technology enjoys wide applications in various fields of wireless
communications, such as 5G and IoT [5]. It has several notable features: channel
hardening, favorable propagation, power concentration, capacity enhancement,
interference reduction, and spectral efficiency improvement. In particular, channel
hardening refers to the property that as the antenna array size increases, the relative
fluctuations of channel coefficients decrease [5]. Although randomness still exists, its
impact on communication approximates that of non-fading channels. Favorable
propagation is a phenomenon in which the channels of different users become nearly
orthogonal in the spatial domain as the number of antennas at the base station
increases significantly. This leads to a substantial reduction in inter-user interference
and further improved spectral efficiency, making massive MIMO a promising tech-
nology for future wireless communication systems. Power concentration refers to
Massive MIMO’s ability to focus transmitted power more efficiently through finer
beamforming techniques, especially for millimeter-wave communication where
channel gain drops off precipitously with distance [6]. Capacity enhancement is
achieved by processing more data streams than traditional MIMO systems, leading to
improved network capacity. Interference reduction is accomplished through spatial
multiplexing and beamforming, which minimize inter-signal interference and
enhance signal quality and reliability. Last, spectral efficiency improvement results
from more efficient utilization of bandwidth resources, which enhances data trans-
mission speeds.

However, Massive MIMO technology still faces certain challenges in engineering
applications, such as high power consumption [7] and hardware costs. To be more
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specific, traditional MIMO systems equip each antenna with radio frequency (RF)
chains and high-resolution digital-to-analog converters (DACs), causing significant
power loss when the antenna array is large. In such a scenario, the advanced signal
processing mechanisms required to handle a large number of antennas for signal
transmission and reception are generally more complex, necessitating much more
energy consumption than traditional wireless communication systems. From this
perspective, hardware-efficient precoding techniques hold significant research value
and promising application prospects.

4. Traditional precoding

In this section, we will introduce traditional precoding to discuss its working
mechanism and design principle. Preliminaries will be first introduced, as the basis of
further discussion. Based on that, we mainly introduce the linear block-level
precoding schemes with closed-form solutions, including MRT, ZF, and RZF. After
that, the traditional non-linear symbol-level precoding will be discussed, including
THP and VP.

4.1 Preliminaries on precoding

First, we will introduce the preliminaries of the precoding process in the downlink
MIMO system, as the basis of further discussion.

Without loss of generality, we mainly consider a downlink MU-MISO system,
where K single-antenna users are served by a common base station with N, transmit
antennas at the same time. Considering that users are generally separated spatially,
based on CSI, the BS needs to employ signal processing techniques before transmis-
sion such that the destructive effect of channel fading and inter-user interference can
be eliminated as much as possible. This is the initial motivation for precoding. Math-
ematically, the precoding process can be expressed as

K
X = Z WS, = W, (8)
k=1

where wy, € Cy, 1 denotes the k-th user’s precoding vector and sy, is the k-th
user’s data symbol, which is drawn from a specific modulation constellation. Based on
that, with the general precoding matrix W = [wy, wy, ..., Wk] € Cy,«x and date sym-

bol vector s = [s1,5, ... ,SK]T € Ckx1, the received signal for the k-th user can be
expressed as

Y = hgx +n, = ths + ny, 9)

where y, is the received signal for the k-th user, h;, € Cy, 1 is the complex channel
vector between the BS and the k-th user, and 7, ~ CN(0, 6?) is the additive Gaussian
noise with zero mean and ¢? noise power. Based on that, the transmission process can
be given as

y = HWs +n, (10)
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where y € Cg 1 denotes the received signal vector, H € Cgn, denotes the channel
matrix, and n € Cg, denotes the additive noise vector.

In traditional communication systems, the presence of interference can signifi-
cantly degrade the quality of the received signal. This is particularly true in multi-user
systems, where signals for different users are superimposed over the spatial channel.
In such scenarios, the transmitted signals from different users can interfere with each
other, leading to reduced signal quality at the receiver.

The insight of precoding is to design the precoding matrix W such that the
received signal y can approach the data symbol vector s as much as possible. In the
following subsections, we will introduce linear closed-form block-level precoding,
which is a classical type of precoding.

4.2 Linear closed-form precoding

The classical linear block-level precoding schemes have been widely used in prac-
tical engineering systems since they can ensure satisfactory communication perfor-
mance with low computational complexity. In this subsection, we will mainly discuss
the specific linear closed-form precoding, including MRT, ZF, and RZF, to show the
principle of precoding design and the physical mechanism of the precoding effect.

Specifically, the precoding matrix of MRT can be given as [4].

1 Py
Wwyrr = —— -Hi = |9 HH 11
MRT Fome o {HHH} (11)

tr{HH" - . .
where fpr = 1/ al 7y } denotes the normalization factor to ensure the satisfaction

of the transmit power constraint, and Py denotes the total transmit power. Consider-
ing that MRT can maximize the signal gain at the intended user, its performance is
promising in noise-limited scenarios (low SNR regimes or large-scale MIMO scenar-
ios), while its performance is limited in interference-limited scenarios.

Zero-Forcing (ZF) precoding is another classical precoding method that has been
extensively used in practical applications [8]. By employing a Moore-Penrose inverse
of the channel matrix H as the precoding matrix, ZF precoding can create an ideal
environment where each user’s effective channel is orthogonal with each other. Based
on that, inter-user interference can be eliminated as much as possible. The ZF
precoding matrix can be expressed as

1 -1 Py
Wz =— HY(HHY) = | ———
“ (HEC) er{ (HHY) '}

for
H) 1
where f,. =1/ M denotes the normalization factor for ZF precoding. ZF

precoding is shown to achieve improved performance over MRT in the high SNR
regime. The main idea of ZF precoding is to create orthogonal effective channels
among all the users to fully eliminate inter-user interference. For its low computa-
tional complexity, ZF precoding has been widely used in practical engineering sys-
tems. However, the noise amplification effect limits its performance, especially in low
SNR regions, which has been improved by RZF precoding.

HY(HH") ', N, > K, (12)
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By introducing a regularization factor to handle the noise amplification effect, the
RZF precoding can further improve the performance of ZF precoding [9]. The RZF
precoding matrix can be given by

1 _
Wezr = f—-HH(HHH-i-a-I) !
RZF
P -
= — —~HI(HH" +a-1)7,
er{ (HHY + - 1) "HHY (HEY 1 - 1) '}
(13)
H_ o1) 'HHH H o o1) !
where f,. = ] (B 1) I;? (nt" 1) 7} denotes the normalization factor for

RZF precoding, and a denotes the regularization factor whose optimal value is
a* =Ko’

4.3 Non-linear symbol-level precoding

Compared with linear precoding, non-linear precoding can achieve better perfor-
mance by employing more sophisticated precoding techniques, at the cost of relatively
high computational complexity. Generally speaking, based on CSI and the data sym-
bol, non-linear precoding manipulates signal at the symbol level, which leads to a
better communication performance but higher processing complexity. The transmit-
ted signal of non-linear precoding is no longer a linearly weighted combination of
symbol vectors. In this subsection, we will introduce classical non-linear precoding
schemes to show their working mechanism.

Dirty Paper Coding (DPC) is able to reduce the destructive effect of inter-user
interference and further achieve channel capacity in MIMO systems [10]. However,
assuming perfect CSI and that interference information can be obtained at the trans-
mitter, the capacity-achieving DPC requires an infinite-length coding and a high-
complexity searching algorithm, which limits its application in practical systems.

Considering the high complexity of DPC, Tomlinson-Harashima Precoding
(THP) has been proposed as an alternating near-capacity scheme whose computa-
tional complexity is relatively acceptable in practice. The basic idea of THP is to pre-
distort the symbols before they are transmitted over the communication channel [11].
This pre-distortion is achieved by adding a feedback loop to the transmitting system,
which modifies the symbols based on the previous symbols that have been transmit-
ted. The feedback loop effectively cancels out the distortion introduced by the com-
munication channel, leading to a higher quality and more reliable signal at the
receiver. Figure 2 shows the architecture of the THP precoding system.

Specifically, THP first decomposes the channel matrix into

H = LFY, (14)

with a lower-triangle matrix L and a unitary matrix F. Based on that, the trans-
mitted signal vector x for THP can be further expressed as

xtHp = FXTHP, (15)
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Figure 2.
The geometrical representation of THP.

where X can be obtained by

k—1

[f(THP]k = mod,{sk — Z kl XTHP },Vk (S {1, 2, ,I(} (16)

=1

mod, {x} denotes a complex modulo function, given by
mod, (s} = (36x) — ¢ (MO ) (8w - o T )

where 7 denotes the modulo basis and |-| denotes the floor approximating func-
tion. Based on the analysis above, the effective THP channel can be expressed as

B = GHF, (18)

where G is a diagonal matrix that contains the complex scaling gain
corresponding to each user, which is actually the inverse of the corresponding
diagonal entry in L, i.e.,

1
&, =[Gl = Ly (19)

At the receiver side, the scaling compensation operation and the modulo operation
are also required prior to the demodulation.

Considering that the performance of ZF precoding is mainly limited by its noise
amplification effect, the Vector- Perturbation (VP) precoding [12] has been pro-
posed as an improvement [12]. Based on the ZF precoding, VP precoding introduces a
perturbation vector to the symbol vector, resulting in a transmitted signal that aligns
better with the main eigenvector direction of the channel inverse matrix. This reduces
the noise amplification factor and further lowers the noise amplification effect of ZF.
Therefore, compared to ZF, VP can achieve significant performance gains. To be more
specific, the VP precoding process can be expressed as

Xyp = L. H" (HHH)A(S +7-1), (20)
fp

where 7 = 2|¢| ... + A denotes the modulo basis corresponding to the modulation
level, |¢| ., denotes the modulus value of the maximum amplitude modulation

137



MIMO Communications — Fundamental Theory, Propagation Channels, and Antenna Systems

constellation point, and A is the minimum distance among the constellation points.
1€ CZ¥*! denotes the complex integer perturbation vector, given as

1 = argmin

2
, (21)
leczk~ 2

Y (HHY) (s + 7 1)|

which can be obtained by the sphere decoder. Based on that, the normalization
factor of VP precoding can be obtained by

1 1
Ve =7" thVp +np = —(Sk + le) + g, (22)
fVP fVP

where [, denotes the k-th element of the perturbation vector 1. In order to elimi-
nate the perturbation component 7, at the receiver side, the receiver needs to accom-
plish the module operation after the power compensation, as shown below:

7e = mod. {fypy, |
= modr{sk + 1, Jrfvpnk} (23)

= sk +fypiies

where 71, denotes the effective noise of the k-th user.

5. Optimization-based precoding

With the deepening of research on precoding technology, an increasing number of
mathematical tools, such as convex optimization, have been introduced into the
precoding design process to improve precoding performance as much as possible. In
addition, optimization-based precoding can flexibly serve various communication
targets, and therefore has a wide range of applications in practical engineering
systems.

5.1 Block-level precoding
5.1.1 Preliminary

Based on the analysis above, due to the linear relationship between the transmitted
signal vector x, the symbol vector s, and the precoding matrix W, the transmitted signal
x can be regarded as a linear weighted combination of the precoding matrix W, where
the weighting coefficients are given by the symbol vector s. Therefore, the wireless
transmission process of (7) and (8) can be reformulated in the following form:

K K
Ve = h, Z w;s; +n, = hywes, + hy Z WiS; + 1, (24)
=1 ik

where the first component denotes the expected received signal of the k-th user,
the second component denotes the interference, and the third component denotes the
additive noise. Based on that, the received SINR of the k-th user can be given as
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lhwy,|*

. (25)
>t i + o2

Ve =

Based on the analysis above, there are two main schemes for optimization-based
block-level precoding, as discussed in the following.

5.1.2 Power minimization (PM) scheme

Power minimization precoding, also known as minimum power beamforming®,
is a technique used to minimize the total transmitted power subject to a set of
quality of service (QoS) constraints. The goal of this technique is to transmit the signal
with the minimum possible power while ensuring that the received signal quality
meets the desired level. This technique is particularly useful in situations where power
consumption is a critical issue or in large-scale MIMO systems where the number of
antennas is much larger than the number of users.

The PM design problem can be formulated as below [13]:

K )
Pr: min Zl [[willz
i=

(26)
[hew|*

Yotk hyewi | + 02

>, Vke{1,2,,K}

where I', denotes the SINR threshold for the k-th user. It is proved that P; is
convex which can be solved via convex optimization algorithms efficiently. In addi-
tion to conventional convex optimization algorithms, literature has revealed an
uplink-downlink duality in ref. [14], which has led to the development of an efficient
iterative algorithm for solving downlink precoding optimization. Meanwhile, after
transforming PM optimization into a semi-definite programming (SDP) problem, the
semi-definite relaxation (SDR) approach [15-17] can be used to design the precoding
matrix efficiently.

5.1.3 SINR balancing (SB) scheme

SINR balancing precoding is a technique used to balance the signal-to--
interference-plus-noise ratio (SINR) across all users in a multi-user system. The goal
of this technique is to allocate the transmit power among the users such that each user
experiences an equal SINR. This technique is particularly useful in situations where
there are multiple users with different channel conditions, as it ensures that each user
receives an equal quality of service. To be more specific, the SB design problem can be
formulated as below [18]:

" It is noted that in this chapter the term ‘beamforming’ and ‘precoding’ are interchangeable.
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P, maxy, mingy,
|hw |
Z;I‘;k|hkwi|2 + o’

K )
> llwillz <Po

where Py is the maximum transmit power. Unlike the PM design problem, P, is
non-convex, which brings difficulties to the optimal precoding design. However, SB
precoding can be efficiently designed through the bisection search method in ref. [16],
or via an iterative algorithm in [14].

s.t. Ye = N Vk e {1, 2, ,I(} (27)

5.2 Symbol-level precoding

Block-level precoding is a precoding design based on CSI and is generally inde-
pendent of the transmitted symbols. These algorithms tend to eliminate inter-user
interference. In recent years, symbol-level precoding has received increasing attention
[19]. Compared with block-level precoding, symbol-level precoding accomplishes
precoding design based on both CSI and transmitted symbols, which gives it the
ability to manipulate interference vectors more wisely compared with block-level
precoding. With symbol-level precoding, the system can manage and utilize inter-user
interference, which offers an additional power gain to improve system performance.
In this subsection, we first introduce the concept of constructive interference (CI) to
reveal the main idea of interference exploitation and then discuss the design problem
of symbol-level precoding in different scenarios.

5.2.1 Concept for interference exploitation

Interference is commonly considered a factor that limits performance in wireless
communication systems. It arises due to the superimposition of transmit signals for
different users in the wireless channel during multi-user transmission. Precoding
strategies capitalize on the availability of CSI at the base station, along with data
symbol information, to predict interference before transmission. Information theory
analysis reveals that known interference will not affect the broadcast channel’s capac-
ity when CSI is available at the transmitter. However, most existing linear precoding
schemes aim to eliminate, avoid or limit interference, and operate on a block level.
Recent studies suggest that constructive interference (CI) precoding via Symbol-Level
Precoding (SLP) can control both the power and direction of interfering signals,
allowing interference to contribute to error-less signal detection and improve system
performance [20]. Interference exploitation techniques are most useful in systems
where interference can be predicted. In this subsection, we will give an illustrative
example to demonstrate the division of instantaneous interference into CI and
destructive interference (DI) [20].

Let us consider a scenario where the desired symbol # is from a nominal BPSK
constellation, with the assumption that # = 1. We use i to denote the interfering signal
and discuss two cases: (i) 7> 0 and (ii) i < 0.

In the first case, when i > 0, as shown in Figure 3(a), the received signal can be

expressed as y = h,u + ljzl-i +n =7+ n, where 7 represents the received signal exclud-
ing noise, and # denotes the additive noise at the receiver side. Figure 3(a) shows that
Proji (7) > Projog (huu), which means that the interference has pushed » further away
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Figure 3.
The geometrical representation of CI and DI.

from the detection threshold of BPSK when compared to the original data symbol u.
Here Proj, (x) denotes the projection of vector x on the direction of d. In this situa-
tion, the interfering signal is actually constructive and contributes to the useful signal
power. Given a fixed noise power, j = # 4z is more likely to be detected correctly
than the interference-free case y’ = h,u + n. Thus, we can expect improved perfor-
mance.

On the other hand, in the second case, when i < 0, as shown in Figure 3(b), the
interfering signal causes the received signal 7 to move closer to the detection thresh-
old. In this case, the interfering signal reduces the useful signal power and is therefore
destructive. The noiseless received signal = h,u + ;i is more susceptible to noise
than 7' = u in this scenario.

In summary, symbol-level precoding offers more precise interference management
and control, with the added benefit of improved performance through beneficial
interference. This makes it a better communication performance option compared to
traditional block-level precoding. Next, we will introduce the design principles of
symbol-level precoding by discussing classical CI-SLP precoding methods.

5.2.2 Phase rotation metric

As depicted in Figure 4, CI-SLP is a technique that manipulates inter-user inter-
ference to ensure that the noise-free receive signal falls within the constructive region.

F .
I ; Constructive

Region..*

Imag

5
-~

]

JE— —_—
OF = Sk 0Q = R, ASk,A
oD = SkJ‘B 0P = ak‘gsk_'g

Real

Figure 4.
CI-SLP, ‘phase-rotation’ metric, 8-PSK.
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The SLP matrix W is designed to maximize the distance between the worst user’s
constructive region and the detection threshold, thereby improving the transmission
performance. Masouros [21] first proposed the “phase rotation” metric for PSK mod-

ulated systems. Based on this metric, the noise-free receive signal can be expressed as
follows [22]:

OA = hTWs = iis. (28)

The constructive factor 4, quantifies the constructive effect of interference exploi-
tation for that user. Based on this factor, the constructive region can be described as
follows:

04 <6; = tanO,p < tan b,
- lIS ke
I] k | < tanb;

=
Hﬁ,? - \/I?}Sk‘ (29)
= 3 = V/Tko?| tan 6, > ||

According to the transmit power minimization criterion, the CI-SLP design
problem is shown below

P3: min [Ws||2
s.th,Ws = 45, Ve €{1,2, -+, K} (30)
[ = VTwo?| tan6,> 1], vk € (1,2, K},

where F% denotes the Quality of Serves (QoS) threshold of the k-th user.

The convexity of P3 can be proven, similar to the traditional PM problem, enabling
the use of several convex optimization algorithms to solve this problem conveniently.
Similarly, the CI-SLP design problem based on the SB criterion can be formulated as

Ps: maxwyt

s.t. thS = ﬂksk,Vk € {1, 2, "-,K}
(4 —t] tan6, > |47 |, Yk €{1,2, -, K}
IWsi|2 < Po.

(31)

It is worth noting that the convexity of the equation shown above can also be
proven, which distinguishes it from the traditional SB problem and renders it more
mathematically tractable.

5.2.3 Symbol scaling metric

In QAM modulation, the interference exploitation is conditional, unlike PSK mod-
ulation. The constellation signal points of QAM modulation can be classified into four
groups based on their interference exploitation characteristics, as shown in Figure 5.
Group A’ represents signal points that do not exploit any interference, while Group B’
and Group C’ represent signal points that exploit interference in the real and
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Figure 5.
CI-SLP, ‘symbol-scaling’ metric, 16-QAM.

imaginary parts, respectively. Group D’ represents signal points that exploit interfer-
ence in both the real and imaginary parts, resulting in full interference exploitation.

The interference exploitation procedure via the “symbol-scaling” [23] metric and
decomposition of the noiseless receive signal of the k-th user can be described as
follows:

h;st = a}s;, (32)
where
a, = [ a] s = [st'57] (33)
with
s,“: = m(sk),s}? = (s%), k=1,2, ...,K. (34)

Based on that, the CI-SLP design problem in QAM-modulated systems can be
described as follows

Ps: maxwyo,: t
s.t. h; Ws = s, Vk e K
tSafz,Vafze(’) (35)
t=a,Val el
IWsli3 <p,.

The set O comprises the indices of successful interference exploitation
corresponding to the real part of the symbol in group B’, the imaginary part of the
symbol in group C', and both the real and imaginary parts of the symbol in group D'.
Conversely, the set Z comprises the indices of unsuccessful interference exploitation
corresponding to the imaginary part of the symbol in group B/, the real part of the

143



MIMO Communications — Fundamental Theory, Propagation Channels, and Antenna Systems

symbol in group C', and both the real and imaginary parts of the symbol in group A’. It
follows that O and 7 satisfy the following relationship:

OUZ = K,0nT = @, (36)
card{O} + card{Z} = 2K.

The definitions of the sets O and 7 reveal the difference between the phase
rotation criterion and the symbol scaling criterion. The former exploits interference
unconditionally, i.e., all constellation points participate in interference exploitation,
while the latter exploits interference conditionally. For QAM modulation systems, the
inner constellation points do not participate in interference exploitation, and benefi-
cial interference only results in performance gains for the outer constellation points.
This difference arises from the inherent properties of QAM and PSK modulation
schemes. In PSK modulation, the amplitude of the constellation points does not carry
any information, and therefore, any constellation point can be exploited for interfer-
ence without adversely affecting the detection of other constellation points. However,
for the inner constellation points in QAM modulation, interference vectors that push
the noiseless receive signal points in any direction will adversely affect the error
decision of other constellation points. It is worth noting that these two design criteria
only differ in their description of the interference exploitation process and are essen-
tially equivalent. Li et al. [23] has proven that under PSK modulation, the symbol
scaling criterion and the phase rotation criterion are equivalent, as depicted in
Figure 4, where the symbol-scaling metric is also applicable. Therefore, the symbol
scaling criterion is more universal in this sense.

6. Hardware-efficient precoding

The use of technologies such as General Artificial Intelligence (AI), hasled toa
surge in users’ demand for mobile data traffic. One way to address this issue is to
utilize massive MIMO systems, which employ a large number of antennas at the
base station to improve data rate and link reliability. This approach allows signals to
be dynamically adjusted in both horizontal and vertical directions, reducing
interference between small areas and enabling more accurate pointing toward specific
users. However, directly applying Massive MIMO technology to traditional commu-
nication system architectures can result in new problems [3]. To be more specific,
traditional MIMO systems equip each antenna with RF chains and high-resolution
DAGs, causing significant power loss when the antenna array is large. To solve this
issue, there are three general approaches: reducing the number of RF chains,
lowering the resolution of the DACs, or employing power-efficient nonlinear
power amplifiers. However, these hardware-efficient architectures introduce new
challenges to precoding designs, which will be explained in more detail in the
following.

6.1 Hybrid analog-digital (HAD) precoding

Fully-digital precoders can be used in traditional sub-6 GHz bands, but for milli-
meter wave (mmWave) communications, the cost and power consumption of hard-
ware components make this approach impractical. To solve this issue, researchers
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have developed the hybrid analog-digital structure, which provides a promising trade-
off between the cost, complexity, and capacity of the mmWave network. This struc-
ture reduces hardware complexity and power consumption by reducing the total
number of RF chains. Specifically, the mmWave transceivers first process data
streams with a low-dimension digital precoder, followed by high-dimension analog
precoding using low-cost phase shifters, switches [24], or lens [25]. While the
performance of the hybrid precoder is usually inferior to that of a fully-digital
precoder, it offers a cost-efficient and energy-efficient solution for mmWave
communication.

In an MU-MIMO system illustrated in Figure 6, N, transmit antennas are utilized
by the BS to serve K single-antenna users simultaneously. The transmitter has Nz RF
chains, where Ny < N,. In this subsection, we use phase shifter-based hybrid archi-
tecture as an illustrative example, without loss of generality.

Based on that, the transmit symbol vector x can be expressed as

X = FRF FBBS, (37)

where Frr € (CNrRF «n, denotes the hybrid precoding matrix, Fgg € Cy, N denotes
the digital baseband precoding matrix, and s € Cx; denotes the data symbol vector
with E{ss"} = LIk, respectively. Considering that the hybrid precoding matrix is the

mathematical description of phase shifters, we have the constant-module constraint
for the hybrid precoder, as shown below:

|Fre(i,f)| =1, 1<i<Ngp, 1SN (38)
Meanwhile, the power constraint at the transmit side can be expressed as
HFBBFRFH% = Py, (39)

where Py is the maximum transmit power.
Based on that, the k-th user’s received signal can be expressed as

9, = h'FreFpps + ny, (40)

where h;, € Cy, 1 denotes the complex channel matrix for the k-th user, and
n, ~ CN (O, a,ﬁ) denotes the additive Gaussian noise vector for the k-th user with the
zero-mean and o} noise power.

Aimed at maximizing the spectral efficiency, a common HAD precoding design
problem can be formulated as [26].

4 ™\ RF 4
Chain
s Baseband - Analog
. Precoding Precoding
— Fgg : Frr
RT
Csl \ / Chain A
NRF <« Nt
Figure 6.
The HAD MIMO system.
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2
K ‘h,‘jFRFf,EB’

Pe : max Z log, | 1+ 3

Fres B k=1 itk \hZ‘ Fref] B’ + o} (41)
s.t. FRre %,V1<k<K,
2
HFRF [leB,szB, ...,f}‘;B] HF — Py,
where & denotes the available region of Fgg, as defined below:

F = {Fre||Fre(i,j)] =1, 1<i<Ngp, 1<G<N} (42)

The non-convexity of Pg is due to the constant-module constraint of Fgr, making
it difficult to solve. To address this issue, a two-stage hybrid precoding algorithm was
proposed in ref. [27] where the analog precoder maximizes the effective channel gain
and the digital precoder mitigates multi-user interference based on the ZF principle.
In ref. [28], it was demonstrated that hybrid precoding can achieve any fully-digital
precoding when the number of RF chains is twice the number of data streams, and a
near-optimal hybrid precoding design was proposed for single-user and multi-user
transmissions with fewer RF chains. Reference [29] focused specifically on partially-
connected structures in multi-user scenarios and proposed hybrid precoding designs
based on successive interference cancelation (SIC). This approach decomposes the
total spectral efficiency optimization problem into a series of sub-rate optimization
problems that can be solved efficiently using the power iteration algorithm. Other
works on hybrid precoding include low-complexity designs based on MRT [30],
virtual path selection [31], and SVD [32].

6.2 Low-bit precoding

Using low-resolution DACs instead of high-resolution DACs in massive MIMO
architecture can be an effective way to reduce the power consumption of BS. This
approach reduces the power consumption per RF chain, as depicted in Figure 7,
instead of reducing the number of RF chains like in the hybrid architecture.

High-resolution DACs are required for each transmit signal to avoid signal distor-
tion, but they consume significant power due to their linear relationship with band-
width and exponential relationship with resolution [33]. Large-scale antenna arrays,
with hundreds of antenna elements, require a significantly large number of DACs,
posing practical challenges. To address this issue, low-resolution DACs, particularly 1-
bit DACs, can substantially simplify hardware and reduce the corresponding power

4 ™ Xbit | Y

DACs
s Baseband . -
: Precoding DN
—] F - -
xbi 1LY

Csl \_ Y. DACs

Figure 7.
The architecture of low-bit MIMO system.
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consumption at the BS. Furthermore, 1-bit DACs generate CE signals, which facilitate
the use of power-efficient amplifiers, further reducing hardware complexity. The
common low-bit precoding design problem can be formulated as [34].

P7: min s — fipac - Hx|[; + Kfppc0”
s.t.x € Xpac (43)
Poac>0.

The optimization problem P seeks to minimize the MSE between transmitted and
received symbols using low-resolution DACs. For 1-bit DACs, the set of output

signals is denoted as Xpac = { /o PO \/ 3 P° } In ref. [35], a non-linear precoding

method based on a biconvex relaxatlon framework achieved promising performance
with a low computational cost. Its corresponding VLSI design architectures were
illustrated in refs. [36]. Alternatively, Jacobsson et al. [37] proposed several 1-bit
precoding schemes based on SDR, sphere encoding, and squared /.,-norm relaxation,
while Landau and de Lamare [38] described a 1-bit precoding method based on the
branch-and-bound framework that can theoretically achieve optimal performance.
Other downlink precoding designs for low-resolution DACs include SER minimization
in refs. [39, 40] and alternating minimization in ref. [34]. Nonlinear precoding
designs tend to outperform linear methods when low-resolution DACs are used at the
transmitter. For example, CI-based symbol-level precoding design has been discussed
in low-resolution DACs systems [41-43]. Several efficient solutions [43-45] have
been proposed for the NP-hard optimization problem, both for 1-bit and few-bit
DACs systems.

6.3 Nonlinearity-aware precoding

In a massive multiple-input-multiple-output (MIMO) system, the integration of
power-efficient nonlinear power amplifiers (PAs) can reduce the power consumption
of each RF chain, similar to the architecture of low-bit digital-to-analog converters.
Consequently, this leads to an improved energy efficiency of the system. However, in
traditional multi-antenna systems, the limited linear region of nonlinear PAs causes
significant signal distortions when transmitting signals with high peak-to-average
power ratios (PAPRs). This consequently negatively impacts system performance.

To resolve the issue of PAPR, traditional research falls into two categories: (a)
constant envelope precoding (CEP) schemes that maintain signal power at a
constant value, commonly known as SLP schemes; and (b) frame-level precoding
matrix optimization aimed at reducing the PAPR of the transmit signal. CEP elimi-
nates the performance loss introduced by nonlinear PAs by limiting the amplitude of
the transmit signal to a constant value, while the low-PAPR precoding relaxes the
strict CE constraint by allowing the maximum PAPR to a certain value. In recent
years, there has been a growing body of literature that explores the precoding design
based on the knowledge of the nonlinear response characteristics of PAs. This
approach represents a departure from the traditional emphasis solely on reducing the
peak-to-average power ratio (PAPR) of transmitted signals. To be more specific,
nonlinearity-aware precoding utilizes a clipping function to model the response
characteristics of nonlinear PAs and developed a precoder that can resist both inter-
ference and PA nonlinearity by describing the modeled response characteristics [46].
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The nonlinearity-aware precoding system.

The nonlinearity-aware precoding system can be shown in Figure 8. Considering a
multi-user MISO system, the k-th user’s received signal can be expressed as

9, = hi F(Ws) +ny, (44)

where #(-) : C — C is the nonlinearity function that delineates the input-output
response properties of nonlinear power amplifiers [47]. Based on that, the
nonlinearity-aware precoding design problem aimed at maximizing the sum rate can
be expressed as

Ps : max Ram (W)
WeCtH M (45)

st F [lp(Ws)II’] = Py,

where P; denotes the maximum transmit power constraint. The problem has been
addressed through the introduction of a distortion-aware beamforming (DAB) algo-
rithm as proposed by [48]. This method adopts an iterative approach to optimize data
rate while minimizing the effect of distortions. In addition, several other precoding
strategies have been developed with a focus on accounting for nonlinearity in the
system. Specifically, Aghdam et al. [49] studied a precoding scheme that incorporates
power amplifier effects in massive MU-MIMO downlink systems and put forth a
robust algorithm to mitigate interference and nonlinearity resulting from power
amplifiers. Moreover, Zayani et al. [50] presented a power control mechanism and a
precoding scheme for SU-MISO communication systems that utilize nonlinear power
amplifiers at the base station. The proposed method maximizes the received SINR
while utilizing an iterative precoding algorithm. Finally, Jee et al. [51] optimized both
precoding and power allocation strategies jointly to maximize the achievable sum rate
of MU-MIMO systems.

7. Conclusions

In this chapter, we have provided a comprehensive overview of precoding design
for achieving spatial multiplexing in MIMO communications.

We began in Section 3 by introducing the fundamental concepts of MIMO systems,
including the mathematical description of MIMO communications, performance
metrics, and the increasingly important and widely used massive MIMO technology in
5G. These concepts laid a solid foundation for the subsequent discussions on the
precoding design.
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In Section 4, we discussed traditional precoding design methods, including closed-
form linear block-level precoding techniques such as MRT, ZF, and RZF, as well as
traditional nonlinear symbol-level precoding techniques such as THP and VP.
Through these algorithms, we introduced the basic principles and guidelines of
precoding design.

In Section 5, we discussed more complex precoding design methods based on
convex optimization, including power minimization, SINR balancing, and the emerg-
ing CI-SLP precoding. These methods provide more flexibility and adaptability in
precoding design and can achieve better performance in practical communication
systems.

In Section 6, we focused on the hardware-efficient precoding design for massive
MIMO systems in 5G. We discussed hybrid analog-digital precoding, low-bit
precoding, and nonlinearity-aware precoding, which are essential for reducing power
consumption and computational complexity while maintaining high communication
performance.

Overall, this chapter highlights the importance of efficient precoding design for
achieving efficient and reliable wireless transmission. Precoding design is a critical
component of MIMO technology, and it requires a careful balance between commu-
nication performance, power consumption, and computational complexity. The dis-
cussions in this chapter provide a comprehensive understanding of the various
precoding techniques that can be employed to achieve spatial multiplexing in MIMO
communications and underscore the significance of efficient precoding design for
realizing the full potential of MIMO technology in wireless communication systems.

Nomenclature

SISO single-input single-output
MISO multi-input single-output
MIMO multi-input multi-output

MRT maximum ratio transmission
ZF zero-forcing

RZF regularized zero-forcing

THP Tomlinson-Harashima precoding
VP vector perturbation

IoT internet of things

PM power minimization precoding
SNR signal-to-noise ratio

SINR signal-to-interference-and-noise ratio
SB SINR balancing precoding

IE interference exploitation

CI constructive interference

DI destructive interference

BLP block-level precoding

SLP symbol-level precoding

HAD hybrid analog-digital precoding
CEP constant envelope precoding
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Chapter 7

Deep Learning for MIMO
Communications

Yunlong Cai, Qiyu Hu, Guangyi Zhang and Kai Kang

Abstract

Recently, deep learning (DL) is becoming a key feature of next-generation
multiple-input multiple-output (MIMO) transceiver design with learning and infer-
ence capabilities embedded in the network, which achieves greatly enhanced system
performance. Popular topics include end-to-end (E2E) learning for transceiver design,
deep reinforcement learning (DRL) for communications, and model-driven deep
unfolding techniques. In particular, E2E learning treats the communication system
design as an E2E data reconstruction task that seeks to jointly optimize transceiver
components, so that encoding and decoding are fostered by the learned weights of
deep neural networks (DNN). E2E learning can be employed to solve various prob-
lems in MIMO communications, such as channel state information (CSI) feedback,
beamforming, signal detection, and channel estimation. Moreover, DRL has been
widely applied to solve high-dimensional non-convex optimization problems in
designing the transceiver. However, these DNNs generally suffer from an inability to
be interpreted or generalized, and they often lack performance guarantees. To over-
come such drawbacks, substantial researches have proposed to unfold the iterations of
an iterative optimization algorithm into a layer-wise structure analogous to a DNN.
Inspired by the great potential of these DL methods, it is important to investigate
Al-empowered transceivers for future MIMO systems.

Keywords: deep learning, deep unfolding, beamforming, transceiver design, channel
estimation

1. Introduction

In physical layer communications, the transceiver design is a core technology in
multiple-input multiple-output (MIMO) systems, as shown in Figure 1. Iterative
optimization algorithms for the transceiver design have achieved satisfactory system
performance, but they generally require a large number of iterations and have the
high-complexity computation, which makes it difficult to be deployed in practical
systems. Recently, the deep learning (DL) method, as a primary technique in artificial
intelligence, has received great attention in wireless communications, especially in
physical layer communications. DL methods employ the deep neural networks
(DNNs) and treat the algorithm as a “black-box”. Compared to conventional optimi-
zation algorithms, DL methods can approximate high-complexity operations with
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Figure 1.
The architecture of transceiver in physical layer communications.

lower computational complexity. These DNNs are usually data-driven models, which
rely on a large number of data for training. However, it is difficult to obtain training
samples in practical communication systems and these data-driven DNNs suffer from
poor interpretability and generalization ability. In contrast, model-driven methods
exploit known physical mechanisms and domain knowledge. Thus, they require less
training samples and it makes the DNNs explainable. Some studies unfolded the
iterative optimization algorithms into layer-wise networks with introduced trainable
parameters, which reduce the iteration numbers and improve the system perfor-
mance. This chapter discusses the application of DL-based approaches in physical
layer communications, which includes parts of channel estimation and feedback,
beamforming, detection, channel decoding and end-to-end learning. Each part will be
introduced with data-driven and model-driven approaches.

1.1 Channel estimation and feedback

In massive MIMO systems, the base station (BS) relies on accurate channel state
information (CSI) to achieve potential gains from multiple antennas. However, the
large number of antennas brings challenges and huge overhead for channel estimation
and feedback, where many DL-based methods have been proposed to exploit the
features of CSI and reduce the overhead [1-7]. In [2], the authors exploited the
channel sparsity in the angle domain and proposed a DNN for channel estimation and
direction-of-arrival (DoA) estimation. The proposed DL method can learn the spatial
structures of channels and achieve better performance than conventional methods. As
for channel feedback, the CsiNet has been developed in ref. [3] for channel compres-
sion, feedback, and reconstruction. It employs the structure of an autoencoder, where
an encoder and a decoder are designed for channel compression and construction,
respectively. Compared to the traditional compressive sensing (CS) algorithm, the
CsiNet improves the CSI recovery quality and compression ratio.

Model-driven DL approaches have also been applied for channel estimation and
feedback [5-7]. In ref. [5], a learned denoising-based approximate message passing
(LDAMP) network has been proposed for beamspace millimeter-wave (mmWave)
MIMO channel estimation, where the convolutional denoising NN is merged into the
AMP channel estimation algorithm. In addition, the authors of ref. [6] proposed a
dynamic deep-unfolding neural networks (NNs) with adaptive depth for channel
estimation, where the layers of NN vary from different inputs. As shown in Figure 2
(a), () denotes each layer of the NN and a function ¢ is defined to control the depth
of the NN. When the output of the function 7 > ¢, the NN stops to output results. To
estimate CSI, the sparse Bayesian learning (SBL) algorithm is unfolded into a layered
network with introduced trainable parameters in the framework. In particular, some
priori parameters which are difficult to determine in the SBL algorithm are set as
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Figure 2.
DDPG-driven deep-unfolding framework with adaptive depth.

trainable parameters. The other trainable parameters are introduced to approximate
the operations with high computational complexity. Besides, to avoid gradient explo-
sion, the trainable parameters are updated by deep deterministic policy gradient
(DDPG), rather than updated by the stochastic gradient descent (SGD) algorithm
directly. As shown in Figure 2(b), the state, action, and state transition of DDPG
correspond to the optimization variables, trainable parameters, and architecture of
NN, respectively. As for channel feedback, the authors of ref. [7] proposed a model-
driven multiple-measurement-vectors learned approximate message passing (MMV-
LAMP) network for channel estimation and feedback in frequency division duplex
(FDD) systems, which reduces the pilot feedback overhead.

1.2 Beamforming

In massive MIMO systems, beamforming has been a key technique to improve the
spectrum efficiency and achieve spatial multiplexing gains. Traditional beamforming
algorithms require a large number of iterations and high-complexity computations,
which impedes their application in practical systems, especially when the number of
antennas is large. Thus, many DL-based approaches for beamforming design have
been proposed [8-14]. In ref. [8], the authors proposed a DNN-enabled massive
MIMO framework for effective hybrid beamforming. Compared to conventional
schemes, the proposed framework achieves better performance with lower computa-
tional complexity. Besides, a DL-based joint channel feedback and beamforming
approach has been designed in ref. [9]. In addition, deep reinforcement learning
(DRL) based beamforming algorithms have also been developed in ref. [10, 11]. The
authors of ref. [10] proposed a DRL hybrid beamforming scheme to improve the
coverage range of THz communications in the reconfigurable intelligent surfaces
(RIS) assisted system.

Apart from the aforementioned data-driven NNs, researchers developed the
model-driven methods where iterative beamforming algorithms are unfolded into
networks [12-14]. In ref. [12], the authors proposed an iterative algorithm-induced
deep-unfolding neural network (IAIDNN) for digital beamforming shown in
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Figure 3, where the weighted minimum mean-square error (WMMSE) iterative
algorithm is unfolded into a layer-wise network. %, G, and J denote the layers of the
network for updating different variables. In particular, inspired by the first-order
Taylor expansion, the matrix inversion A~ is approximated by A'X + AY + Z, where
X, Y, and Z are introduced trainable parameters. A" represents the proposed non-
linear operation where the diagonal elements of A are taken the reciprocal and non-
diagonal elements are set as 0. The computational complexity of matrix inversion is
O(n?) while that of the proposed approximation is O(n*¥). In the backpropagation,
the authors derived the generalized chain rule (GCR) in matrix form and the trainable
parameters are updated based on it. Simulations have shown that the proposed
IAIDNN achieves the performance of the WMMSE algorithm with much less itera-
tions. Besides, the authors of ref. [13] developed a deep-unfolding framework for the
passive and active beamforming joint design in a RIS-assisted MIMO system, which
outperforms the conventional iterative algorithms.

1.3 MIMO detection

In MIMO systems, the detector plays an important role in the receiver. Traditional
iterative detection algorithms are designed based on the assumption that the channel
model is subject to a specific distribution, thus the performance is unsatisfactory in
variable environments. To tackle the issue, DL-based detectors have been proposed
[1, 15-20]. In refs. [1, 15, 16], the authors proposed a DNN-based joint channel
estimation and signal detection algorithm for the receiver design where the detectors
are designed to adapt to different wireless channels.

Several model-driven DL-based methods based on conventional iterative detectors
have also been investigated in recent years [17-20]. The authors of ref. [17] unfolded
the orthogonal approximate message passing (OAMP) detector into a layer-wise
structure named OAMP-Net2. It only introduces a few learnable parameters to
improve the stability and speed of convergence, and the parameters are optimized to
adapt to different channel environments. Besides, a deep detector named LoRD-Net
has been proposed for signal detection [18]. The LoRD-Net incorporates domain
knowledge in its architecture design, thus requiring much fewer parameters than
data-driven NNs. Furthermore, a joint channel estimation and signal detection model-
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driven NN has been proposed in ref. [20] to reduce the effect of channel estimation
errors on detection.

1.4 Channel decoding

With the development of fifth generation (5G), user data and system capacity
have rapidly increased and a higher transmission rate means lower decoding latency
demand. However, traditional decoders require high-complexity computation and a
large number of iterations. To address the issue, DL-based decoding algorithms have
been developed [21-26]. In ref. [21], researchers explored that it is easier for DL
decoders to learn the structured codes than random codes and verified that NNs can
learn a form of decoding algorithm, rather than only a classifier. The article [22]
focuses on the issue that the successive interference cancelation (SIC) decoding is
imperfect in the nonorthogonal multiple access (NOMA) system and proposes a novel
DL-based scheme for decoding in MIMO-NOMA systems. A non-linear precoder and
SIC decoder have been constructed by deep feedforward neural networks (FNNs)
which help received signals decode accurately in the SIC manner.

The prior parameters play an important role in conventional iterative decoders but
are usually set by experience. Thus, DL is a proper method to find the optimal value
for the prior parameters and thus model-driven based decoding methods are promis-
ing techniques [24-26]. The authors of ref. [24] utilized the DL method to find the
proper weights to the passing messages in the Tanner graph and achieved comparable
performance with belief propagation (BP) decoders with less iterations. Furthermore,
considering many expensive multiplication operations in ref. [24] which make it
difficult to implement, Lugosch and Gross [25] proposed a neural offset min-sum
decoding algorithm with no multiplications and less parameter computation. The
proposed approach speeds up the training process and is friendly for hardware imple-
mentation. In addition, a model-driven low-density parity-check (LDPC) decoding
network has been developed in ref. [26]. The iterative decoding progress between
checking nodes and variable nodes is unfolded into a propagation network, which
combines the advantages of deep learning and conventional normalized min-sum
LDPC decoding methods.

1.5 End-to-end learning

The aforementioned DL-based approaches are optimized locally for individual
modules, where global optimality cannot be guaranteed. The modules in the trans-
ceiver are usually highly correlated with each other, and thus a joint design can
achieve better performance than a separate design. To fulfill the global optimization,
several DL-based end-to-end communication systems have been proposed [27-32],
where all the trainable parameters are updated based on an end-to-end loss. A DNN-
based based end-to-end wireless communication system has been proposed in ref.
[27], which includes channel encoding, decoding, modulation, and equalization. A
conditional generative adversarial net (GAN) has been designed to model the channel
distribution and the proposed end-to-end approach is effective on Rayleigh fading
channels. In ref. [28], the authors proposed a DNN-based end-to-end joint transceiver
design algorithm for FDD mmWave MIMO systems, which consists of the modules of
pilot training, channel feedback and reconstruction, and hybrid beamforming. To
avoid CSI mismatch caused by the transmission delay and feedback overhead, a two-
timescale scheme has been considered. Specifically, a superframe is introduced as the
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long-timescale, where the CSI statistics remain constant. Each superframe consists of
several frames, each of which contains a number of time slots that defined the short
timescale. During each time slot, the instantaneous CSI remains unchanged. Corre-
spondingly, a two-timescale DNN is developed as shown in Figure 4, which consists
of a long-term DNN and a short-term DNN. The long-term DNN consists of modules
of pilot training, high-dimensional CSI estimation and feedback, and hybrid
beamforming, while the short-term DNN composes of modules of pilot training, low-
dimensional equivalent CSI estimation and feedback, and digital beamforming. At the
end of each frame, the long-term DNN is employed to obtain the high-dimensional
full CSI to update the long-term analog beamformers. The short-term digital
beamformers are updated based on the low-dimensional equivalent CSI acquired by
the short-term DNN. The trainable parameters of all the modules are optimized to
minimize the bit-error-rate (BER), which is the system’s global optimization objective.
Inspired by ref. [28], the authors of ref. [31] designed a model-driven based end-
to-end framework for joint transceiver design in time division duplexing (TDD)
systems, which consists of a channel estimation deep-unfolding NN (CEDUN) and a
hybrid beamforming deep-unfolding NN (HBDUN). As shown in Figure 5, the
CEDUN is comprised of a pilot training NN and a recursive least squares (RLS)
algorithm-induced deep-unfolding NN, where a set of trainable parameters are intro-
duced to increase the degrees of freedom. For hybrid beamforming, the stochastic
successive convex approximation (SSCA) algorithm is unfolded into a layer-wise
structure in the HBDUN, which consists of an analog NN and a digital NN. Specifi-
cally, the phase of analog beamformers is set as trainable parameters in the analog NN.
In the digital NN, two non-linear operations are introduced to approximate the matrix
inversion. In addition, the authors consider the mixed-timescale scheme, where long-
term analog beamformers are optimized based on the CSI statistics during a
superframe, and short-term digital beamformers are updated in each time slot based
on equivalent CSI. According to the mixed-timescale scheme, a novel two-stage
training method is investigated to jointly train the framework. Figure 5(a) shows the
first stage of training, where the trainable parameters of HBDUN are optimized with
the loss function of the negative system sum rate. The second training stage is shown
in Figure 5(b), where the parameters of analog NN are fixed, and low-dimensional
equivalent CSI is obtained. The parameters of CEDUN and digital NN are optimized in
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The architecture of the proposed DNN-based end-to-end framework.
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The architecture of the end-to-end DRL and deep-unfolding framework.

this stage with the same loss function in the first stage. Simulation results have shown
that the deep-unfolding NNs perform comparable with the traditional algorithms with
reduced complexity and the joint design method achieves better performance than the
separate design.

In addition, the authors of ref. [32] proposed an end-to-end DRL and deep-
unfolding framework for joint beam selection and digital beamforming design, the
architecture of which is shown in Figure 6. Specifically, the framework consists of a
DRL-based NN for beam selection and a model-driven based NN for digital
beamforming. A novel training method has been developed to jointly train the DRL-
based NN and unfolding NN in an end-to-end way. This work indicates that the
model-driven NNs can be trained with other DL methods such as DRL-based NN.

2. Deep learning for MIMO-based semantic communications

Future 6G wireless networks are expected to bridge the physical and cyber worlds,
enabling human interactions with multiple intelligent devices through various data
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modalities like images and text [33]. This introduces a number of applications from
autonomous driving to the Internet of Everything, which involves intelligent human-
to-machine and machine-to-machine connections. These new fascinating applications
have imposed challenging requirements on communication networks, including ultra-
high reliability, ultra-low latency, and extremely high data rates [34]. However,
supporting and enabling such applications will require coping with explosive growth
in bandwidth and complexity, due to the transmission of these massive datasets and
large models. Driven by the aforementioned requirements, there is a springing up of
semantic communication research in both academia and industry. The growing trend
of semantic communications aims at accurately recovering the statistical structure of
the underlying information of the source signal and designing the communication
transceiver in an end-to-end fashion, similar to joint source and channel coding
(JSCC) by taking the source semantics into account. A data-aware communication
transceiver with intelligence that is able to understand the relevance and meaning of
data traffic is of paramount importance as it would significantly improve the trans-
mission efficiency.

2.1 Formulation of semantic communications

In general, a semantic communication MIMO transceiver can be modeled as the
framework shown in Figure 7, where an end-to-end communication system is devel-
oped to incorporate coding and modulation [35]. In particular, the encoding,
decoding, and transmission procedures are parameterized by the DNNs, and the
system is optimized in a back-propagation manner with the data-driven method. In
particular, as shown in Figure 7, the transmitter maps the source, s, into a symbol
stream, X, and then passes it through the physical channel with transmission impair-
ments. The received symbol stream, y, is decoded at the receiver to have an estimation
of the source, 8. Both the transmitter and the receiver are represented by DNNs. In
particular, the DNNs at the transmitter consist of the semantic encoder and channel
encoder, while the DNNSs at the receiver consist of the semantic decoder and channel
decoder. The semantic encoder learns to transform the transmitted data into an
encoded feature vector while the semantic decoder learns to recover the transmitted
data from the received signals. Moreover, the channel encoder and channel decoder
aim at eliminating the signal distortion caused by the wireless channel.

We consider a MIMO system with N, transmit antennas and N, receive antennas.
The encoded symbol stream can be represented by

X :fz(fl(s§ 01);02): (1)

Transmitter Receiver
Semantic Encoder Channel Encoder Channel Decoder Semantic Decoder

$=g/(2,(v:9,),0))

Figure 7.
The framework of a typical semantic communication system.
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where x € CV*1, 9, and 6, denote the trainable parameters of the semantic
encoder, f(-), and the channel encoder, f(-), respectively. Subsequently, the signal

(CN,XI

received at the receiver, y € , is given by

y=Hx+n, 2)

where H € CV*Mt denotes the channel matrix and n ~ CA/(0, 6°I) is the additive
white Gaussian noise (AWGN). Correspondingly, the decoded signal is given as

5§ =2,(8,(y:02);01), ®)

where ©; and @, denote the trainable parameters of the semantic decoder, g, (-),
and the channel decoder, g, (-), respectively. For clarity, we denote @ as the set of
trainable parameters and f,(-) as the DNNs in the considered semantic communica-
tion systems. Thus, we have § = f,(s).

2.2 Semantic importance-gudied design for MIMO transceivers

Regarding the physical layer transceiver, the modules of the transceiver are often
optimized independently. In particular, the modulation, beamforming, and signal
detection modules are designed to minimize the bit-error-rate (BER), and the channel
feedback and estimation aim to optimize the mean-square-error (MSE). In the case of
semantic communications, the MIMO transceiver can be designed by revising the
modules in the traditional transceiver. Next, we will discuss some advancements in
the MIMO transceiver design in semantic communications.

1.Measure of Semantic Importance: In semantic communications, the source
data is mapped into different semantic features by the DNN models. Different
semantic features are of different importance for completing target tasks, where
semantic importance is defined as the correlation between the semantic features
and the target task [36]. The method to measure the importance of semantic
features can be variable in different semantic communication systems.
Specifically, there are gradient-based approaches that draw on ideas related to
the interpretability of DNNs [37], and the entropy-modeling approach that
focuses on the regional complexity in terms of the source data content [38], etc.
In semantic resource allocation, the model distinguishes the importance levels of
different features and adaptively allocates the resource according to channel
conditions and users’ requirements. In particular, the semantic importance has
shown great potential for the designs in DL-based multi-user MIMO systems,
e.g., the design of precoding, the allocation of subcarriers, and various adaptive
schemes.

2.MIMO Precoding: One of the main issues in multi-user MIMO systems is the
mutual interference between the signals of different users. Limited by the
number of receiving antennas, it is difficult for each user to eliminate the
interference from other users alone. It is worth noting that the precoding
algorithms such as singular value decomposition (SVD)-based precoding,
convert the MIMO channel into a set of parallel subchannels with different SNRs.
Intuitively, the performance of the MIMO systems can be significantly enhanced
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by allocating subchannels with high SNRs to features with high importance
levels, as these features would play a more important role in the target task. For
instance, the semantic MIMO system designed in ref. [39] significantly
outperforms traditional MIMO systems by jointly considering the CSI and
entropy distribution of the semantic features, where the entropy can be regarded
as a measure of semantic importance.

3. Allocation of Subcarriers in OFDM Systems: Orthogonal frequency-division
multiplexing (OFDM) technique has been widely employed in MIMO systems to
realize high-speed data transmission. In OFDM, each subcarrier is equivalent to a
subchannel with a certain CSI. The CSI of each subcarrier is instrumental in
power allocation to boost the communication rate. However, in the case of
semantic communications, the CSI can also be exploited to determine the
allocation of subcarriers to different semantic features according to their
importance. A typical example is the dual-attention mechanism proposed in ref.
[40], which employs both channel-wise attention and spatial attention, and
jointly learns to transmit important features with better subcarriers, which
achieves state-of-the-art performance among existing JSCC schemes.

4.Adaptive Design Based on CSI: Semantic importance can also be exploited to
design adaptive schemes for MIMO systems based on CSI. These adaptive
designs consider both CSI and semantic importance in an adaptable manner,
which significantly improves the system performance and reduces the training
overhead. For image transmission over MIMO channels, the authors in ref. [41]
have employed the channel attention module proposed in ref. [42], to distinguish
the importance of different features and adjust their weights according to
different CSI scenarios. Based on feature importance and the complexity of
image, the authors in ref. [43] have proposed an adaptive CSI feedback scheme
for precoding, which improves the effectiveness by adjusting the feedback
overhead.
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Chapter 8

Holographic Beamforming

Ali Araghi and Mohsen Khalily

Abstract

This chapter presents the fundamentals of the holography technique to form the
beam in electromagnetic (EM) structures. The application of holography in leaky-
wave antennas, metasurface reflectors, and reconfigurable intelligent surfaces (RISs)
is explained. Consequently, different methods to analyze and realize an EM hologram
are presented. A comparison is made between forming the beam via holographic-
based radiators, phased-array antennas, and MIMO systems. The thing which is com-
mon between these three is that all of them can contain a number of elements that are
repeated in a fashion. However, the functionality of these elements in the three
mentioned structures is totally different from each other. This concept is explained in
detail in this chapter.

Keywords: holography technique, leaky-wave antenna, metasurface, periodic
structures, MIMO systems, phased-array antenna

1. Introduction

Consider a case where an electromagnetic (EM) aperture with an arbitrary geom-
etry is placed on the xy plane as shown in Figure 1(a). To have the ability to form the
constructed beam, it is required to control both phase constant () and amplitude («)
of the EM waves at different segments of the aperture. The beam tilt angle can
typically be controlled by regulating f whereas a distribution over the aperture con-
trols side-lobe-level (SLL). Four segments are marked in Figure 1(a) as an illustrative
example. In the case of a conventional phased-array antenna, these four segments
represent four physical elements, i.e. antennas, where § and a of each can be con-
trolled in straightforward approaches by using phase shifters and attenuators respec-
tively, or with a fully passive custom-built feeding network with proper delay lines
and by applying the power-splitting technique. All these elements make the final EM
aperture together with an engineered beam as § and a are governed at different
positions of the aperture.

Now consider the case where these four elements are located in such a way that
they are not able to have a sensible impact on each other to build up a large EM
aperture. Under this circumstance, each element acts as an individual aperture as
shown in Figure 1(b) with its specific radiation properties. This configuration of
elements can be applied in multiple input multiple output (MIMO) systems. With a
dedicated port for each element, this configuration represents space diversity pro-
vided that the cross-correlation between the ports is kept low. It is also possible to use
a single element and connect more than one port to it. In this case, each port belongs
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Figure 1.
Aperture formation. (a) The case where four elements make a large aperture altogether and (b) the case where
four elements create four separated apertures.

to a specific radiation state or the so-called mode. Having orthogonal modes in this
scenario will lead to a low cross-correlation between the ports, making the structure a
good candidate for MIMO systems. This orthogonality can be obtained in radiation
patterns (pattern diversity) or polarization (polarization diversity) or a combination
of both.

Let us move back to the large EM-aperture of Figure 1(a). The envision of such a
large aperture is not limited to just phased-array antennas and can be obtained by
several means including but not limited to leaky-wave structures, reflectarrays, and
transmitarrays. Forming the beam in such structures is also fulfilled by regulating
and a over the aperture but in approaches different from conventional phased arrays.
One approach is to employ the holography technique [1] to govern $ on the structure
and to correspondingly control the tilt angle of beam(s) which is known as “holo-
graphic beamforming”.

This chapter presents the principles of the holography technique and then explores
its capability to form the beam. To this end, some background information on leaky-
wave structures and reflectarrays is required.

2. Holographic-based antennas
2.1 Holographic-based leaky-wave antennas

Let us start with the application of holography in leaky-wave antennas. A holo-
graphic leaky-wave antenna is a type of antenna that utilizes the principles of holog-
raphy and leaky-wave propagation to construct the beam and achieve beam scanning
capabilities [2]. A leaky-wave antenna (LWA) operates by “leaking” EM energy along
its length, which leads to the formation of a propagating wave [3]. Unlike conven-
tional resonating antennas that typically radiate energy perpendicular to the antenna’s
length, LWAs emit energy at an angle 6,, along their length. This tilt angle can be
controlled by regulating the phase constant f of the guided waves across the structure
and formulated as [4]:

O sin 7! (Ifo) , 1)

where kg being the free-space wavenumber. Considering (1), 6,, will have a real
answer if and only if |#| <ko. This means that LWAs support fast waves on the guide.

Holography, which originates from optics, is a technique to achieve a desired f on
the structure by governing the phase distribution on the structure. As f is controlled in
an LWA, the tilt angle of the constructed beam can be specified by (1). This technique
is summarized below:
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Having a dielectric slab on the xy plane to design the aperture on, the first step is to
define two field distributions on the structure known as reference wave E,.f and
object wave E,j, generated by two hypothetical sources. To be more explicit, a source
should be defined somewhere within the slab where it is aimed to place an actual
surface-wave launcher (SWL). For a lossless structure, an ideal hypothetical source
located at (x = 0,y = 0) will generate a radially expanded field distribution on the
slab for both TM and TE surface waves which can be formulated as below [5]:

Eref = Aeijﬁﬂa (2)

where r = y/x? 4 y? and A is the wave amplitude. This is schematically shown in
Figure 2(a). It is clear that the location and type of this source can be in a variety of
forms. For example, it is possible to place a number of ports at one end of the slab to
generate parallel phase lines as shown in Figure 2(b) with the formulated reference
wave of E,.s = Aé?? . It is also possible to locate the source somewhere out of the slab
as presented in Figure 2(c). Under this circumstance, the final structure will not
recognize as an LWA; this case is explained more in the next section.

The next step is to define an object wave Ey; on the slab. To this end, another
hypothetical source should be defined far from the slab toward the direction of the
desired constructed beam. The slab is illuminated by this source and the
corresponding induced waves should be calculated which represents E,;. For exam-
ple, for a beam desired to be formed toward (6,,, ¢,,,), the induced E,y; is obtained by
the mapping as below:

Eobj — Bejko{ sin(6,,) cos(¢p,, )x+ sin(6y, ) sin(¢,, )y } , (3)

where B is the amplitude of the object waves.

The next step is to calculate the superposition of Eg = E.e¢ x Eqpj as an interference
pattern where 2E; defines the desired EM hologram.

The aforementioned steps of calculating E.f, Eobj, and Es make the “recording”
process altogether which means to record the impact of the influencing parameters on
the slab. For example, consider a case where an ideal source generates E,.f as
presented in Figure 3(a) on the slab at a specific frequency. With a defined object
wave toward (6, = 7/4, ¢, = 2n/3), the obtained E,; on the slab is shown in
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Figure 2.

Different forms of reference wave on the slab. (a) Radial reference wave by an ideal single source at the center of the
slab, (b) parallel reference wave formed by a number of sources at one edge of the slab and (c) induced reference
wave from a source located outside the slab.
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Figure 3.
Recording process: (a) Exrer with an ideal source at the center of the slab, (b) Ep; in case of
(O = 7/4,,, = 21/3), and (c) the obtained EM hologram.

Figure 4.
Reconstruction process: applying (a) surface-wave launcher, and (b) metal strips on the slab. (c) The constructed
normalized radiation pattern.

Figure 3(b) for the corresponding k. In this case, the pattern of the EM hologram is
derived as presented in Figure 3(c).

To embody a real-world structure from the calculated EM hologram, it is required to
apply an SWL, exactly at the location where the hypothetical source has been placed in
the recording process to be able to generate a field distribution as much similar to the
derived E,.f as possible. Then, a quasi-periodic pattern of scatterers, with the geometry
and lattice inspired by «E; must be applied on the slab to locally sample the generated
field distribution of the SWL. The scatterers can be printed metal-strips, sub-wavelength
patches of arbitrary shape, dielectric cubes, or any other component that can scatter the
launched surface waves on the slab. The process of applying the appropriate SWL and
pattern of scatterers on the slab is called “reconstruction”.

When the structure in hand is excited by its SWL, the induced surface waves will
be leaked out to the open environment toward the predefined tilt angle of (0, ¢,,)
which makes a holographic-based LWA (HLWA).

As an example, an open-ended coaxial cable presented in Figure 4(a) can be
applied on a grounded dielectric slab to generate TM surface wave distribution similar
to Figure 3(a). The surface-wave sampling can be performed by printing metal strips
on the local maxima of the calculated EM hologram in Figure 3(c) which is presented
in Figure 4(b). When this structure is excited, the simulated normalized radiation
pattern is obtained as presented in Figure 4(c). This shows that the constructed beam

174



Holographic Beamforming
DOT: http://dx.doi.org/10.5772 /intechopen.112467

is pointed well to the predefined angle of interest at the very first steps of the design
which is (6,, = =/4, ¢,, = 27/3).

2.2 Holographic-based reflectors

As briefly pointed out in Figure 2(c), the holography technique can be expanded
to the case where the initial source is located outside the slab’s body. In this case, the
obtained structure will be a holographic-based reflector (HR) [6].

This time, let us sample the EM hologram by using a number of printed sub-
wavelength squared-shape patches. These patches will form a quasi-periodic
structure where their size is modulated based on the holography technique. In
periodic structures, the smallest geometry that is repeated in a fashion is called a unit
cell. In this case, the unit cell is a small portion of the dielectric slab with a single
printed patch on one side and a full ground plane on the other side as shown in
Figure 5(a). The analysis of structure requires characterizing the surface impedance
Zsut = E;/H; with E, and H, representing the tangential electric and magnetic fields
respectively. The obtained structure is then an artificial impedance surface,
commonly referred to as a metasurface.

The recording process in Section 2.1 is needed to be modified at the outset to
reflect the location of the initial source, i.e. the feeder, on (2).

With an ideal feed located at (xf, yf,zf) and the slab on the xy plane in a standard

right-handed coordinate system, E. is modified as

Eref = Aeijkon (4)

where r = \/(x —xf)2 + (y —yf)2 +27.

x (m)

Figure 5.

(a) The applied unit cell, a schema of (b) E, and (c) Eg,,:jl + E;;z, (d) Zf versus patch size variation and
(e) the obtained Z(x,y) on the surface [7].
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Figure 5(b) shows the obtained E,,s when the feeder is placed at (xf, yf,zf) =

(0,0,2.5m) for a 1.65 m x 1.25 m large dielectric sheet at f = 3.5 GHz [7].

In the holography technique, it is possible to define more than one main beam for
the final constructed radiation pattern. Under this circumstance, a summation of the
respective object waves will define the final distribution of E,; on the slab. Each object
wave is derived by (3) toward the angle of interest. It is aimed in this structure to
obtain two reflected beams to (0¢—1, P,—1) = (45°,0) and (6x—2, p,—,) = (—45°,0). The
calculated E,;; = Egszl + Egbj? is presented in Figure 5(c).

In order to derive the EM hologram, it is now required to conduct a study on Z¢
regarding the unit cell of the structure. This can be calculated by sweeping the phase
delay (¢p) across the unit cell with periodicity of p as follows [8]:

Zowt = iZ ¢—D2—1 (5)
surf = J4 kOp 5

where Zj is the free-space impedance. This can be fulfilled by using the eigenmode
solver of a full-wave simulator for a specific size of the square patch. Then, the size of
the patch must be varied and the calculation repeated to determine the span range of
surface impedance AZ with the mean value Zy,, over the range of patch size varia-
tion. This is schematically shown in Figure 5(d).

Having all the above-mentioned information, it is possible to define the EM holo-
gram pattern based on the impedance distribution as below [1]:

o
k=1

where m is the number of beams which equals 2 in this case study.

It is shown that Zye,n = 428.16 jQ and AZ = 566.51 jQ for the studied range of
patch-size variation [7]. This results in an impedance distribution of Figure 5(e) as
the EM hologram.

The reconstruction process is to use Figure 5(d) and (e) to modulate the size of
patches on each unit cell and print them on the slab. This will lead to a structure
shown in Figure 6(a). When this metasurface reflector is illuminated by a feed horn

. AZ
Z(X,y) —] (Zmean + % Re

----- Simulation
= Measurement

-30

Normalized patterns (dB) ‘
b .

Figure 6.
(a) The metasurface reflector and (b) simulated and measured normalized radiation patterns [7].
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located at the position defined during the recording process, the reflected beams from
the surface are formed as presented in Figure 6(b) which is in line with the defined
object waves.

3. Reconfigurable intelligent surface (RIS)

Another possible scenario is the case when the initial source is located outside the
surface, but far from the structure. Assume an ideal initial source located at the angle
of (6, = /6, ¢, = n/4) with respect to the surface normal far from the structure.
Following the routine explains in Section 2.1 and 2.2, E,.f, Eobjs and the EM hologram
patterns are calculated as shown in Figure 7(a), (b), and (c) respectively provided
that the reflected beam is aimed to be pointed to (6,, = 7/3, ¢,, = 7/6).

To translate this mechanism into a practical format, this is the case when the
surface reflects the incoming waves from a far-located source to a desired direction.
This is not a simple mirror reflection where there is no control over the angle of
reflection; indeed, the reflection angle can be engineered in this case using the holog-
raphy technique. This brings a new idea for the future generation of cellular networks.

Consider a case where there is a blind spot within the area under the coverage of a
base station (BS). The conventional approach to providing coverage for this blind spot
is to add a new BS in the network. However, this method can be expensive and
sometimes very challenging regarding the environmental barriers in an area. The idea
is to locate a surface in the line of sight (LoS) of the BS so that it can be illuminated by
the BS. Then the receiving EM waves reflect back to that blind spot to recycle the
waves and provide coverage without adding a new BS. It is possible to reconfigure the
response of the surface by applying some components like Varactor or PIN diodes on
each unit cell and recalculating the EM hologram for each state of reflection. Under
this circumstance, the obtained structure is called a reconfigurable intelligent surface
(RIS) [9]. This scenario is schematically shown in Figure 8(a).

Note that holography is not the only technique to regulate the response of the RIS.
The generalized Snell’s law of reflection (GSR) can also be used in this regard [10]; a
GSR-based RIS prototype [11] is shown in Figure 8(b).

One of the biggest problems for RIS to be industrialized and practically applied in
real-world networks is its very low aperture efficiency (7,). This will be more chal-
lenging for the uplink scenario when the user attempt to connect BS via RIS. To have a
more clear idea about this problem, consider a rectangular reflecting surface with a
planar dimension of X x Y, illuminated by a feed horn, distanced by R as presented in
Figure 9(a). The feeder’s radiation pattern can be expressed by cos?(6) and cos 7 (0)

£
.“/

(a)

Figure 7.
Recording process: (a) Eyes with an ideal source at the angle of (6; = r/6, ¢, = n/4) with respect to the surface
normal located far from the structure, (b) Eq; in case the veflected beam is aimed to be pointed to

(O =7/3,¢,, = 7/6), and (c) the obtained EM hologram.
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Figure 8.
(a) The coverage provisioning via reconfigurable intelligent surface (RIS) for a blind spot and (b) a prototype
example of RIS [11].

surface

/ ol

e —————————————————
10 20 30 40 50 60 70 80

(c) (d) !

Figure 9.

(a) The overall geometry of a reflective surface illuminated by a feeder, (b) the theoretical aperture efficiency when
the feeder is not far from the aperture, (c) a schema of using reflective surfaces to provide the coverage for the user in
the blind spot region of the BS, and (d) the theoretical aperture efficiency when the feeder is located relatively far
from the apertuve.

at the E-plane and H-plane respectively. Product of the illumination (1;;) and spillover
(n,) efficiencies is then defines #,. In case of rectangular surfaces, 7; can be calculated
by [12]:
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Now consider the rectangular aperture of Figure 6(a). Recall that the physical size of
the aperture is s = 1.65 m x 1.25 m at 3.5 GHz. With a symetrical radiation pattern at the
feeder, ¢ = q; = g and 7, and 7, are obtained by (7) and (10) respectively, followed by
calculation of , = 5, x 1. The result is shown in Figure 9(b) for different values of g =
10 ~ 80 and R = 0.5 ~ 3 m. This shows that it is possible to realize optimum values of ¢
and R to use a specific feed horn and locate it at a specific distance from the surface to
obtain the maximum possible ,. This is a routine step of designing reflectarray antennas
and metasurface reflectors. However, in the case of RIS where there is no control on g and
R, it is not possible to customize the structure to reach the optimum 7.

Figure 9(c) shows a schema of applying the surface of Figure 6(a) for coverage
provisioning purposes. Note that this surface has a very large size comparing to the
operating wavelength which can potentially be a positive factor for 7,. We repeat the
same calculation, but this time the distance range is expanded to R = 0.5 ~ 50 m. The
result is shown in Figure 9(d). As it is clear, a massive region of this plot shows a very
low 7, which can make the structure impractical for real-world applications. This will
be more challenging when we pay attention to two factors, 1st: in cellular networks,
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the cell radius is much longer than 50 m, this means that the situation is even worse
than Figure 9(d); 2nd: for the uplink connection, the user equipment (UE) will have a
very low gain (or low ¢) which will make the connection very challenging if not
impossible (see Figure 9(d) for low values of g and high R). Finally, it should be noted
that these are all theoretical calculations; when it comes to practice, the obtained 7, is
expected to be relatively lower than the theory. This is also true even for reflectarray
antennas where the feeder is optimized.

4. Comparison between holographic, MIMO, and phased-array
beamforming

Consider a case when printed patches are used in three different structures, i.e. a
holographic-based metasurface, a phased-array antenna, and a MIMO system. The
only common thing between these three is the repeating geometry of patches across
the structure. The detailed functionality of these patches is as below:

* Holographic-based metasurface: in this case, the printed patches are used to
sample an induced/launched surface wave on the structure. The size of these
patches is in the sub-wavelength scope and varies. This variation in size is known
as modulation which is governed based on the holography technique’. The
obtained structure will be an HLWA or an HR with respect to the location of the
initial feeder. It is possible to form more than one beam by applying the
superposition technique and tilting each of them to the direction of interest.
Figure 10(a) schematically shows a multi-beam HR. With respect to Figure 1,
this structure is a single aperture.

* Phased-array antenna: the size of patches is relatively bigger in the scopes of half-
wavelength. Therefore, each patch is a resonating element. The element spacing
is more than the case of HR metasurface, but should not be more than a
wavelength or half a wavelength to stop forming unwanted grating lobes. Each
element has typically a port where the corresponding amplitude and phase can be
controlled to not only control the tilt angle but also to regulate the obtained SLL.
A 4-element planar phased-array antenna with a tilted beam is schematically
shown in Figure 10(b). Regarding Figure 1, these elements form a single
aperture altogether.

Figure 10.
(a) A multibeam metasurface veflector, (b) a tilted-beam phased-array antenna and (c) a 4-element
MIMO system.

' Note that this is not just limited to the holography, other methods like GSR can also be used.
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* MIMO system: the size of patches is again in the scopes of half-wavelength to
make a resonating element. However, the spacing between elements is managed
to decrease the coupling between elements. When there is a port for each
element, this low mutual coupling can decrease the cross-correlation between the
ports which can be a good candidate to be used in MIMO systems. As each
element is functionally separated from the others, it is common to be called an
embedded element. In this case, each embedded element has its own radiation
characteristics. A schema of a 4-element MIMO system is presented in
Figure 10(c). This structure has four separate apertures considering Figure 1.

5. Conclusions

The holography technique and its application in forming the beam in electromag-
netic structures are explained in this chapter. Leaky-wave antennas, metasurface
reflectors, and reconfigurable intelligent surfaces (RISs) are assessed in this regard.
The aperture efficiency of RIS is also studied which is one of the main barriers to
industrializing this component in future cellular networks. A comparison is made
between the functionality of the smallest building blocks in holographic-base
metasurfaces, phased array antennas, and MIMO systems.
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Chapter 9

Techniques for Compact Planar
MIMO Antennas

Yiying Wang

Abstract

MIMO Technology has promoted the developments of various antennas, then the
planar antenna will be one of the main directions to satisfy the future compact
requirement of the 5G+/6G communications. This chapter introduces different types
of the planar antenna and summarizes the implicit compact techniques, where the
related techniques like the diversity and the reconfigurable are not included owing to
they are the inherent properties of the MIMO antennas. These antennas contain the
patch antenna, slot antenna, dipole/monopole antenna, loop antenna, cavity antenna,
Yagi-Uda antenna, fractal antenna, UWB antenna, PIFA etc., and their deformations
to the specific purposes. On the contrary, the implicit compact techniques are not so
explicit as the antenna configurations, but they are classified to be the close-spacing
structure without decoupling, owing to the decoupling is not the necessary require-
ment of MIMO application, decoupling technique of spacing reduction, meandered
line technique, multi-element method, co-radiator/co-location design, fractal
antenna, and radiator-cutting antenna. Besides, the corresponding techniques for the
compact design are also concluded, including the mode-cutting method, fractal
technique, characteristic mode analysis, and the optimization algorithms.

Keywords: MIMO, 5G+/6G, planar antennas, compact techniques, integration

1. Introduction

Owing to the prominent advantages compared with the conventional single-input
single-out (SISO) system, the MIMO technology has been extensively applied to many
scenarios, in which the antenna with beamforming is one of the key features in order to
realize the multiple path communications. Consequently, the multi-beam, the multi-
polarization, or the related diversity or the reconfigurable techniques are the inherent
properties of the MIMO antennas. To satisfy the requirement of MIMO communication,
many antenna types have been employed, including the high-profile 3D antennas, such
as the dielectric resonator antenna (DRA) [1-3], helix antenna [4], structure-loaded
antenna [3, 5-7] or multi-element antenna [8, 9], and the other common 2D planar
antennas. On the other hand, the 5G+/6G technology puts forwards the new compact,
easy-fabricated and easy-integrated requirements for the antenna development
resulting in the planar antennas will be one of the main directions in the future.
Therefore, the focus of this chapter is on the introduction of planar antennas and
especially the implicit techniques on how to design the compact structure.
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Many planar antenna types have been proposed for the MIMO applications, but
not all of them will be discussed in this chapter considering the related compact
techniques. The planar antennas involved are patch antenna [10-22], slot antenna
[23-30], dipole/monopole antenna [31-48], loop antenna [49-58], ultrawideband
(UWB) antenna [59-71], Yagi-Uda antenna [72-77], cavity antenna [78-82], fractal
antenna [83-90], and the planar inverted-F antenna (PIFA) [91-104]. These antennas
do not appear in isolation, they often combine with other types for the specific
purpose, such as, both the patch antenna and the dipole antenna were used to realize
the linear and circular polarization design [11], the slot antenna [28] and the
fractal antenna [83] also belong to the UWB antenna, and the radiator of UWB anten-
nas [59-62] is monopole. However, we distinguish them according to their explicit
features in this chapter as the above categories, and the relatively simple antenna
structures are picked up from the similar works. Additionally, though these are planar
structures, they can be used in the 3D situations [27, 43, 102] like in the mobile
application. All selected types are the printed antennas, they will be good candidates for
the future 5G+/6G applications from the view of easy fabrication and integration.

The compact design is always the research focus of MIMO antennas, many tech-
niques have been employed to compress the volume of structure. However, we face a
common problem that the antenna performance is affected because of coupling when
they are close to each other. There are two general ways to solve this problem, one is
that we need not care about the coupling but put them closer if the coupling is not too
significant, which is because the MIMO antenna technique does not require the ele-
ments to work at the same time, the coupling will not affect the work status of MIMO
system; the other is using the decoupling technique to realize the compact design, even
so the antenna performance is also affected when the elements are close enough.

In addition to the above close-spacing compact techniques, changing the antenna
shape is another conventional way to realize the compact design, such as, using
meander line for the dipole/monopole or the slot antenna to save the spacing, and by
the combinations with different antennas to change the shape, like the electric and
magnetic dipoles, the patch and slot, the PIFA and slot etc. Besides, the fractal tech-
nique and the optimization algorithm with constraints are often implemented to
change the antenna shape. And we can physically reduce the antenna size by
performing the corresponding cutting based on the related modes.

In this chapter, we will focus on the introduction of the corresponding compact
techniques of the planar antennas, including the close-spacing and the shape change
methods. Therefore, the rest is organized as follows. Section 2 introduces the
corresponding general compact methods implicit in different antenna types, including
the close-spacing no-decoupling design, decoupling design, meander line method,
multiple antenna structure, co-radiator/co-location design, fractal antenna, and the
mode-cutting technique. The fundamentals for compact designs, including mode-
cutting method, fractal technique, characteristic mode analysis (CMA), and optimi-
zation algorithm, are summarized in Section 3, which will be helpful to the future
compact researches owing to the physical reduction of antenna size. Then, the
conclusions are shown in Section 4.

2. Compact antenna techniques

Though different antenna types have been designed for the compact purpose
depending on the present development trend, the compact techniques are similar
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accompanied by the types. We summarize the corresponding compact techniques in
this section.

2.1 No-decoupling compact designs

The purpose of MIMO antenna is using the multiple path transmissions to realize
the high-efficiency and high-capacity communication, which means the antenna may
not work simultaneously and then the coupling is not a main concerned focus. In other
words, we need not care about the mutual couplings among elements so seriously in
some cases when we want to realize the compact design but put them closer. More-
over, the coupling can be reduced by properly arranging the positions of elements to
form the orthogonal polarization etc.

In [101], even the cross line connected with four elements exists to improve the
isolation, the minimum isolation is up to 9.7 dB. The similar phenomenon happens in
[36, 80] where no-decoupling structures were used. The four-element 90 degrees
rotated structure of [36] is shown in Figure 1, from which we know the coupling is
significant and the authors gave that of about 12 dB. The shorting pins and the 90
degrees rotation also do not reduce the mutual coupling seriously at some frequencies
in [80], which is about 13.3 dB, the corresponding configuration is shown in right
subfigure.

When the spacings become larger, the coupling will be smaller [29, 35] where the
orthogonal polarization techniques were employed as well. Using the shorting pins
[78] or slot [81] to stop the current flowing to the neighbor element in the cavity
antenna is an efficient way to reduce the coupling. And we can obtain the lower
coupling by exciting the neighbor elements with the differential modes instead of
additional decoupling structure [14, 46, 88].

2.2 Compact decoupling techniques

Generally, we should consider the mutual couplings in the MIMO antenna design
which decreases the consequent undesirable problems of the related system. Except
the above differential mode method, we often reduce the mutual coupling for the
close-spacing elements from two aspects, one is from the source and the other in the
transmission process. The decoupling techniques of patch antenna can illustrate these
well [15-18]. When the spacing is large enough, the surface current on the ground
plane affects the mutual coupling rarely so that a proper metamaterial absorber put
between the patch is enough to stop the surface and the radiated waves in the
decoupling process [17]. As the spacing becomes closer, the surface current on the

Figure 1.
No-decoupling MIMO antennas: [36] (left) and [80] (right).

185



MIMO Communications — Fundamental Theory, Propagation Channels, and Antenna Systems

ground plane diffuses to the neighbor element, and the near-field coupling to the
other patch generates, so the defected ground structure (DGS) and/or resonator
techniques between patches can reduce the couplings significantly [15, 16, 18].
Figure 2 shows the simple decoupling structure in [15], in which the slot through the
substrate and ground plane was curved. The surface current on the ground was cut off
and the resonator was form between patches resulting in the reduction of mutual
coupling. In order to reduce the mutual coupling of patches, literature [18] used
another way, where the parasitic elements are put closer than the spacing between
patches so as to induce the power to the parasitic metal rather than the neighbor
patch. Figure 3 shows the current distributions on the top layer of patch antenna
before and after using parasitic technique. It is clear that the coupling to the neighbor
element is suppressed.

The ideas were implemented into the PIFA antenna [92, 93, 96], loop antenna
[49, 52, 53], slot antenna [69, 70], and UWB antenna [60, 62, 69, 70] and so on.
Figure 4 shows the corresponding antenna and the decoupling structures. Both the
PIFA and the UWB suppress the coupling in the wave propagation process, and the
other two cuts off the surface currents.

The neutral line technique is another normal method to reduce the coupling in the
monopole [45] and UWB [60] antennas. It does not destroy the structure of ground
plane but introduce the neutral line between elements. The decoupling structure of
[60] is shown in Figure 5, where the circular disc of neutral line allows several
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Figure 2.
DGS and resonator techniques to reduce the coupling [15].
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Figure 3.
The comparisons of current distributions on the top layer [18].
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Figure 4.
The antennas and decoupling structures (from left to right): PIFA [96], loop [52], slot [69], and UWB [62].
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Figure 5.

The antennas and the neutral line decoupling structures of [60].

decoupling paths to cancel the coupling current on the ground so that the UWB
decoupling is realized, and with the help of slot in the circular disc, the highest
decoupling frequency can be tuned to 5 GHz.

If the cavity is cut properly, the antenna can realize the self-isolation without any
additional structure. Such as in [81], the authors cut a slot symmetrically for the
quarter cavity, the consequent 1/8 mode cavity antennas have good isolation. This
self-isolated technique is also applied in the loop antenna, and the size is reduced by
means of the introduction of two vertical stubs in the loop [53].

2.3 Meander line antennas

It is the conventional way to restrict an antenna to a fixed area by meandering the
radiator. It is often adopted in the dipole/monopole, slot, and loop antennas, where the
corresponding method is relatively simple, that is, we just adjust the meandered sections
to resonate at the desired frequency as the straight one. We can find many meander line
techniques employed in the MIMO antenna designs [25, 36, 38-40, 42, 47, 49, 56, 57, 67].

The dual-band is realized by two different length slots, the authors meandered the
longer slot which makes the two slots have the similar length in the horizontal direc-
tion [25]. The arms of dipole/monopole are meandered as well for the compact design
[36, 38-40, 42, 47, 67]. For the loop antenna, the authors put two loops on the
different layers and the smaller one is embedded into the bigger one [49], while the
loops meandered inward are implemented for the rectangular [57] and the Alford [56]
loops, respectively.

2.4 Multiple antenna structures

Multiple antenna structure, or the hybrid structure with different antenna types,
also can obtain the compact design for the MIMO antenna application. This
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combination not only saves the spacing, but also suits for the realization of multi-band
or multi-polarization.

In [11], the patch antenna combines with the dipole antenna to realize the polari-
zation diversity design, where the chamfered-edge square patch with an offset feed is
used to obtain the circular polarization and the two dipoles are responsible for the
linearly polarized radiation. Literature [32] also shows the combination of both patch
antenna and the monopole antenna with the same ground, but the patch antenna is
fed by the electromagnetic coupling.

Two pairs of slot antennas are etched in the patch to realize the dual-polarized
radiation, and good isolation is obtained due to the proper feeding positions [19]. The
authors put the IFA and the slot antenna together for different LTE bands in the
mobile application [104]; and two slots with different lengths are put close for the
dual-band radiation [25].

2.5 Co-radiator/co-location antennas

To some extent the co-radiator and the co-location antennas resemble the multiple
antenna structure. For the co-radiator MIMO antenna, there exists one common
radiator but excited by different ports, while the co-location antenna assembles dif-
ferent antennas in the fixed area. These two types are similar to some diversity
antennas of one radiator but different feeds and the multi-band antenna with one
radiator, respectively. In other words, the co-radiator/co-location antennas are not so
unfamiliar things but they just have the common property for a kind of antennas.

The antenna of [105] shown in Figure 6 explain the co-radiator antenna clear,
where four ports excite the common radiator and the slot of ground plane is used to
improve the isolation. The configuration of [106] resembles to this work, but use two
ports to excite the co-radiator, the isolation is improved by means of the T-shape slot
and the irregular stub extended from the ground plane.

Ls
— 80mm.
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(a) (b)

Figure 6.
Co-radiator antenna of [105]: (a) Geometry and (b) prototype.
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The circular co-radiated patch is employed in [107], the configuration is shown in
Figure 7. The authors analyzed the two close modes TMg, and TM;; with the
monopole-like and patch-like radiations, respectively, and put several vias around the
center to make sure the resonant frequencies are the same. Then, they used the center
port to obtain the monopole-like radiation, the other two ports excite two orthogonal
patch-like patterns.

The application of the co-radiator technique in the mobile terminal was investi-
gated in [108], we repeat the configuration in Figure 8. The loop is the co-radiator of
port 1 and port 2 as shown in Figure 8c. The two ports are put at the center of loop,
and port 1 feeds the loop directly while port 2 feeds the loop by a microstrip line.
Owing to the odd and even modes appear by the two ports, the high isolation is
achieved in the design.

2rs

Figure 7.

Circular co-radiator antenna of [107].

© (D)
Figure 8.
Co-radiator antenna applied in mobile terminal [108]: (A) front view, (B) back view, (C) details of the upper
structure, and (D) details of the lower structuve.
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The co-location antenna is the same as the co-radiator antenna in a way as in [107],
where different radiation patterns are generated by the different ports at different
positions but the radiator is not changed. However, we differentiate them in this
section by introducing the co-location antenna with different radiators [30]. The
corresponding antenna configuration and the current distributions at different fre-
quencies are shown in Figure 9, where the two ports are placed on the top and left
sides. When the lower frequency is excited at any port, the square-ring slot works, the
edge branch radiates for the higher frequency.

2.6 Fractal antennas

The fractal technique is helpful to reduce the antenna size owing to the self-similar
and space filling properties, thus it is used to design the MIMO antenna for the
compact purpose.

In [83, 86, 88], the Koch fractal technique were adopted to design the MIMO
antenna. The iteration process of [83] is shown in Figure 10. The initial shape is the
octagon of Figure 10a, the fractal shape after first iteration is shown in Figure 10b,
and the second iteration has satisfied the requirement of the UWB band. The
corresponding MIMO antenna is shown in Figure 11. The C-shape slot is sliced on the
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Figure 9.

Antenna configuration (left: (a) Top view and (b) cvoss-sectional view) and curvent distributions at different
frequencies (right: (a) Port 1 excited at 3.4 GHz, (b) Port 2 excited at 3.4 GHz, (c) Port 1 excited at 3.8 GHz,
and (d) Port 2 excited at 3.8 GHz) of [30].

Figure 10.
Iteration process of Koch fractal [83]: (a) initiator, (b) first iteration, and (c) second iteration.
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Figure 11.
Fractal MIMO antenna of [83].

fractal octagon to realize the rejection band, the orthogonal arrangement and a
L-shape stub connected with the ground plane are used to increase the isolation.

The hybrid fractal technique is also used to design the UWB antenna [85], where
both the Sierpinski and Koch fractal were applied, and a U-shape slot etched in the
radiating element to notch the WLAN band. For the MIMO antenna design, the two
antennas are put parallel, but the isolation is increased by both the stepped ground
plane and the reflecting ground stub in between.

Using the similar idea as in [85], the authors in [87] combine the Koch and the
Minkowski to get the dual-band MIMO antenna. The corresponding hybrid fractal idea
and the MIMO antenna are shown in Figure 12. There is an initiator and a generator for the
Minkowski fractal technique as shown in the left subfigure of Figure 13. This structure
meets the dual-band requirements of 1.65-1.90 GHz and 2.68-6.25 GHz, and the high
isolation is achieved with the help of the T-shape stub connected to the ground plane.

In contrast, the hybrid Quadric-Koch fractal antenna was designed in [89] for the
multi-band requirement where the circular polarizations were obtained for the bands
of 3.66-3.7 GHz and 5.93-6.13 GHz and the rest five bands are linear polarization. No
additional structure was used in the MIMO antenna, where two elements are put
symmetrically, and the isolation is better than 17 dB over the entire bands.
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Figure 12.
Hybrid fractal MIMO antenna of [85].
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Figure 13.
The elements of MIMO antennas in [109] (left) and [110] (right).

The Hilbert fractal technique was employed in [90] to realize the dual-band prop-
erty, the correlation coefficients lower than 0.1 when the two orthogonal-arranged
antennas are put close.

2.7 Radiator-cutting antennas

Though the fractal technique reduces the antenna size significantly in physical,
there is another way to reduce the antenna size physically, that is, by cutting the
original antenna into a small piece. This method is suitable for the antenna with the
symmetrical structure or the cavity antenna who has the symmetrical modes.

In the works of [109, 110], the radiator is cut into two pieces and leave one for the
radiation. The corresponding element structures of the MIMO antennas are shown in
Figure 13. It is clear that the antennas have no complete structures. It is the quasi-self-
complementary monopole in [109] owing to the monopole has the semi-circle patch while
the slot in the ground is not complete half-complementary structure. This cutting struc-
ture keeps the UWB property as that of the complete monopole. Through the symmetrical
arrangement of two elements, the MIMO antenna has high isolation without any addi-
tional structure due to the asymmetry structure. While in [110], the rectangular monopole
is not only cut into two pieces, but also a semi-circle slot is etched in the half-monopole to
improve the optical transparency. However, the ground plane is modified by etching a slot
and adding staircase stubs resulting in the improvement of the impedance bandwidth.

The non-integer order mode cutting technique is also adopted to reduce the antenna
size physically. It is the same as the radiator-cutting method. That is because the
complete structure has the integer mode, if we want to use its non-integer mode we
have to cut the structure. In other words, the structure cutting means the mode cutting.

The non-integer mode structure of rectangular cavity in [80] has been shown in
Section 2.1, where the length of the patch is half of the complete one so that the
TM; 5,0 mode etc. form. The same idea appears in [82], but one 1/8 mode is used for
the circular cavity. While the semi-taper slot is etched on the top lay of the cavity in
[111] in order to radiate the related power, where the four CPW-fed MIMO antenna is
shown in Figure 14. The metallic vias are set to form five cavities, the outer four with
the semi-taper slots are responsible for the radiation. The half mode of TMj;o will
generate by the proper feeding, and this MIMO antenna has high isolation owing to
the orthogonal arrangement and the existence of the metallic vias.
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Figure 14.
MIMO antenna of [111]: (A) geometry and (B) unit.

3. Fundamentals of compact design

Section 2 has discussed the specific antennas and the corresponding compact
techniques implicit in the design, but there are some methods leading to the compact
design not only suit for one fixed structure, but also will be used into other types in
the future. Thus, we discuss their applications in MIMO antennas and the related
techniques in this section, including the detailed explanation of mode-cutting method,
the fractal technique, the theory of characteristic mode, and the optimization
algorithms.

3.1 Mode-antenna analyses

In Subsection 2.7, the mode-cutting methods for different antenna types has been
shown, however, the cited references did not discuss the detailed modes so clear. Now
we discuss the mode distributions according to the specific antenna types which have
been studied in the MIMO antenna.

Figure 15.
Current distributions of complete slot of [112]: (a) without CSR, (b) CSR at position 1, (c) CSR at position 2,
and (d) CSR at position 3.
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If the mode-cutting method is implemented, the corresponding antenna has at
least one integral modes, or we can say that the cutting method suits to the integral
order mode of the related structures.

For the cutting of the semi-circle slot antenna, the authors in [112] discussed the
current distribution of the complete slot as shown in Figure 15. Whether the comple-
mentary slot reflector exists or not, the current distributions are symmetrical. By
optimizing the size and position of CSR, the cutting method can be implemented to
get the half-loop slot, and the corresponding performances are affected rarely. Then,
the two-element MIMO antenna is formed by symmetrical arrangement whose isola-
tion less than 12 dB is achieved without any additional decoupling structure.

The literature [113] provides another way to design the cavity MIMO antenna
which excites each sub-mode generated by the different shape cavities. The authors
started the analysis for the closed circular cavity, then analyzed the characteristic
modes for the open and sector cavities, and consequently obtained the methodology
that the whole cavity can be divided into N sub-cavities. If a T-shape monopole is put
at the proper position for each sub-cavity, the N-port MIMO antenna forms and high
isolation is obtained. They took the 4-port circular open cavity as an example and
fabricated an antenna prototype shown in Figure 16, whose measurements agree well
with those of simulations. Thus, they continue discuss the related design for other
shape cavity antennas.

3.2 Fractal techniques

The fractal technique has been employed in the MIMO antennas as in subsection
2.6 owing to it can reduce the size for the compact design. As we know the fractal
technique needs several iterations, it is effective to reduce the size in finite iterations,
but when the iteration reaches to a certain number, the size reduction will not so
obvious until it does not work. That’s because as the iteration increases, the length of
fractal shape will become smaller and can not be comparable with the wavelength.
Therefore, we have to consider the iteration number depending on the specific
requirement. In this subsection, we introduce two common simple fractal techniques,
the Koch and the Sierpinski fractals [114, 115].

Figure 16.
4-Port MIMO antenna of [113].
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1.Koch Fractal

The Figure 12 has presented the 2nd iteration process for the line segment, we do
not repeat here. The detailed iteration method is, (1) the line segment is selected as
the initiator, (2) divide the segment into three equal portions, then rotate the
middle portion £60 degrees to form another two new subsegments, and (3) repeat
the process of last step. The length will increase 1/3 times for each iteration.

2.Sierpinski Fractal

The Sierpinski iteration process of isosceles triangle is shown in Figure 17 [114].
The coordinates for the next iteration can be obtained by
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This iteration process described by formulas (1)-(3) can be summarized as, find
the midpoint of each segment and connect them to form four same isosceles triangles,
then remove the middle triangle, we will get the final iteration shape.
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3.3 Characteristic mode analysis

The CMA permits the researcher to know the antenna performance at the initial
stage without considering the specific excitations so that the user can have an insight
into the radiation essence, which is extensively used in the application of mobile
handset antenna where the large metal chassis exists [116]. And the MIMO antennas
are also extensively investigated for the mobile terminal application, there are a lot of
works using the CMA [47, 117, 118].

In [47], a meandered dipole working at 3.5 GHz was studied by using the CMA.
The first 10 modes are compared and the symmetrical reverse modal currents are

v,
(-1,h) (1.h) (-1,h) v (L,h)
v,
(-1/2,h/2) h/2)
V,

(0,0) (0,0)

Figure 17.
Iteration process of Sierpiriski fractal [114]: left is initiator and right is the 1st iteration.
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Figure 18.
First four modes at 2.2 GHz of [118].

excited to get the low SAR, and the isolation of 16 dB is achieved. On the contrary, the
CMA is implemented on both the ground plane and the antenna in [117], but only on
the chassis ground plane in [118]. The first four modes of [118] are shown in

Figure 18. With the help of the current distributions, the antennas are put intensity-
weak position of the corners for the MIMO antenna design.

Depending on the extensive application in MIMO antenna designs, we simply
introduce the corresponding theory of the electric-field boundary conditions as fol-
lows [116, 117].

The related scattering field expression satisfy:

(L )]tan =E,

tan

(r),res (4)

where L(e) is the intetro-differential operator.
Owing to L(e) features with the impedance property, thus the formula (4) is
rewritten as:

Z(J) = [LU)an (5)

where Z(s) represent the tangential component of electric field related with J.
The impedance matrix Z has the real and imaginary parts, we get the following
related formulas:

Z =R +jX (6)
R=(Z+Z"))2 (7)
X=(Z-2")/%y (8)

By means of Poynting’s theorem, we get the straightforward relation for R and X,
which has clear physical meaning, as

XJ, = R], )

where J,, and 4, are the real eigenvector and eigenvalue of nth mode, respectively.
The orthogonality of modal currents is defined by:

<Jp>RJ,> = <] ,RJ,> = 6y (10)
I XeJ,> = <]y, XeJ, > = 16 (11)

196



Techniques for Compact Planar MIMO Antennas
DOI: http://dx.doi.org/10.5772 /intechopen.112040

< ZeJ,> = <], ZoJ,> = (14 jAn)0mn (12)

where 6,,, = 1,m =n or 6,,, = 0,m # n.
Depending on the theory of characteristic mode, we get the induced currents on
the PEC body and the resultant fields:

J=> al, (13)

By using the Z impedance operator, formula (13) becomes:

> aZ(J,) = Ey (1) (14)

Taking the inner product by the current J,, for (14), we have:

> an<Z(,):Jm> = <Ep(r),],,> (15)

Applying the orthogonality of currents, we will get under the condition of m = n:

(1 +jin) = <Epg(r), ] > (16)
so we know:
<E._ ()], >
n — ans SL?m N i 17
* 1+ji, (17)

where <E!_(r),],, > is called the modal excitation coefficient and the modal

significance MS is defined as:

_ ‘ ! (18)

1+,

3.4 Optimization algorithms

The optimization algorithms are often used to reduce the antenna size, but for the
MIMO antenna it becomes a multi-objective optimization problem due to we have to
consider other parameters, like the effect of mutual coupling and the related position
change etc. of antenna element. If we use the single optimization algorithm to optimize
the MIMO antenna, it will take more time, so the hybrid algorithms are employed to
process the complicated discrete and continuous mixed parameters [119-121].

In [119], both the antenna shape and the decoupling structure were considered,
thus the hybrid algorithm of both the multiobjective evolutionary algorithm based on
decomposition combined with differential evolution (MOEA/D-DE) and MOEA/D
combined with genetic operator (MOEA/D-GO) were used, where the MOEA/D-DE
is adopted to optimize the radiator while the MOEA/D-GO optimizes the isolated area
shown in Figure 19. They divided the circle into 8 areas of the same size, each has the
45 degrees angle and divided into several small pieces. In the optimization process, “1”
represents the existence of metal while “0” not. Literature [120] Integrates the particle
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(a) (b) (c)

Figure 19.
Fragment-type isolation of [119]: (a) split method, (b) discretization and assignment of “0” or “1”, and (c)

frqgment-type structure.

swarm optimization (PSO) and binary PSO into multi-objective evolutionary algo-
rithm based on decomposition (MOEA/D) to realize the optimization of antenna size
and isolation, while the surrogate-based optimization was employed in [121].
Though different algorithms have been proposed to improve the optimization
result, the corresponding optimization process is similar as in [119].
The optimized problem can be expressed as:

min F(X) = (f1(X),f>(X), ...f, (X)) st X €Q (19)

where f;(X)(i = 1,2, ...,n) indicates the corresponding optimized objective, X is a
decision variable, and £2 is the design space.

The authors of [119] presented three optimized objectives due to the four-port
MIMO antenna so that they have to consider the mutual coupling of different ports.
We can simplify the optimized objectives by two ports, they are:

f1(X) = max (Ql — min |(311)43|> O)a)e [w1, @3] (20)
f>(X) = max (Q2 — min ’(SlZ)dB , O) € (01, ;] (21)

where [w1, @;] indicates the frequency band, Q; is the desired minimum of return
loss, which is set to be 10 dB, and Q, desired minimum isolation.

With these optimized objectives and the constraints, the iteration process can be
implemented by the hybrid utilization of EM simulator and the proposed algorithm.

4. Conclusions

Depending on the development trend of 5G+/6G, we focused on the summaries of
the planar MIMO antennas and the related compact techniques in this chapter owing to
they are easily fabricated and integrated into a system. These planar antennas contain
several common antenna types, including the patch, dipole/monopole, slot etc. Even so,
they still can be designed into the 3D structure and there are specific applications like in
the mobile terminal. The compact techniques implicit in the designs are dug up and
summarized into seven categories, including the no-decoupling and the decoupling
designs, multiple antenna structure, meander line technique, co-radiator design, and
the fractal and radiator-cutting antennas. Then, in Section 3, we discussed the related
fundamentals for the compact designs though the antenna types are conventional, and
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showed the corresponding simple design methods, they are mode analyses, fractal
techniques, characteristic analysis, and the optimization algorithms.
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Chapter 10

Recent Advances in the mm-Wave
Array for Mobile Phones

Yan Wang and Xiaoxue Fan

Abstract

With the development of communication system to the mm-wave band, the
antenna design in the mm-wave band for mobile phones encounters new requirements
and challenges. The mm-wave characteristics of short wavelength, high free-space
path loss, and easy-to-be-blocking usually require mm-wave antennas with high gain
and beam-scanning capability. Also, considering the very limited space occupied by
antennas in mobile phones and the massive production of consumer electronics, small
size, low cost, multiband, multi-polarization, and wide beam steering becomes the
main key point of mm-wave array performance. In addition, as a special situation of
the mobile antenna, the analysis of effect of the human tissue on the antenna perfor-
mance is also important. So, in this chapter, a comprehensive summary on the recent
advances in the mm-wave array for mobile phones including single-band, dual-band,
and reconfigurable design of broadside array, horizontal polarized, vertical polarized,
and dual-polarized design of endfire array, co-design of mm-wave array with lower
band antenna, and user influence are summarized.

Keywords: mm-wave array, mobile phones, broadside array, endfire array,
reconfigurable array, shared-aperture, beam steering, user influence

1. Introduction

Mobile communication has been updated greatly from the first-generation (1G)
to recent fifth-generation (5G) and future promising sixth-generation (6G) mobile
communication systems to meet the requirement of high data rate, large capacity, low
latency, et al. for consumers [1]. As one of the key techniques for 5G and 6G commu-
nication system, millimeter-wave (mm-wave) frequency band with large bandwidth
is adopted [2, 3]. Comparison with the centimeter-wave or decimeter-wave, the
frequency band of mm-wave is much higher and thus shorter wavelength. However,
due to its high frequency with short wavelength, the free-space loss of mm-wave is
higher than that of lower frequency bands, and the mm-wave beam is usually blocked
[4]. To mitigate the path loss and beam blockage, a high-gain antenna with wide-angle
beam scanning is usually adopted to catch the strongest signal and ensure effective
radiation in a 5G mm-wave system [5].

To ensure the wireless connection using mm-wave frequency band, the mm-wave
array antenna should be applied in mobile phones. Besides the requirements of
frequency bands, maximum output power, additional spectrum emission mask,
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and spurious emission from the 3GPP [6], four additional key difficulties should be
considered for mm-wave array in mobile phones:

* Array size: Because most of the spaces are reserved for the displays, cameras,
battery, printed circuit board (PCB), motor, speaker, and so on [7] for better
user experience, the mm-wave array in mobile phones should only occupy a very
small space. In addition, most of the antenna space in mobile phones has been
occupied by the antennas working at the lower frequency band. The space for
mm-wave arrays in mobile phones is extremely limited.

* Beam coverage: Because the posture of mobile phones is usually arbitrary in
realistic scenarios [8], the mm-wave array in mobile phones should cover as wide
as possible beam coverage with the required performance to catch the strongest
signal for an effective signal connection. In practical applications, 2 or 3 mm-
wave arrays are usually deployed in mobile phones to achieve the desired beam
coverage.

* Integration with the mobile phones: Because of the requirements of mobile phones
for the full-display, curved-display, metal-bezel, glass back cover, metal back cover
[7], the mm-wave array in mobile phones should fit the industry design (ID) of
mobile phones. In practical applications, the geometry, layout, thickness, and
deployment of the mm-wave array are determined by the ID of the mobile phone.

* User influence: Because mobile phones are usually held by the human hands [8],
the mm-wave array in mobile phones might also be covered by the human band.
In practical applications, the effect of the human hands or human fingers on the
antenna impedance, bandwidth, gain, and beam coverage should be studied.
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Figure 1.

Conceptual diagram of the mm-wave array with desired spherical coverage for mobile phones. (a) Front view.
(b) Side view [11].
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Block diagram of the mm-wave array for mobile phones.

Section 4
Co-design

Since the first mm-wave array was designed for mobile phones in 2014 [9] and the
first commercial mm-wave array module was adopted in Samsung Galaxy S20 in 2020
[10], significant progress has been achieved in addressing the above difficulties in
recent years. The desired beam coverage as shown in Figure 1 should be achieved with
mm-wave arrays.

In this chapter, a comprehensive summary of the recent advances in the mm-wave
array for mobile phone, such as broadside mm-wave array, endfire mm-wave array,
co-design of the mm-wave array with metal-bezel and lower frequency band antenna,
and user influence is conducted. Figure 2 illustrates the block diagram of the mm-
wave array for mobile phones. For the broadside mm-wave array, we focus on the
single-band, dual-band, and reconfigurable designs. For the endfire mm-wave array,
single-polarization and dual-polarization designs are summarized. For the co-design
of the mm-wave array, integrating metal-bezel with mobile phone design and shared-
aperture with lower band antenna design are summarized.

This chapter is organized as follows. In Section 2, the common antenna element
types of broadside radiation are introduced, and the design challenges of mm-wave
broadside arrays are analyzed. Then, the broadside arrays are divided into three
parts: single-band design, dual-band design, and reconfigurable design, to be sum-
marized respectively. In Section 3, the challenges of endfire mm-wave array design
are first analyzed. Then, the typical horizontal polarized, vertical polarized, and
dual-polarized mm-wave endfire arrays are summarized. In Section 4, the co-design
of the mm-wave array in the mobile phone with a lower frequency band antenna is
introduced, including an integrated design with metal-bezel and shared-aperture
design, respectively. In Section 5, the user influence on the mm-wave array in the
mobile phone is illustrated. Finally, conclusions are drawn in Section 6.

2. Broadside mm-wave array for mobile phone

Broadside array antenna is the array with the direction of maximum radiation,
which is vertical to the array. As shown in Figure 3, the broadside array is achieved
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Figure 3.
Conceptual diagram of the antenna array with broadside radiation pattern.
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Figure 4.
Conceptual diagram of the broadside mm-wave array and desived beam divections. (a) Array placed horizontally
with the mobile phone. (b) Array placed vertically with the mobile phone.

with the array element in the xy-plane and maximum radiation direction along the
z-axis. As shown in Figure 4(a), when the array is placed horizontally with the
mobile phone, the desired beam directions 5 and 6 in Figure 1 can be achieved. In
Figure 4(b), when the array is placed vertically with the mobile phone, the desired
beam directions 1, 2, 3, and 4 in Figure 1 can be achieved. Usually, due to the
thickness limitation of the mobile phone, beam directions 1, 2, 3, and 4 are mainly
achieved by endfire arrays, which will be explained in detail in Section 3. The broad-
side arrays are mainly used to achieve beam directions 5 and 6.

For broadside array, the typical antenna elements are patch antenna [12], slot
antenna [13], printed dipole antenna [14], dielectric resonant antenna [15], substrate
integrated waveguide (SIW) cavity antenna [16], and so on. For the above antenna
types, dual polarization can be achieved simply by quadrature feeding or by placing
a pair of quadrature elements. The main challenge of broadside array design is how
to achieve the array with the superior performance of small size, wide bandwidth,
multiband, and wide beam coverage. In this section, the broadside arrays are classi-
fied into three parts: single-band, dual-band, and reconfigurable to summarize. At the
same time, several solutions to the above challenges are also summarized.

2.1 Single-band broadside mm-wave array

The patch antenna is one of the most commonly used antenna elements in the broad-
side mm-wave wave array. The bandwidth of patch antennas is usually narrow, covering
only a portion of the commercial mm-wave band. For example, as shown in Figure 5(a),
an optically invisible common patch antenna on display only has a bandwidth of 9%
(271-29.7 GHz) [17]. As shown in Figure 5(b)-(d), in order to improve the bandwidth of
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Figure 5.

Typical design schematics of single-band broadside mm-wave array. (a) Common patch antenna element. (b)
Slotting on the patches. (c) Using parasitic patches. (d) Using pavasitic branches. (e) Printed dipole antenna,
dual-polarized realized by orthogonal placement. (f) Dual-polarized. Realized by quadrature feeding.

the patch antenna element, slotting on the patches [18], using parasitic patches [19], and
using parasitic branches [20] are used to obtain more than 20% impedance bandwidth.
Although the optimized patch antenna in [19] can cover the mm-wave band from 23 to
30.5 GHz (N257/258) band, it cannot cover the N259/N260 near 40GHz. In contrast,
printed dipole antennas have a wider bandwidth. For example, the printed dipole
antenna in [21] achieves a 50% (24-40 GHz) impedance bandwidth. In addition, as
shown in Figure 5(f) and (g), dual polarization can be easily achieved by placing a pair
of antenna elements orthogonally [22] or by quadrature feeding [23].

The patch antenna is one of the most commonly used antenna elements in the
broadside mm-wave wave array. The bandwidth of patch antennas is usually narrow,
covering only a portion of the commercial mm-wave band. For example, similar
to the common patch antenna element shown in Figure 5(a), an optically invisible
common patch antenna on display only has a bandwidth of 9% (27.1-29.7 GHz) [17].
As shown in Figure 5(b)-(d), in order to improve the bandwidth of the patch antenna
element, slotting on the patches [18], using parasitic patches [19], and using parasitic
branches [20] are used to obtain more than 20% impedance bandwidth. Although the
optimized patch antenna in [19] can cover the mm-wave band from 23 to 30.5 GHz
(N257/258) band, it cannot cover the N259/N260 near 40GHz. In contrast, printed
dipole antennas have a wider bandwidth. For example, the printed dipole antenna
in [21] achieves a 50% (24-40 GHz) impedance bandwidth. In addition, as shown in
Figure 5(e) and (f), dual polarization can be easily achieved by placing a pair of
antenna elements orthogonally [22] or by quadrature feeding [23].
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2.2 Dual-band broadside mm-wave array

With several mm-wave bands around 28, 38, 45, and 60 GHz have been assigned
for 5G development [24], mm-wave ultra-wideband antennas or multiband anten-
nas are widely investigated to cover two or more frequency bands simultaneously to
expand the available spectrum, improve antenna space utilization, save fabricated
cost, and achieve high integration. And this part mainly focuses on dual-band broad-
side mm-wave array.

There are usually two ways to achieve dual-band antennas. One general way to
achieve dual-band antennas is to combine two different structures operating at differ-
ent frequency bands together [15, 25, 26]. For example, a hybrid antenna consisting
of three resonators of strip, slot, and dielectric resonant antenna is proposed [15]. The
strip and slot modes are used to cover the lower frequency band of 26.41-30.42 GHz,
while the TE;;; and TE;3; modes of the DRA are employed to cover the upper-fre-
quency band of 36.05-40.88 GHz. Two pairs of dipole antennas are proposed in [25];
the low-band radiation is generated by the pair of dipole arms along co-polarized
direction, while the high-band radiation is realized by the dipole arms along cross-
polarized direction.

Another way to achieve dual-band antennas is to adjust different modes of
the same antenna structure to achieve dual resonance [14, 27-29]. For example, a
compact dual-wideband magnetoelectric dipole is proposed in [14], the lower band
of 24-29.3 GHz is achieved by 0.5\ mode, and the higher band of 35.5-43.5 GHz is
achieved by 1\ mode. Also, the TM;y mode and TM,, mode of the gridded patches
antenna are used to achieve dual-band coverage [27] .

2.3 Reconfigurable broadside mm-wave array

Considering the massive production of consumer electronics, the cost of each
mobile antenna should be as low as possible. The reconfigurable design enables
multiple operating modes of the mm-wave array through simple p-i-n diodes control
and switching, which is one of the effective ways to save cost.

The reconfigurable design can be divided into two categories: direct control of the
pattern reconfiguration, and control of the phased array excitation phase difference
reconfiguration. As direct control of the pattern reconfiguration usually requires
a large antenna design space and is not applicable for mobile phones [30], this part
focuses on the reconfigurable design of the phase shifter. For the mm-wave arrays, the
phase shifter is usually designed with the feeding network, and the excitation phase
difference between elements is set by switching p-i-n diodes to achieve different

Figure 6.

1-bit reconfigurable broadside mm-wave design [31].
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directions. As shown in Figure 6, in [31], a low-cost reconfigurable 1-bit patch
antenna is designed with moderate performance. What is more, a series-fed beam-
steerable 2-bit reconfigurable design is proposed in [32].

3. Endfire mm-wave array for mobile phone

Endfire array antenna is the array with the direction of maximum radiation, which
lies along the line of the array. As shown in Figure 7, the endfire array is achieved
with array element along the y-axis and maximum radiation direction in the x-axis.
Compared with the broadside array, for the mobile phone with desired beam directions
1,2, 3, and 4 in Figure 1, endfire array can be directly integrated into the PCB and
save the thickness of the mobile phone. So, for mobile phones with a specific geometry
of thin thickness, endfire array is preferable. However, due to the thin thickness of
the mobile phone and thus the thin thickness of the endfire array, how to achieve the
endfire array with the superior performance of thin thickness, small clearance, wide
bandwidth, multiple polarization, and wide beam coverage is challenging. This section
summarizes the typical design methods of horizontal-polarized endfire mm-wave array
first. Then, the typical design methods of vertical-polarized endfire mm-wave array are
summarized. Finally, the dual-polarized endfire mm-wave arrays are summarized.

3.1 Horizontal-polarized endfire mm-wave array

To better summarize the horizontal polarization endfire mm-wave array for
mobile phones, Figure 8 shows the conceptual diagram of some typical horizontal
polarization endfire mm-wave arrays. As shown in Figure 9(b), the simplest method
to achieve the endfire radiation is to deploy the mm-wave array vertical to the system
ground. As the radiation element is horizontal polarization, horizontal polarization
endfire mm-wave array is achieved. A similar idea can be found in [33] where the
broadband magnetoelectric dipole antenna is applied as the element where 109.5% rel-
ative bandwidth is achieved. However, the critical drawback of this method is that the
width of the mm-wave array should be enough to achieve proper performance. Thus,
the thickness of the mobile phone is affected by the mm-wave array. A dipole antenna
closing to the system ground, as shown in Figure 9(c), has endfire radiation with
horizontal polarization. The system ground can redirect the radiation to achieve a high
gain. The parallel double line [34] or the slot line with balun [35] can be applied to feed

element 1 element 2 element 3 element 4

' e ¢
ov"

Figure7.
Conceptual diagram of the antenna arvay with endfire radiation pattern.
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Figure 8.

Tyglilcal design schematics of dual-polavized endfire mm-wave array. (a) Vertical deployment of dual-polarized
element. (b) Horizontal-polarized dipole with vertical-polarized dipole. (c) Horizontal-polarized dipole with
vertical-polarized horn. (d) Horizgontal-polarized slot with vertical-polarized horn. (e) Two SIW horns with a
polarizer. (f) Dual-polarized slot antennas.
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Figure 9.

Conceptual diagram of the typical horizontal polarization endfire mm-wave array. (a) Mm-wave array on
the mobile phone. (b) Vertical deployment for endfire radiation. (c) Dipole element for endfive radiation. (d)
Monopole element for endfire radiation. (e) Open slot element for endfire radiation.

the dipole. To achieve the wide bandwidth, the distance between the dipole antenna
ground should be large. In [36], the arm length of the dipole antenna is tuned to
different values to widen the bandwidth. Similar to the Yagi antenna, several directors
are applied in [37-39] to further enhance the array gain and bandwidth. The monopole
antenna of half-wavelength mode can also be placed near the system ground to achieve

218



Recent Advances in the mm-Wave Array for Mobile Phones
DOI: http://dx.doi.org/10.5772/intechopen.112043

the horizontal polarization endfire radiation, as shown in Figure 9(d). This structure
has been studied in [40], working at 60 GHz with a bandwidth of 6 GHz. Also, the
open-ended slot antenna can radiate the horizontal polarization endfire pattern, as
shown in Figure 9(e). This structure has been studied in [41] working at 28 GHz with
a bandwidth of 5 GHz. To achieve good performance with wide bandwidth, the space
of the monopole antenna and slot antenna in Figure 8 should be large.

3.2 Vertical-polarized endfire mm-wave array

To better summary the vertical polarization endfire mm-wave array for mobile
phone, Figure 10 shows the conceptual diagram of some typical vertical polarization
endfire mm-wave arrays. As shown in Figure 10(b), the simplest method to achieve the
endfire radiation is to deploy the mm-wave array vertically to the system ground. As the
radiation element is vertical polarization, vertical polarization endfire mm-wave array
is achieved. A similar idea can be found in [42, 43] where the slot, dielectric, and cavity
resonators are applied simultaneously to achieve a wideband width of 47.1% [42] and
94.1 [43]. However, the critical drawback of this method is also that the width of the
mm-wave array should be enough to achieve proper performance. Thus, the thickness
of the mobile phone is affected by the mm-wave array. As shown in Figure 10(c), the
cavity slot element can be applied to radiate the vertical polarization pattern. Although
the cavity slot element can achieve a low profile, the key technical difficulty is to achieve
wide bandwidth. In [44], a substrate-integrated waveguide (SIW) endfire antenna array
with zero clearance is designed. Three arbitrary pad-loading metallic vias are investi-
gated to match the impedance within a relative bandwidth of 60%. Also, the slot on the
SIW [45], taper slot [46], and the metasurface structure [47] can be applied to achieve
awide bandwidth of the SIW slot antenna. For the dipole element in Figure 10(d) and
the monopole element in Figure 10(e), vertical polarization with endfire radiation
can be achieved. In [30], the monopole element with the parasitic element is applied
to achieve the endfire radiation with steering beams. In [48], the compact vertically
polarized endfire monopole-based Yagi antenna-in-package is proposed with a relative
bandwidth of 16%. For the dipole or monopole element, the height should be large for
a large bandwidth. By combing the cavity slot element and dipole/monopole element,
the endfire magnetoelectric antenna with stable performance within a wide bandwidth
can be achieved. For example, the SIW cavity slot antenna and dipole antenna in [49, 50]

(b)

— Current or E-field (c)
feed

System ground of the
maobile phone

(a) (e)

Figure 10.

Conceptual diagram of the typical vertical-polarized endfire mm-wave arvay. (a) mm-wave array on the mobile
phone. (b) Vertical deployment for endfire vadiation. (c) Cavity slot element for endfire radiation. (d) Dipole
element for endfire radiation. (e) Monopole element for endlfire radiation.
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Figure 11.
Typical design schematics of integrating the mm-wave array in the mobile phone. (a) Using a window to reduce
the blockage from metal-bezel. (b) Using the metal-bezel to design the mm-wave arvay antenna.

and the SIW cavity slot antenna and monopole antenna in [51] are combined to achieve
the wideband endfire magnetoelectric antenna. Also, to achieve good performance with
wide bandwidth, the profile of the dipole element or the monopole element in Figure 11
should be large.

3.3 Dual-polarized endfire mm-wave array

With the horizontal-polarized endfire mm-wave array and vertical-polarized end-
fire mm-wave array, the dual-polarized endfire mm-wave array can be easily achieved.
For example, if the mm-wave array vertical to the system ground in Figure 9(b) and
Figure 10(b) can radiate dual-polarized patterns, dual-polarized endfire mm-wave
array can be easily achieved. This idea can be found in [52], where a dual-polarized
slot antenna is vertically deployed on a mobile phone, as shown in Figure 8(a). Thus, a
dual-polarized endfire mm-wave array with a — 10 dB impedance bandwidth from 23.2
t0 29.7 GHz is achieved in [52]. This method also has the drawback of being high pro-
file. Also, if the horizontal dipole element in Figure 8(c) and vertical dipole element in
Figure 10(d) can be designed in the near space, dual-polarized mm-wave dipole array
can also be achieved. In [40, 53], the dual-polarized endfire mm-wave dipole array is
achieved by combing the vertical dipole and horizontal dipole as shown in Figure 8(b).
The dual-polarized endfire mm-wave array antenna should have a large profile to
achieve the good performance. To reduce the profile, the horizontal-polarized dipole
element in Figure 9(c) and the vertical-polarized horn element in Figure 10(c) can be
combined to achieve the low-profile dual-polarized endfire mm-wave array. In [54],
the low-profile dual-polarized endfire mm-wave array is realized by co-designing a
horizontal-polarized yagi-uda antenna and a vertical-polarized SIW horn antenna, as
shown in Figure 8(c). Also, the horizontal-polarized dipole antenna with balun feed-
ing can replace the yagi-uda antenna to achieve a wide bandwidth [55]. In addition,
the clearance of the combination of horizontal-polarized dipole element and vertically
polarized horn element can be further reduced by using the transition plates [56, 57]
or the overlapped apertures [58]. The dual-polarized endfire mm-wave array antenna
with horizontal-polarized dipole element and vertically polarized horn element
usually has a large clearance to achieve a good performance. To reduce the clearance,
the horizontal-polarized open slot element in Figure 9(e) and vertical-polarized horn
element in Figure 10(c) can be applied. In [59], the dual-polarized endfire mm-wave
array with a small clearance is realized by co-designing a horizontal-polarized open
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slot antenna and a vertical-polarized horn element, as shown in Figure 8(d). The
horizontal-polarized open slot antenna consists of two metal blocks with a slot, and
the vertical-polarized horn element is a STW horn antenna. In [60, 61], the horizontal-
polarized open slot antenna is realized by using two SIW structures. In [41, 62], the
horizontal-polarized open slot antenna and the vertical-polarized horn are integrated
into a single SIW structure. Besides, two SIW horns with a polarizer can be applied to
achieve the dual linearly polarized endfire antenna [63, 64] or 45° dual linearly polar-
ized endfire antenna [65], as shown in Figure 8(e). Also, in [66], the orthogonal slot
can be excited simultaneously to achieve the dual-polarized mm-wave endfire chain-
slot antenna, as shown in Figure 8(f).

4. Co-design of the mm-wave array in the mobile phone with lower
frequency band antenna

The broadside mm-wave arrays in Section 2 and the endfire mm-wave arrays in
Section 3 have achieved superior performance which can cover the desired beam
directions 1-6 in Figure 1. The commercial mm-wave array module has been adopted
in Samsung Galaxy S20 in 2020 [10]. However, because the full-display, curved-
display, metal-bezel, glass back cover, metal back cover requirement of the mobile
phone, the mm-wave array in mobile phone should fit the ID of mobile phones. Also,
because most of the spaces are reserved for the displays, cameras, battery, PCB,
motor, speaker, and so on for better user experience, the antenna in mobile phones
should only occupy a very small space. So, the co-design of the mm-wave array in the
mobile phone with a lower frequency band antenna is also widely studied. In this sec-
tion, we first analyze the design of integrating the mm-wave array with metal-bezel
in mobile phones. Then, the shared-aperture design of the mm-wave array with the
lower frequency band antenna is summarized.

4.1 Integrating the mm-wave array with metal-bezel in the mobile phone

As the mm-wave array is deployed in the mobile phone, the modules of the mobile
phone might have a significant effect on the performance of the mm-wave array. In
[67], the effect of different kinds of mobile phone housing on the performance of four
canonical types of mm-wave antennas is studied. The effective beam-scanning efficiency
is proposed to evaluate the coverage performance. In [68], the effect of the metal-bezel
of the mobile phone on the radiation pattern of the mm-wave array is studied. The
blockage of the metal-bezel to the horizontal-polarized antenna is more severe than for
the vertical-polarized antenna. And the coupling metal strips [68, 69] can be applied to
reduce the blockage from metal-bezel. Also, the slots on the metal-bezel [70, 71] can be
also used to reduce the blockage from the metal-bezel. In [72], a rectangle window in
the metal-bezel was used to install the mm-wave array so that the mm-wave array could
radiate the power through the rectangle window directly as shown in Figure 11(a). This
practical solution has been adopted in some commercial 5G mobile terminals such as
Apple iPhone 12 with a wee mm-wave window [73]. Apart from reducing the effect from
the metal-bezel, in [74], the metal-bezel can be applied to design the mm-wave leaky-
wave array as shown in Figure 11(b). In addition, the mm-wave array antenna could be
directly implemented via the slot on the metallic bezel of the mobile terminals [75, 76].
Thus, the blockage effect from the metal-bezel is solved.
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4.2 Shared-aperture design of the mm-wave array with the lower frequency
band antenna

To integrate the mm-wave array with the lower frequency band antenna, a
low pass (or high pass) filter can be applied [77, 78]. As shown in Figure 12(a), a
3.5 GHz lower band antenna is directly connected to a 28 GHz mm-wave antenna
with a low-pass and high-stop (3.5 GHz pass and 28 GHz stop) filter [77]. Thus, the
mm-wave antenna and the lower frequency band can be designed in a near space
with a single feeding port. To reduce the occupied space of the mm-wave array and
lower frequency band antenna, the mm-wave array can be integrated into the lower
frequency band antenna [11, 79-83]. As shown in Figure 12(b), the mm-wave slot
array antenna is integrated into the clearance of the lower frequency band inverted-F
antenna [79]. In addition, a notch on the lower frequency band can be applied to
integrate the mm-wave array antenna [81, 82]. Also, the mm-wave array antenna can
be deployed on the lower frequency band antenna [83]. To further reduce the occu-
pied space of the mm-wave array and the lower frequency band antenna, the metal
pattern of the lower frequency band antenna can be applied to design SIW structure
for the mm-wave array antenna [84-87]. As shown in Figure 12(c) [84], the lower
frequency band antenna is a simple patch antenna. To integrate the mm-wave array
on the patch antenna, the patch of the lower frequency band antenna is designed as
a SIW slot array. Thus, the mm-wave array antenna and the lower frequency band
antenna is designed in the same aperture. In addition, the mm-wave SIW slot array
can be integrated into the monopole antenna [85] or inverted-F antenna [86, 87] of
the lower frequency band. Besides using the SIW structure, the higher order mode of
the lower frequency band antenna can also be directly applied to design the mm-wave
array [88-91]. Also in [88], the half-wavelength slot mode of the lower frequency
band antenna has the higher order mode of the slot. And multiple feedings are applied
to excite the higher-order mode of the slot, which is the connected slot array. Thus, a
single slot is designed to work at the mm-wave frequency band and lower frequency
band simultaneously. In [89], a single microstrip grid array is designed to cover the
mm-wave frequency band and lower frequency band simultaneously. In [90], a
surface is the integration of a metasurface at the lower frequency band and a partially
reflective surface (PRS) at the higher frequency band. In [91], a single slot is designed
to function as a decoupling slot at the lower frequency band and the taper slot antenna
at the mm-wave frequency band.

lower frequency
a -

substrate| substrate

by

Figure 12.

Tyfaiml design schematics of co-design of mm-wave array with lower frequency band antenna. (a) Using the filter
to integrate the mm-wave and lower frequency band antennas. (b) Using the clearance of the lower frequency
band antenna to deploy the mm-wave arvay. (c) Using the SIW structure to integrate the mm-wave and lower
frequency band antennas.
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5. User influence

As a special situation for the mobile antenna, the effect of the human tissue on the
antenna performance should be considered when designing the mobile antenna. Also,
the electromagnetic field (EMF) exposure to the mobile antenna for the human tissue
should also be studied for safety considerations. This is because the mobile antenna
is usually close to the human head, body, or hands, as is used in practical situations.
In this section, the mutual effect of the mm-wave array and the human tissue in the
open literature is summarized.

The human body is electronically large at the mm-wave frequency band. To
evaluate the mutual effect of the human tissue and the mm-wave array effectively and
accurately, [92] developed the numerical and physical phantoms of a human body
for evaluation of mobile antennas at 28 GHz. Thus, the ability to design antennas
under practical operational conditions involving body effects is achieved. As for the
EMF exposure to the mm-wave array, [93] compares the power density of a single
antenna element, a four-element linear array, and an eight-element linear array at the
near field region and the far field region. Zhao et al. [93] finds that, at the near field
region, the power density is extremely high and it can be reduced as the number of
array elements increases. At the far field region, the power density increases as the
array elements increase.

As for the effect of the human on the mm-wave array, [76] shows that, for an
eight-element mm-wave array located alongside the side edge of the mobile phone,
the human hand results in a gain reduction of about 7.5 dB. However, for a four-
element mm-wave array, if the human hand covers the mm-wave array, the loss
from hand blockage on the antenna gains can be up to 20 to 25 dB [94]. To reduce
the effect from the human hand, the mm-wave array should be deployed away from
the human hand. Ojaroudiparchin et al. [95] illustrates that, if the mm-wave array is
not close to the human hand, the gain loss from the human hand can be reduced to
about 1.5 dB. Therefore, to achieve a good performance, multiple mm-wave arrays
should be deployed in the mobile phone at different positions. In [96], it is concluded
that, in the talk mode, the mm-wave array should be placed at the top of the mobile
phone (close to the index finger). Also, it the talk mode, the user hand shadowing
can be significantly reduced by placing the mm-wave array at the bottom of the chas-
sis (close to the palm). In the data mode, the mm-wave array achieves less gain loss
when deployed at the top of the mobile phone.

For the human body shadowing, [97] illustrates that the shadowing by the user’s
body might decrease the gain about 20-30 dB if the mm-wave array is close to the user.
Zhao et al. [98] also observes a strong shadowing effect from the human body in the
mm-wave band, which is around 20-25 dB at 15 GHz. Zhao et al. [99] finds that the
equivalent isotropic radiated power (EIRP) values at cumulative distribution function
(CDF) of 50% drop about 5-10 dB compared to the case that without the user body. To
reduce the shadowing from the human body, the effect of the displacement of the mm-
wave array on the shadowing from the human body is studied [100]. Syrytsin et al.
[100] finds that the corner positions of the mobile phone achieve the best performance
in terms of spatial coverage. Syrytsin et al. [101] compares the coverage efficiency and
user shadowing from the mm-wave phased array and mm-wave switch diversity array
and finds that the mm-wave phased array has superior performance. Also, in [102], it
is found that, for the difference between the user and free-space cases, the circularly
polarized array coverage efficiency is relatively less sensitive to user effects.
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6. Conclusions

In this chapter, we summary recently mm-wave arrays for mobile phones. For
broadside mm-wave array, the state-of-the-art single-band, dual-band, and reconfig-
urable designs are proposed in small size, low cost, and have moderate performance.
For endfire array, the typical designs of horizontal-polarized, vertical-polarized, and
dual-polarized arrays are analyzed, providing good reference solutions for endfire
array design. For co-design of mm-wave array in the mobile phone, several inge-
nious solutions and practical solutions adopted in some commercial terminals are
introduced that will contribute to the integrated design of mm-wave antennas with
lower band antenna. In addition, the human body model evaluation, the effect of the
human body on the mm-wave array, and the human body shadowing are also illus-
trated. Various designs are being used to solve the mm-wave array challenge in mobile
phones, with promising applications.
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Chapter 11

Interferometric Phase

Transmitarray for Millimeter-Wave
MIMO System

Yu Luo and Xiaoxuan Guo

Abstract

A millimeter-wave (mmW) interferometric phase transmitarray for the
multiple-input multiple-output (MIMO) system is proposed, and its phase distribu-
tion is the interference superposition of electromagnetic waves radiated by two patch
antennas at different locations. Its characteristic is that when multiple EM waves
illuminate the center of the array, the transmitted waves are formed into high-
directivity beams. In addition, when the plane wave illuminates the interference phase
transmitarray vertically, the transmissive plane wave will be scattered and focused to
two different positions. A novel MIMO system can be implemented based on the
above two characteristics. Compared with the conventional lens MIMO, the advantage
of the MIMO system integrated by the interferometric phase transmitarray is that
multiple antennas can share one transmitarray, which is beneficial to the miniaturi-
zation of the MIMO transceiver. More critically, all channels can efficiently transmit
information and increase channel capacity.

Keywords: interferometric phase, transmitarray, MIMO, miniaturization, channel
capacity

1. Introduction

Recently, mmW technology has been the top priority of the fifth-generation (5G)
wireless network [1]. Multiple-input multiple-output (MIMO) has been recognized as
the most effective application of 5G technology since it can increase the data trans-
mission rate by expanding channel capacity [2]. Generally, elements in MIMO anten-
nas are with wider beamwidth to ensure that each receiving antenna can receive the
signals from each transmitting antenna. However, for mmW antennas, high-gain and
narrower beamwidth antennas are employed to overcome channel fading. With high
gain elements, conventional lens-based 2 x 2 MIMO systems are investigated [3-6] as
shown in Figure 1. This kind of MIMO system requires multiple lenses, which is not
conducive to the miniaturization of the MIMO transceiver. Moreover, the signals of
Channel 1 and Channel 2 are robust and easy to be received, but the signals of Channel
3 and Channel 4 are weak and unable to transmit information effectively due to the
narrow beamwidth of the elements. Besides, MIMO systems in the mmW band have
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Figure 1.
The 2 x 2 MIMO system integrated by the conventional lens.

high requirements for antenna and circuit performance, which leads to high costs and
complexity [7-9].

Current metamaterials have the characteristics of flexible control of electromag-
netic (EM) waves and are widely used in mmW systems, such as radar, satellite
communications, and imaging [10]. Metamaterials and their derivatives also have the
advantages of thin thickness, small size, and lightweight, which can effectively solve
problems such as cost and loss [11-13]. More importantly, metamaterials are widely
used in transmitting and reflective arrays to realize beamforming and beam steering
[14-21], which lays the foundation for realizing the miniaturization of the MIMO
transceiver.

This paper proposes an interferometric phase transmitarray for the MIMO system.
Its characteristic is that when multiple EM waves radiate toward the array, all the EM
waves are beamforming into beams with high directivity. When the plane wave
illuminates the interference phase transmitarray vertically, the transmissive plane
wave will be scattered and focused to two different positions. Based on the above two
characteristics, a novel MIMO system can be implemented, as shown in Figure 2.
Compared with the MIMO system in Figure 1, the advantage of this novel MIMO
system is that two antennas can share one transmitarray, which is beneficial to the
minijaturization of the MIMO transceiver. All four channels can efficiently transmit
information and increase channel capacity.
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Figure 2.
The MIMO system integrated by the proposed lens.
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2. Theoretical study

The theoretical study focuses on the phase distribution and incident field of the
interferometric phase transmitarray.

2.1 The phase distribution

The ideal model of interferometric phase transmitarray is shown in Figure 3.
Assuming the interferometric phase transmitarray is an N x N square array. When
two EM waves are radiated by two feeds toward the array, the two transmitted EM
waves are formed into a high-directivity beam.

For quantitative analysis, it is assumed that Oy, (Xm, Y, 0) is the position of the
unit cell in row m and column n. The coordinate of the Feed 1 (x4, y1, z1). Here, for the
convenience of calculation, the ideal point source model is selected for Feed 1. The
phase distribution caused by the propagation path of the EM Wave 1 radiated by Feed
1 to the array is calculated by Eq. (1),

D15 ¥0) = ko) (xm — 30 = (7, — 72) + 222 M

where kg = 21/} is the wavenumber. To make the phase distribution of EM waves
consistent passing through the transmitarray, the phase of the array itself should be -
¢1(Xm, Yn). Similarly, the phase distribution caused by the propagation path of the EM
Wave 2 radiated by Feed 2 to the array is calculated by Eq. (2),

B (ms 9) = ko (em — 32)* — (v, — 7,) + 222 @

When Feed 1 and Feed 2 are excited together, the phase distribution of the array
aperture is interferometric superimposed by Eq. (3),

Ad (%X, ¥,) = arg(A1(xm, ¥,) exp(j1 (Xm, ¥,)) + A2(Xm, ¥,,) €xp (b2 (Xm» ¥,))) (3)

Beam 2

0

+ Signal

Figure 3.
The theoretical model of interferometric phase transmitarray. Reprinted with permission from Ref. [22]; copyright
2022 IEEE.
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Figure 4.
The phase distribution of the interferometric phase transmitarray. Reprinted with permission from Ref. [22];
copyright 2022 IEEE.

where A;(Xm, yn) and Ay(Xm, yn) are the amplitudes of E-field. To make the phase
distribution of EM waves consistent through the transmitarray, the phase of the array
itself should be -A¢(xpm, yn).

Establishing a MATLAB model. The two ideal point sources are set at (—1.5 Ao, 0,
—2Xo) and (1.5 g, 0, —2 Ag), and the phase distribution of the transmitarray is shown
in Figure 4.

2.2 The incident field

Assume f,, , (0, @) is the radiation pattern of the element in row m and column 7,
the radiation pattern of the transmitarray can be expressed as Eq. (4),

F(0,9) = f (0 9)Sa(0: ¢) (4)
where 0 and ¢ are the elevation and azimuth angles. S,(6, ¢) is expressed as
Eq. (5),
N N
(0, 0) = ZZ exp(—i(¢(Xm> y,) +kDsind x ((m —1/2) cosp + (n — 1/2) sing)))
m=1 n=1
5)
where / represents the length of the element. The phase ¢(xy,, y») contains the

phase of the unit itself ¢, (X, yn) and the phase difference caused by the propagation
distance ¢q(Xm, Yn). Furthermore, the directivity Dir(0, @) can be expressed as

Eq. (6),

2 ()2
Dir(0, ¢) = 47|F(6, 9)| /J JO IF(6, ) sin 0d0de ©6)
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Figure 5.

The incident field analysis of Feed 1: (a) the phase distribution of the transmitarray itself, (b) the phase
distribution caused by the propagation distance, (c) the superimposed phase distribution, (d) the amplitude
distribution, and (e) the 3-D pattern. Reprinted with permission from Ref. [22]; copyright 2022 IEEE.

According to the above derivation, Figure 5 shows the incident field of Feed 1.
Figure 5a shows the phase distribution of the array itself, Figure 5b shows the phase
distribution caused by the propagation distance, Figure 5c¢ shows the superposition of
Figure 5a and 5b, Figure 5d shows the amplitude distribution, Figure 5e shows the 3-
D pattern. Compared to Figure 5b, the phase distribution of Figure 5c is improved.
Therefore, the beam shown in Figure 5e can achieve high directivity, and the peak is
18.8 dB.

Figure 6 shows the incident field analysis of Feed 2. Figure 6a shows the phase
distribution of the array itself, Figure 6b shows the phase distribution caused by the
propagation distance, Figure 6¢ shows the superposition of Figure 6a and 6b,
Figure 6d shows the amplitude distribution, Figure 6e shows the 3-D pattern. Com-
pared to Figure 6b, the phase distribution of Figure 6c is improved. Therefore, the
beam shown in Figure 6e can achieve high directivity, and the peak is 18.8 dB.

3. Realization of the interferometric phase transmitarray

The unit of the interferometric phase transmitarray is shown in Figure 7. The
metal layer contains a square ring and patch as shown in Figure 7a. The overall
structure is five dielectric and six metal layers arranged alternately, as shown in
Figure 7b.
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Figure 6.

The incident field analysis of Feed 2: (a) the phase distribution of the transmitarray itself, (b) the phase
distribution caused by the propagation distance, (c) the superimposed phase distribution, (d) the amplitude
distribution, and (e) the 3-D pattern. Reprinted with permission from Ref. [22]; copyright 2022 IEEE.

=== Metallic layer
=== Dielectric layer

L

(a) (b)

Figure 7.
The view of the unit. (a) Top view. (b) Overall view. Reprinted with permission from Ref. [22]; copyright 2022
IEEE.

The substrate adopts F4B, and its dielectric constant is 2.65. The thickness of the
substrate is # = 1.5 mm. p = 4 mm is the unit period, and ¢ equals 0.05 mm. Size a
represents the side length of the square metal patch, which is related to the transmis-
sion characteristics of the unit. Eight units with different 4 are for comparison.
Figure 8a shows that the phase change of the unit contains 300°. It can be seen from
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Figure 8.

Transmission characteristics of the unit: (a) phases, (b) amplitudes. Reprinted with permission from Ref. [22];
copyright 2022 IEEE.

Figure 8b that the transmission amplitude of the unit is higher than —2 dB, which
indicates the EM waves can pass through the unit efficiently.

Utilize s a patch antenna as the feed. The substrate adopts RuiLong, and its
dielectric constant is 2.2. Figure 9a shows the physical structure of the patch antenna.
The parameters are pa = 4.5 mm, pb = 3.4 mm, and pl = 14 mm. To connect the
adapter, two air holes with a radius of 1 mm are drilled on the substrate. Figure 9b
shows the radiation pattern of the patch antenna at 25 GHz, and the realized gain is
7.3 dBi.

Establishing a CST Microwave Studio model. Figure 10a shows the phase distri-
bution of the interferometric phase transmitarray, and Figure 10b shows the simula-
tion model. Figure 10c and d illustrate the 3-D radiation patterns when the two feeds
are excited respectively, and the realized gain of the proposed transmitarray antenna
is 18.4 dBi at 25 GHz. Moreover, the radiation patterns shown in Figure 10c and d are
symmetric about the yoz-plane.

The above results show that when multiple EM waves radiate toward the array, all
the transmitted waves are formed into high-directivity beams. This process is charac-
teristic of the transmitter of the MIMO system integrated by interferometric phase
transmitarray. Next, analyze the characteristics of the receiver. When the plane wave
illustrates the interferometric phase transmitarray vertically, the transmitted plane

(a)

Figure 9.
(a) The physical structure of the patch antenna. (b) The simulated radiation pattern. Reprinted with permission
from Ref. [22]; copyright 2022 IEEE.

239



MIMO Communications — Fundamental Theory, Propagation Channels, and Antenna Systems

Phase (deg) g2
. 360

-32 0 32
x-axis (mm)

(b)

dBi
18.4 -

12.9

7.44

1.98
0

-5-29

l—u -11.6
(d)

Figure 10.

(a) The Phase distribution of the interferometric phase transmitarray, (b) the CST Microwave Studio model,

(c) when the right feed is excited, the 3-D pattern at 25 GHz, (d) when the left feed is excited, the 3-D pattern at
25 GHz. Reprinted with permission from Ref. [22]; copyright 2022 IEEE.

‘Vacuum

] Plan wave _ L.

(a)

Figure 11.
Simulation setup in CST time-domain solver. (a) xoz plane view. (b) 3D view.

wave will be scattered and focused to two places. The proposed transmitarray is
discretized and simulated using CST Studio Suite with the setup illustrated in

Figure 11. Set the plane wave radiated along the z-axis to illuminate the transmitarray.
A xoz plane square vacuum without thickness, as shown in Figure 11a, is set above the
transmitarray to observe the focuses.

240



Interferometric Phase Transmitarray for Millimeter-Wave MIMO System
DOT: http://dx.doi.org/10.5772 /intechopen.112468

V/m
H 5
(6}
Focus 1 Focus 2
(-18mm, 0, 24mm) (18mm, 0, 24mm)

Figure 12.
The E-field distribution of the interferometric phase transmitarray under plane wave illumination.

Set up the e-field monitor and the simulated result is shown in Figure 12. It can be
seen that when the plane wave illustrates the interferometric phase transmitarray
vertically, the e-field will form two focuses, and its central coordinates are (—18 mm,
0,24 mm) and (18 mm, 0, 24 mm).

In summary, when multiple EM waves radiate toward the transmitarray, all the
EM waves are beamforming into high-directivity beams. When the plane wave illus-
trates the interferometric phase transmitarray vertically, the e-field will form two
focuses, and its relative positions are consistent with the relative positions of the two
feeds. These characteristics successfully enable the interferometric phase
transmitarray to achieve the MIMO system, as shown in Figure 2.

4. Fabrication and experiment

To verify, a transmitarray and two patch antennas were fabricated. Figure 13
shows that the prototype is verified in the anechoic chamber.

TS

Figure 13.
The prototype is verified in the anechoic chamber. Reprinted with permission from Ref. [22]; copyright 2022 IEEE.
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Figure 14.

(a) The simulated and measured patterns of the patch antenna at 25 GHz. (b) The simulated and measured [S,,|
of the interferometric phase transmitarray excited by the patch antenna. Reprinted with permission from Ref. [22];

copyright 2022 IEEE.

Figure 14a shows the patterns at 25 GHz of the patch antenna, and the simulated
and measured curves are similar. Figure 14b shows the simulated and measured |Sy]|
of the interferometric phase transmitarray excited by the patch antenna.

Figure 15 shows the simulated and measured patterns at 25 GHz of the interfero-
metric phase transmitarray excited by the patch antenna. The simulated realized gain
is 18.4 dBi, which is 0.9 dBi higher than the measured realized gain. In addition, the
simulated and measured sidelobe level is around -15 dB, within a reasonable
range. Minor differences between curves are mainly caused by the measurement

environment.

5. MIMO behavior

To evaluate the performance of the proposed interferometric phase MIMO system,
a same-size unifocal transmitarray antenna with a focus on (18 mm, 0, —30 mm) is
introduced for simple comparison. Figure 16 shows the simulated pattern.

20r ——Sim. | 200 ——Sim. |
Mea. Mea.
= 10} = 10}
= =
s N z
g of \1 f '\\ 1 § of ,\
e = gV /
z X E n/ /
T -10f \,‘J \ 1 §-10}
(= [
-20 B 1 1 1 1 1 —20 L 1 1 I i 1
-90 -60 -30 0 60 0 9o -60 -30 o] o 60 0
9 o 3 0oy 3 9 9 3 o) 3 9
(a) (b)
Figure 15.

The simulated and measured patterns at 25 GHz of the interferometric phase transmitarray excited by the patch
antenna. (a) xoz-plane. (b) yoz-plane. Reprinted with permission from Ref. [22]; copyright 2022 IEEE.
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The simulated pattern of the unifocal transmitarray antenna at 25 GHz.
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Figure 17.
The simulated 3D pattern of the unifocal transmitarray antenna at 25 GHz.

Figure 17 shows the 2 x 2 MIMO system integrated by four unifocal transmitarray. It
is assumed that the distance between two unifocal transmitarrays on one side is 100 mm
and the transmission distance is 1000 mm, then the angle of the cross weak channels is
0 = 6°. Figure 18 shows the simulated xoz-plane pattern of the unifocal transmitarray
antenna at 25 GHz. It can be seen from Figure 18 that when 6 = 6°, the gain is 15.2 dBi.
The channel capacity can be calculated by Eq. (7) as follows

C =Blog2(1+ S/N) (7)

where B is bandwidth, and S/N represents signal noise ratio. In MIMO links, the
higher the receiving power, the greater the S/N, and the larger the channel capacity.
The receiving power can be expressed as Eq. (8).

eNewrs

Br=h 1672d°

(8)
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Figure 18.
The simulated xoz-plane pattern of the unifocal transmitarray antenna at 25 GHz.

where P, and P, represent receiving power and transmitting power, G, and G,
represent the gain of the receiving antenna and the transmitting antenna, A, is the
wavelength in free space, and d is the distance between transmitter and receiver.

Therefore, the channel capacity is positively correlated with the gain of the
receiving antenna and transmitting antenna. To compare the two MIMO systems in
Figures 1 and 2, it is assumed that all environments are the same, except for antenna
gain differences. The gains of the receiving and transmitting antennas in the 2 x 2
MIMO system integrated by interferometric phase transmitarray are all 18.4 dBi.
Normalize the channel capacity of each link to 1, and the channel capacity of the 2 x 2
MIMO system is 4. By comparison, there are two strong channels and two weak
channels in the 2 x 2 MIMO system in Figure 17. The gains of the receiving and
transmitting antennas are 19.5 dBi in strong channels and 15.2 dBi in weak channels. In
the 2 x 2 MIMO system in Figure 17, the 18.4 dBi of the antenna gain is still used to
normalize the channel capacity. After normalization, the channel capacity of the
strong channel is 1.056, and the weak channel is 0.823 in Figure 17. Therefore, the
channel capacity of the 2 x 2 MIMO system in Figure 17 is 3.758, which is lower than
the 2 x 2 MIMO system integrated by interferometric phase transmitarray. In addi-
tion, the distance between transmitter and receiver d will also affect the channel
capacity of the MIMO system in Figure 17. Since when d decreases, the angle of the
cross weak channels € increases, resulting in a decrease in antenna gain in weak
channels. When d increases, the result is the opposite.

Therefore, through simple comparison, it can be found that the channel capacity of
the 2 x 2 MIMO system integrated by interferometric phase transmitarray is higher
than the 2 x 2 MIMO system integrated by unifocal transmitarray.

6. Conclusions

The proposed interferometric phase transmitarray can adjust two EM waves to the
boresight of the transmitarray. When the plane wave illustrates the proposed
transmitarray, the transmitted plane wave will be scattered and focused on two
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positions. The MIMO system integrated by the interferometric phase transmitarray

breaks the limitations of weak channels in conventional lens MIMO. In addition, the
proposed method of the MIMO system can be extended to more channels.
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Chapter 12

Multi-Cluster-Based MIMO-OFDM
Channel Modeling

Xin Li and Kun Yang

Abstract

In this chapter, the physical propagation environment of radio waves is
described in terms of scattering clusters, in which each cluster could include many
scattering objects. We use each single distant scattering cluster to study the charac-
teristics of channel second-order statistics (CSOS) and build the multiple-input and
multiple-output (MIMO) radio channels in accordance with the correlation properties
of the channel. In this approach, each distant scattering cluster contributes a portion
to the Doppler spectrum and corresponds to a state-space single-input and single-
output (SISO) channel model. A MIMO channel model is then constructed by
connecting multiple SISO channel models in parallel, in which a coloring matrix is
used to adjust the channel spatial correlation properties between the SISO channels. A
MIMO-OFDM (orthogonal frequency-division multiplexing) channel model is
obtained in the same manner. This time, however, another matrix is used to adjust
the channel spectral correlation properties between the MIMO channels. This
approach has three advantages: Simple, the entire Doppler power spectrum can be
formed from multiple uncorrelated distant scattering clusters, and the channels con-
tributed by these clusters can be obtained by summing up the individual channels. In
this way, we can reassemble the radio wave propagation environment in a simulated
manner.

Keywords: channel second-order statistics, Cauchy-Rayleigh cluster, Rayleigh
cluster, AOA, AOD, TOA, AR model, phase-shift method, SISO, MIMO,
MIMO-OFDM, state-space model

1. Introduction

IN radio communications, from the traditional voice telephony to the current
communication multimedia, to the future augmented reality (AR), virtual reality
(VR), mixed reality (MR), and Internet of everything (IoE), the historical process
shows that the increasing demand for higher data rates is the fundamental factor
driving the development of communication technologies and methods.

One of the biggest challenges in radio communications is how to model radio
channels. A radio channel refers to the influence of the propagation medium of
electromagnetic (EM) waves on the signal from a transmitter to a receiver.
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Figure 1 depicts a typical terrestrial radio propagation environment. The basic
characteristic of radio channels is fading, large-scale, and small-scale fading", which
can be classified as distance loss, shadowing, and multi-path fading. Among them,
multi-path fading is known as small-scale fading, and its characteristics vary with
time, and change over frequency and space. That is, due to the multi-path propagation
of EM waves, power-limited transmitted signals will be distorted at a receiver over
time, frequency, and space simultaneously.

To better understand the mechanism behind the distortion, this physical phenom-
enon needs to be studied. Geometry-based stochastic multiple-input and multiple-
output (MIMO) radio channel modeling was a hot topic [1-4]. The idea of this
approach is to map the spatial location of scatterers in a cluster to an angular distri-
bution of power through the trigonometric relationship among the scatterers, cluster
center, and receiver or transmitter. Furthermore, the angular distribution of power
has certain statistical properties if the cluster obeys a specific probability distribu-
tion [1, 2]. Hence, from an intuitive point of view, this approach is simple and
straightforward.

A distant scattering cluster results in small variation in the angle-of-departure/
angle of arrival (AOD/AOA) and produces a narrowband Doppler spectrum both at
the base station (BS) and at the mobile station (MS) [5]. This can be used to explore
the computation of the channel second-order statistics (CSOS) with a small angular
approach, and this approach is suitable for the decomposition of the Doppler power
spectrum into small uncorrelated portions.

Radio wave measurements indicate that the power azimuth spectrum
typically has sharp, narrow peaks over a small range of angles [3, 4, 6, 7]. Each
measurement has been modeled as a Laplace angular distribution [3, 4, 8-10].

Some measurements display smooth peaks [6, 11], which could be modeled by other
distributions.

Base station

Reflection

ent
Diftraction P o

4 Mobile unit

Figure 1.
A typical mobile radio scenario for multi-path propagation in a tervestrial radio propagation environment.

! Tt refers to the concept of distance described in terms of wavelengths.
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In this chapter, the sharp peaks in the angular spectrum are modeled as Cauchy
angular distributions of power and the smooth peaks are modeled as Gaussian angular
power distributions. Other distributions can be approximated as weighted sums of
Gaussian angular distributions of power or the combination of Gaussian and Cauchy
angular distributions of power [5].

Although the Cauchy power distribution function (PDF) has fat tails as compared to
the Laplace PDF, it could be used to achieve our goal if most of the power (such as 90%
or more) is concentrated in a smaller angular range. Geometrically, it can be interpreted
as that most of the scattering objects are located around the center of a cluster, while the
rest contributes a much smaller amount of power to the antennas, which can be ignored.
This idea can be used for truncated Gaussian angular power distributions as well.

It has been identified that, for a Cauchy angular power distribution function
(APDF), the corresponding cluster has the following property: The distance between
the cluster center and the scattering objects should obey the Cauchy-Rayleigh distri-
bution [12], and for a Gaussian APDF, the corresponding cluster has the property that
the distance between the cluster center and the scatterers should follow the Rayleigh
distribution [13]. They are named as the Cauchy-Rayleigh cluster and Rayleigh clus-
ter, respectively (Figure 2).

Based on the trigonometric relationship among transmitter, scatterers, and
receiver, the APDFs of these two types of scattering clusters can be derived. In
addition, the spatial-temporal correlation function is integrable according to the
obtained APDF. The analytical solution, or closed-form solution, will be
associated with a distant scattering cluster, i.e., the solution will depend on the
characteristics of a given geometrical cluster. Furthermore, to be able to model a
state-space MIMO channel, the correlation function needs to be separated into
disjoint two parts, a temporal term over the movement and a spatial term over the
antenna.

06 T 10 : i
—— Laplace PDF f —aplace POF
= = = Cauchy POF Al == = = Cauchy POF

Figure 2.
Laplace power distribution function (PDF) g, (x) = 2e~™ and Cauchy PDFf  (x) =2 st Where = 0.634,
special case of parametrization.
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The beauty of this approach is that the expression of the channel second-order
statistics can eventually be integrable. This analytical solution can be broken
down into the temporal dynamics and spatial correlation parts of the channel.
Depending on the type of cluster, the temporal dynamics part will be
approximately modeled as an autoregressive order one (AR(1)) or an
autoregressive order three (AR(3)) model, and the spatial correlation part will be
described using the Kronecker matrix. An autoregressive order two (AR(2)) model
can also be used if the requirement for approximation is acceptable. Therefore, one
can construct the state-space MIMO/massive MIMO channel models, as well as
the multi-cluster state-space MIMO-OFDM (orthogonal frequency-division
multiplexing) channel models.

2. MIMO system

Figure 3 depicts a M, x M; MIMO system, where M, and M; denote the
numbers of receiving and transmitting antennas, respectively. This system has a total
of MM, links between the BS and MS, in which each link is referred to as a radio
channel.

Without loss of generality, a narrow-band, time-invariant channel model is used to
compute the spatial correlation matrices. In this case, the channel matrix can be
represented by [14].

hi  hn hin,
ha hyp hom
H= ) ' (1)
hma  hmo ha,m,
h,,
e R e ety
X ()| S \‘{721 \}17,_,. 7 L vi(®)
N B Tl 7
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o) | STt 20
- \‘\- éf,/ N // \'\-.:\\\x - —
h \}“\)\ //‘y'\‘ ///
I el /< ]
: TN :
I e // . “~ / 1
1 -~ ~ . 1
1 @\/ // ~ '\‘ 2 1
X\/\///’ ~ \%‘/
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.V S N
Xp(1) Y, ()
BS MS
M, Antennas M, Antennas

Figure 3.
A MIMO system, M; antenna elements at the BS and M, antenna elements at the MS.
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where the elements /;; are the amplitude and phase change over the link between
the izh MS antenna and the jt# BS antenna.

To obtain the channel spatial correlation coefficients at the MS, we choose two
arbitrary elements from a certain column of H, %, hj, here and calculate the expec-

tation value of the product of these two gains, i.e., E [h,-khj’};} .

Usually, the distance between a transmitter and a receiver is quite large, so both
transmitter and receiver will only be affected by scatterers in their vicinity. Therefore,
the scatterers around the transmitter are uncorrelated with the scatterers around the
receiver. That is, the spatial correlation between two arbitrary antennas at the MS
does not depend on the transmitter antennas at the BS, but only depends on the
antenna pair. Hence, the value, E [hikh;,;} , can be assumed to be independent of k.

All coefficients are then defined by
20 = B |hah, | @)

Obviously, VZI»S = V]NZIS by this definition. Therefore, the corresponding spatial
correlation matrix, a square matrix of order M,, is represented by [14].

MS MS MS

a2 ot Tim,
/MS MS ,MS
V cee
2,1 2,2 2,M,
Ruys = | ~ o o 3)
MS MS MS
™™,1 M2 T TMM,

Similarly, the channel spatial correlation coefficients at the BS can be given by

BS BS BS

i it Tim
Rps = Vlz?’sl 712?’% VZB’?VI‘ 4)
Tha "Mz T ThM,
where all elements 755, are defined by
P = E [y (5)

in terms of the channel gains %y, and %;,, which are selected from a certain row of
H, here m,ne{1,2,---,M;},1€{1,2,---,M, }.

Finally, based on the assumptions that Egs. (2) and (5) are independent of k
and 1, respectively, the spatial correlation matrix of the MIMO channels is given
by [14].

RMIMO =F [vec (H) vec (H)H:| = RBS 024 RMS (6)

where ® denotes the Kronecker product, vec [-] represents the vectorization of a
matrix, which converts all elements of the matrix into a column vector.
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3. Channel second-order statistics

Consider a MIMO system in which the BS has M, antennas, the MS has M, anten-
nas, and the BS is fixed, while the MS is moving. Then, the spatial-temporal-spectral
correlation function of a MIMO-OFDM channel can be expressed as [15, 16].

Ch(8tudodady) = | £, s prrjeeteottin o
a,p,t ” 7

« e/Zﬂ(d,cos(a+ao)+fDAt cos(a+ag 7},))€7j2”df7dadﬂd‘[

where f; is the Doppler frequency, At is total time separation, and f , At is the
MS moving distance. f is the AOD and f, is its mean, « is the AOA and ay is its
mean, and y is the angle between the moving direction and the antenna array, as
shown in Figure 4. d; = m,Ad, is the antenna spacing at the BS,
m; €{0,1, ---,M; — 1}, Ad, is the spacing between two adjacent antenna sensors.
d, = m,Ad, is the antenna spacing at the MS, m, € {0, 1, -, M, — 1}, Ad, is the
spacing between two adjacent antenna sensors. dy = m;Af is frequency separation,
Af denotes the frequency difference between two adjacent sub-carriers, and the
sub-carrier frequencies are defined by f;, = f, +iAf, forallie {0,1,2, ey My — 1},
here f is the frequency range and My denotes the number of sub-carrier
frequencies required for transmission. The difference between two frequencies f; and
fj is denoted by m; = j — i. Hence, my € {0,1,2, ---,My — 1}. When m; = 0, it repre-
sents a single-carrier modulation system, the so-called MIMO system. f, ; (a,$,7)
denotes the joint angular-delay power distribution function, here, 7 denotes the
time delay.

By assuming the independence of @, #, and 7, the joint angular-delay PDF

fa,ﬁ,r(a’ p,7) is separated intofa’ﬂﬂ(a, B, 7) :fa(a)fﬂ(ﬁ)ff(r), here f (a) is the APDF of

M, Antenna Sensors M, Antenna Sensors

Figure 4.
A distant cluster with an M, x M, MIMO antenna array, l, is the distance between the scattering object Sy and the
cluster center O.
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the AOA, f;(f) denotes the APDF of the AOD, and f (z) is the delay power distribu-

tion function (DPDF) of the time-of-arrival (TOA).

This assumption is reasonable because usually radio signals pass through more
than one scatterer in a cluster from a transmitter to a receiver, which means that a,
are independent. 7 denotes the TOA, which is independent of @ and f. Therefore,
Eq. (7) becomes,

Ch (Atadt,dr,df) = J f )fﬁ( )_f ( )€j2ﬂd,c0s(/)’+/30) (8)

XejZn(d,cos(a+ao)+fDAt cos(a+ag— y))eﬁszlf ’dadﬂdr

which two special cases are highlighted below,

* the channel temporal dynamic function is denoted by R, (At)

R, (At) = C,(A1,0,0,0) = J £ (@) piteostetar) gy )

a

* the spatial-temporal correlation function is denoted by Cj,(At, d;,d,, 0)

Ch (At, dt;dr: 0) _ J f (a)f/j (ﬁ)ejanr cos(/)‘+/}0)ejZn(dycos(a+ao)+fDAt cos((x-‘r(lo—y))dadﬂ (10)
ap

A distant scattering cluster causes the AOA and AOD to vary over a small angular
range. This motivates us to approximate the CSOS in Eq. (8) and allows us to study its
characteristics in a small angular range. Using the Taylor expansion’, for all angles a
and g close to zero, the following approximate trigonometric identities are obtained,

cos (a + ag) = cos (a) cos (ag) — sin (a) sin (ap)
~ cos (ag) — asin (ag)

(
cos (B + fy) = cos (fy) — Bsin (B)

cos (a+ag —y) = cos (ag —y) — asin (ag — 7)

(11)

Substituting Eq. (11) into Eq. (8), an approximate channel spatial-temporal-spec-
tral correlation function is obtained. This is the first time to approximate this expres-
sion. The notation C;, (At, d;,d,, df) is used to represent this approximation,

Ch (At, dta dﬁ df)

Q

Eh (At)dhd;”df)
B J fa fﬂ ﬂ)f e]27tdtcos (o)

Xe_]zﬂd’ sin(f, /ie]Zﬂ(drcos ao)+fDAtcos(ao—y))

(12)

xe I (dysin(ao)+fp At Sin("‘o77))a67j2”df'7dadﬂdf

2 For small e, cos(e) = 14 O(e?) and sin(e) = e + O(e?).
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Considering the channel spatial-temporal correlation function C,(At,d;,d,, 0), the
separation of antenna spacing and motion into disjoint parts is an essential step to
model a MIMO channel with a state-space representation.

However, the Cauchy angular distribution-based analytical solution contains an
absolute sum of terms in the exponent related to antenna spacing and movement, in
which the sign of the absolute value needs to be removed, while the Gaussian angular
distribution-based solution has a cross-term that is related to the antenna spacing and
motion, which can neither be classified as channel temporal dynamics nor as spatial
correlation [12, 13].

To separate antenna spacing and motion (channel dynamics) while avoiding errors
caused by unnecessary further approximations [12, 13], a linear transformation is
introduced to handle this separation. Since this linear transformation eventually
affects the phase of the CSOS, it is called the phase-shift method.

4, Linear transformation

Mathematically, the linear transformation approach implies converting the current
Cartesian system to another system. In the new system, the antenna spacing and
movement can be separated into error-free disjoint parts, and the channel character-
istics can then be modeled using a state-space representation. Finally, an inverse linear
transformation is performed to convert the channel properties back to and represent
them in the original system.

To study the channel correlation properties caused by distant scattering clusters,
the correlation related to the MS was approximated by the AOA near zero degrees
around the angles ap and ag — 7, as expressed in Eq. (12).

As depicted in Figure 5, this approximation means decomposing the
movement and antenna spacing into a phase change on OA and a damping change

Figure 5.
The motion vector is decomposed into a phase change on OA and a damping change on AW, where AB and EF
denote the antenna arrays, and a, B, E, F are antenna sensors.
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on AW in accordance with the moving direction, in which the lines OA and AW
are orthogonal.
Let AG = dag, GH = dgy, AU = dpy, and UW = dyw, then,

dac +dcu = scos(ag — y) +d, cos(ag) (13)
dau + duw = ssin(ag — y) + d, sin(ag)

Geometrically, Eq. (13) interprets the meaning of the approximate expression in
Eq. (12). Alternatively, AW can be considered as the result of AD projection.
Let AD = dap = «, then the right triangle relationship shows that,

_ ssin(ag —y) +d, sin(ap) sin(ag)
= cos(90° —ag +7y) $+dr sin(ag — 7) (14)

This can be regarded as that antenna A moves to D, but its real position is at E.
Hence, the changed phase will cause Eq. (12) to become

6;(At,<, dt, dr, 0) — e—jZ/rdy sin(y)/ sin(ao—y)ejbzdt Cos(/fo)ejbngAtK cos(ao—7y)

) ) ) ) 15
X J /}f{l(a)fﬁ (ﬂ)e—]an, sm(/io)/}e—]anDAtK sin(ag —y)adadﬂ ( )

in the new system.

Obviously, in the new system, the spatial correlation of the MS-related channels is
represented by a phase rotation. In this way, we do separate the movement and
antenna spacing into disjoint parts.

Moreover, this phase rotation is not related to the antennas at the BS. Thus, the
Kronecker product can be used to construct the state-space MIMO channels [17].

The phase-shift approach provides an alternative way to study the same problem.
By changing variables, an error-free and simple method is found to separate the
movement and antenna spacing, in which the channel spatial-temporal correlation
function can be regarded as the product of the phase rotation and channel temporal
dynamics shifted by a value along the moving direction.’

5. Geometry-based approach
In this section, two APDFs are presented. They are obtained based on Cauchy-

Rayleigh and Rayleigh clusters. This geometric approach provides an intuitive way to
map scattering objects in a cluster as an angular distribution of power.

5.1 Cauchy-Rayleigh cluster

Given a distant Cauchy-Rayleigh cluster, the Cauchy APDFs are obtained
according to the geometric relations shown in Figure 4 [12],

~AfC _l o T _1 Ny
fa(a)Nf(x(a) - T ;1% _|_a2’ f/}(ﬁ)"‘fﬂ(ﬁ) - T ﬂtz +ﬂ2 (16)

® It can also be considered as the time delay of the channel dynamics.
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where [-]° indicates that the APDF is obtained in terms of the Cauchy-Rayleigh
cluster, the parameters, , = {/dop, and 5, = {/dom,,dos, = OB1,dom, = OM;, are
used to control the angular width of these two distributions, respectively. { > 0 is the
dispersion of the Cauchy-Rayleigh distribution.

Obviously, both % (a) and f;(ﬂ) in Eq. (16) are defined on [—z, 7], and they are
not proper Cauchy angular power density functions because the Cauchy probability
density function is defined over the infinite interval (—oo, oo). Hence, it is necessary
to extend the integral from [—z, 7] to (—oo, o0) to use them to participate in the
calculation of the integral.

Since f7, () and f;(f) in Eq. (16) represent the angular powers of the MS and BS,
which are similar, the discussion will focus only on the AOD. The same conclusions
can be obtained for AOA.

Clearly, f;}(ﬂ) is truncated tails, which lead to

Jf f(Baps1 (17)

However, if the intervals (—oo, —z) and (7, oo) contain much less power, then
f5(B) in Eq. (16) is a suitable approximation.

Assuming that in the interval {fﬂy%, ﬂy%} R Pz contains y% power, then the fol-

lowing equation describes the relationship among the critical angle, the power, and
the width of the distribution,

R T Fre 18
G = y 1) ﬁ_;arctan o (18)

e, fyy = tan (ﬂp; /z) ;. Assuming P = 90%, then fggy = 6.31387,. Similarly,
909 = 6.3138y, for P, = 90%.

Moreover, 90% of power within the angular interval 239,, means that the intervals
(—00, —B909s) and (Bgge,, o) contain at most 10% of the transmitted power. With this
in mind, the possibility of extending the angular interval from [z, #]to (—oco, o) is
explored next.

Based on the formula,

T e 2 /2
P) = [ f30p =2 areran (%) 19)
- 7 u
and fgqe, = 6.3138,, the following table is obtained.
Table 1 indicates that for each critical angle foy,,, the interval [—z, z] contains
almost all the power contributed from the cluster. Therefore,

2arctan(Z) = [ ryans| 000 =1 20)

Moreover, the assumption of a small angular range with most of the power will
help one to obtain the following characteristic function as well,
D(w) = J 1y (ﬁ)e’j’”ﬂdﬂzj f(Be7™ap (21)

¥4

260



Multi-Cluster-Based MIMO-OFDM Channel Modeling
DOI: http://dx.doi.org/10.5772 /intechopen.112190

Poos 1° 5° 10° 15° 20° 30°

n; 0.003 0.0134 0.028 0.042 0.055 0.083

P(n,) 0.999 0.997 0.994 0.991 0.989 0.983

Residue 0.1% 0.3% 0.6% 0.9% 1.1% 1.7%
Table 1.

The widths 1, and the corresponding powers.

Eq. (21) indicates that if some power is left out in one domain, then the same small
amount will be missing in the other.
Therefore, Eq. (21) can be used to solve the integrals in Eq. (15) as

&, (22, sin %))z]ﬂf; (B)e e siibos g 2)

which is known,

é;K (AtK, dt, dr’ 0) _ 872nntd,| sin(ﬂo)lejZﬂdt cos(ﬁo)eijﬂd, sin(y)/ sin(ao—7)

Xeizmth At | sin(ag—y) |€j2nfDAt,( cos(ap—7) (23)
and the channel dynamic function,
RZK (AIK) _ aZx (AIK,O,O,O) _ e*Z”anDAm Sin(ao*}')leﬂllfDAtx cos(ap—y) (24)

According to Eq. (23), a specific expression of each element of Rgs in Eq. (4) is
assigned,

/5BS d) = e~ 27midi| sin(Bo)l yj2nd; cos(Bo ) (25)
and the notation R§g is to replace Rgs. Furthermore, all elements of Rys in Eq. (3)
will have the following specific expression,

V?;S (dr) _ eijnd, sin(y)/ sin(ao—y) (26)

Eq. (26) indicates that the spatial correlation between MS channels will depend only
on the antenna spacing d, but not on the cluster type. Thus, the notation Ry;s will be kept.

5.2 Rayleigh cluster

Similarly, given a distant Rayleigh cluster, the following approximate Gaussian
APDFs are derived [13],

1 = I
f:’(a)ix/z_ing,e s f;(ﬂ)*\/z—)wt@ (27)

where [-]" indicates that the APDF is obtained from the Rayleigh cluster,
6; = 6/dog,, 6, = 0/dom,, and o is obtained from the Rayleigh distribution.

As described in the previous section, the truncated Gaussian APDFs can also be
extended from # to infinity, and the analytical solution of the CSOS, denoted by the

notation C’ZK(AtK,dt,d,, 0), is obtained by substituting Eq. (27) into Eq. (15) [13],
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é;;K (AtK, d;,d,, 0) _ e—ZnZGZZd,Z sinz(lio)ejhd, cos(lio)e—jZﬂdV sin(y)/ sin(ag—y)

27262 sin?(ao—y )f L AL j2 — A (28)
xe v DAL of 7 cos(ag—y )f p Atk
and the channel temporal dynamic function is
I’é;x (AtK) _ 6—27520-3 sin%(ao —y)fzuAtzejZﬂ cos(ag—y)f pAte (29)
Thus, each element of Rg can be given by
V:;ll?ns (dt) _ efznzafdf sinz(/;’o)ejZﬂdz cos(fy) (30)

and all elements of Ry are also given by Eq. (26).

6. AR-based state-space channel model

In the previous sections, two types of scattering clusters were introduced to obtain
the analytical solutions of the CSOS. These two analytical solutions were decomposed
into the product of channel temporal dynamics and spatial correlation. In this section,
the channel temporal dynamics will be approximated as an AR(p) model, by which, a
state-space MIMO channel model can be constructed for fitting the channel spatial-
temporal correlation function.

A state-space model describes a dynamic system associated with the input, state
variables, and output. The system input and output are linked by a state vector which
is determined by a state transition matrix, and the last variable in the state vector will
be the contribution from the cluster to the channel.

That is, for each scattering cluster, an AR(p) model is used to describe the MIMO
radio channel temporal dynamics, and the Kronecker correlation matrix is employed
to characterize the channel spatial correlation.

A coloring matrix is used to drive input Gaussian noise innovations to create
channel spatial correlations, and the coloring matrix is determined by the channel
correlation properties of the BS and MS described by the Kronecker product.

6.1 AR(p) model

An AR(p) model specifies that the output variable depends linearly on its previous
values. It is a very ordinary model and has a wide variety of applications in time series.
One of the significant features of an AR(p) model is that it can be transformed into a
state-space representation. Therefore, a large number of approaches in the control
domain can potentially be applied to MIMO channel modeling and be used to study
radio channels.

An AR(p) model can be represented by [18].

P
X =y piri+w (31)
i1

where ¢y, -+, ¢, (d)p/: O) are complex coefficients and wy, is a complex Gaussian

sequence CN (05 62). That is, the stochastic variable x; is defined as a linear combi-
nation of its previous p values of the series plus an innovation noise.
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In this section, Eq. (24) will be described by an AR(1) model, while Eq. (29) will be
approximated by an AR(3) model. Since Eq. (24) is itself an AR(1) model, its coeffi-
cient ¢ and standard variance cag() can be obtained directly from equations [12, 19].
The coefficient ¢; and standard variance cag(3) of an AR(3) model can be estimated
using the least-squares (LS) method [20] or computed using the spectral-equivalent
(SE) method [13].

In this way, a single peak on the Doppler spectrum corresponding to the contribu-
tion from a distant scattering cluster is modeled by an AR(p) model.* The advantage
of using an AR(p) model is that it can be directly parameterized by the properties of
the cluster, and it allows changing the angles in the simulation, which corresponds to
changing the directions of the mobile receiver.

6.2 SISO channel model

The AR(p) model given by Eq. (31) can be transformed into the controllable
canonical form [18, 21, 22] to obtain a state-space representation,

X1 = Axy + Bwy (32)
]’lk = CXk

whereB=1[0 0-- 0 1]Tisapx1,C=[0 0 - 0 1]isal x p vector, the out-
put s, = xp, is a scalar, the channel, and

[ Xe—p+1 | [0 1 0 - 0]
X—p+2 0 o 1 - 0
Xpr1 = PLA=
i (33)
X 0 0 0 - 1
L X1 | _¢p ¢p—1 ¢p—2 o ¢1_
T
X, = [Xep Xepyr v X1 Xk
The input vector B=[0 0 - 0 oagp)] " is redefined, i.e., the noise input will be

scaled by CAR(p)> then the variance of x;, is 1, i.e., 6}6 =1 [13]. It makes a lot of sense to
let x;, have unit variance before C and let C scale be the contribution from a cluster,
including path loss to /.

It must be noted that, in reality, the matrices A and B are time-variant because
both of them have angle-dependent elements. The angle g — y is used to describe the
moving direction to the cluster center, which may change all the time during the
movement.

However, these matrices are assumed to be time-invariant due to small movements
compared with the distance from the MS to the center of a scattering cluster. That is,
within some time slots, all matrices are approximately constant. This implies that

* The channel dynamics due to the Cauchy-Rayleigh clusters is modeled as an AR(1) model and it
approximately represents the channel dynamics due to the Rayleigh clusters by an AR(3) model.
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Figure 6.
Block diagram of the AR(p)-based state-space SISO channel model.

constant angles toward clusters, constant speed during the movement, and hence a
time-invariant environment is satisfied. This assumption is related to the stationarity
of x;, and h;, sequences as well.

The block diagram corresponding to the singe-input and single-output (SISO)
channel model in Eq. (32) is shown below,

Figure 6 is also known as the AR(p)-based state-space SISO channel model block.
In the block diagram, the inputs and outputs are scalars, described by a single line, and
double lines are used to represent vectors.

This is the simplest state-space model used to describe the channel temporal
dynamics and will be employed to construct state-space single-input and multiple-
output (SIMO) and MIMO channel models.

6.3 SIMO channel model

Based on the SISO channel model block shown in Figure 6, a state-space SIMO
channel model is constructed by connecting multiple SISO channel model blocks in
parallel, in which a correlated innovation process is employed to adjust the spatial
correlation between these SISO channel blocks, the SIMO channels, as shown in
Figure 7. This can be done by introducing ®y;,, an M, x M, coloring matrix. The
number of SISO channel model blocks required for the SIMO channels will depend on
the number of receiving antenna elements M,.

Mathematically, this parallel connection can be interpreted as the following

state—space representation,
w,[1] AR(p) Based h (1]
SISO Channel Block

W, 5 | h,
@, E ! —
a

AR(p) Based
w,[M,]| SISO Channel Block |/,[M, ]

..‘ XN I‘

Figure 7.
Block diagram of the AR(p)-based state-space SIMO channel model.
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X = Fsimoxk + \I;simow
slj'r-;a imo ¢ (34)
where the state vector x; € CPM, wj, ~ CN (0; 021y, ) € C™" are independent and

identically distributed (i.i.d), the channel vector and the driving noise vector are
expressed as

™ = 1] me2) - M) eCM 35)
Wy, = [wk [1] Wy, [2] e Wy [Mr]]TECMr
Moreover, the matrices I*° W™ and Q@ are defined by
A0 - 0
) A - 0
rme — IMr QA =
00 PM, xpM,
0 0
) 0O B - 0
e = (In@B)®y, = | Dy, (36)
00 B | i,
CcC 0 0
) 0 C 0
Q"M = Iy ®C=
0 0 M, xpM,

where I, is the identity matrix of size M,, | T pM, x M, matrix, and @y, is
the coloring matrix employed to control the spatial correlation properties between the
channels.

To acquire @y, we need to study the system output in Eq. (34). By definition, the

CE
auto-covariance matrix of channels R;, equals E {h“Zm” b ] . Simple algebra gives

R, = @\, P} = Rys.
The Cholesky decomposition method can be employed to solve the equation
‘I)qu)ﬁr = Rus numerically. This results in a lower triangular matrix with
strictly positive diagonal entries. For small M,, however, a lower triangular
matrix @y, can be found analytically [12]. Therefore, it significantly reduces the
computational complexity of getting all the elements in a closed-form representation.
The key idea of modeling the SIMO channel using the state-space representation is
the modular approach, i.e., just add the required number of SISO channel blocks to
form another bigger block called an AR(p)-based state-space SIMO channel model
block. This constructed block has an i.i.d. Gaussian noise input vector and a correlated
output vector, i.e., the SIMO channels.
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6.4 MIMO channel model

To build an AR(p)-based state-space MIMO channel model, the spatial correlation
properties at the BS will be added. Thus, based on the Kronecker matrix given in
Eq. (6), a correlated innovation matrix, a coloring matrix, is employed to characterize
the spatial correlation of the channels.

Similar to modeling the state-space SIMO channel model, a state-space MIMO
channel model is constructed by connecting multiple SIMO channel blocks in parallel,
as Figure 8 illustrates, in which @y, is the coloring matrix, and the number of SIMO
channel blocks needed for the MIMO channels will depend on the number of trans-
mitting antenna elements M;.

Mathematically, this block diagram can be implemented as the following state-
space representation,

Xpi1 _ rmimoxk + \Ifmimowk
‘ . (37)
hZ’llmO — szmoxk
where x;, € CPMM w, ~ CA(0;1) € CM™M: and h]"™ = vec (Hy), here
hell, 1] he[1,2] - hy1,M]
hel2,1]  he[2,2] - g2, M
H, = (38)
hk [Mra 1] hk [Mr: 2] hk [Mr: Mt]

and \primo Qyrimo [mimo gre defined by

w,[1] ( AR(p) Based

SIMO Channel Block

=
=
=
Demux

AR(p) Based
Wk[M,] SIMO Channel Block

.

Figure 8.
Block diagram of the AR(p)-based state-space MIMO channel model.

266



Multi-Cluster-Based MIMO-OFDM Channel Modeling
DOI: http://dx.doi.org/10.5772 /intechopen.112190

A 0 - 0
rmimo -1 A= 0 A - 0
=Ium ®A =
0 0 A PM, M; xpM, M,
B 0 0
. 0O B - 0
v = (Iym, @B)®um, = | | Pum (39)
0 0 B
0O - 0
Qmimo _ I C _ 0
=Ium ®C =
0 0 - C M, M, xpM, M,

where @y, is defined as a lower triangular matrix, which fulfills the condition,
(I)Mth(Df/[th = Rummo = Res ® Rus (40)

Similarly, the Cholesky decomposition method can be used to solve Eq. (40)
numerically. However, for a small size matrix ®u,y,, like a 2 x 2 MIMO channel
model, an analytical solution of a lower triangular matrix ®, is obtained [13, 19].

7. MIMO-OFDM channel model

The demand for multimedia services requires high data rates for communications.
However, in a single-carrier modulation system, this is limited by inter-symbol inter-
ference, which occurs due to time dispersion of channel caused by multi-path propa-
gation [23, 24]. A multi-carrier modulation technique, OFDM, is proposed to
overcome this problem. That is, OFDM is employed to the channels that exhibit a time
delay spread, or equivalently, have the characteristic of frequency selectivity.

Notice that the MIMO channel model presented earlier is used for narrow-band
and single-carrier frequency. In this section, as a promising strategy, a combination of
MIMO and OFDM technology is proposed to deal with the frequency-selective fading
channels, i.e., a wide-band MIMO channel model and a MIMO-OFDM channel model.

To this end, the so-called time delay factor is introduced to describe the delay
spread due to the two-dimensional (2D) scattering clusters, which will focus on the
spatial-temporal-spectral correlation properties of the channel and not only on the
spatial-temporal correlation characteristics of the channel.

7.1 Spectral correlation matrix

Let us define the elements of the channel spectral correlation matrix below,

1y (dr) = J F(R)e P de (41)

T
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then the spectral correlation matrix of size My x My can be represented by the
sequence 7y [my ],

7¢[0] re(1] re[Mp — 1]
g=| " vl (42)
-1 M2 )
where the diagonal element #[0] = [ f(z)d7 = 1. The above matrix will be used to

derive the coloring matrix for the MIMO OFDM channels.

7.2 Building a MIMO-OFDM channel model

Similarly, based on the MIMO channel model block, a MIMO-OFDM channel
model can be constructed. This time, however, a colored input noise vector for the
MIMO-OFDM channels is generated using the spectral correlation matrix Cy.

T
The vector h(t,fO)T h(t,fl)T h(t,fofl)T} is used to represent all of the

MIMO-OFDM channels. This results in the channels that are characterized by a
spatial-temporal-spectral correlation function.

In Figure 9, h[k, i] is a discretized representation of the continuous-time channel
vector h(kAt,f;), each dotted box represents a MIMO channel model, which includes
a total of M, M, state-space SISO channel blocks and one spatial correlation matrix
Dy, - Moreover, each block involves a single-carrier frequency, and this parallel

MIMO Block for Subcarrier i =0

AR(p) Based SISO

J_) Channel Block -I—fx[l,l]
E 2 [, 0]
: =
-I_) AR(p) Based SISO _|-)

Channel Block M, M,]

D, =:>

Demux

h,

§=>
MIMO Block for Subcarner i=M,

!
= :
E H
Q
o
AR(p) Based SISO
| Channel Block l—i[l 1]
0, D

M, M,
" hik, M, 1]

= D =

Demux

L AR(p) Based SISO
Channel Block h [M,.M,]

Figure 9.
Block diagram of the MIMO-OFDM channel model.
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connection will generate My frequency-selective channels. In addition, the block dia-
gram D is a square matrix of order My obtained from the spectral correlation matrix
Cr in Eq. (42). This matrix is employed to adjust the spectral correlation properties
between the MIMO channel blocks.

Mathematically, this state-space MIMO-OFDM channel model can be represented by

X1 = I'xy +WPw,

43
hk = ka ( )

where |h[k,0]" h[k,1]T - h[k, My — I]T]T € CMMM: 5 denoted by

hy, x;, € CPMMM: -y e CMIMM: 1 g 5 complex square matrix of order prMVMt, ¥ is
a prM,Mt x MyM,M; complex matrix, and Q is a MM, M, by prM,Mt real matrix.
The matrices IT', ¥ and Q are given by

r= IMf ®Fmim0,\ll _ D®\Pmimo,9 _ IMf ®Qmimo (44)

where p is the order of the AR model, ™™, ¥ and Q™™ are given by
Eq. (39), and D is defined as a lower triangular matrix that satisfies,

DD” = C; (45)

As mentioned earlier, the Cholesky decomposition method can also be used to
obtain all of the elements of the lower triangular matrix D. However, in the case of
two sub-carriers, simple algebra will result in the following closed-form solution.

1 0
, ] (46)

D=| | 2
rf [me] /1= |ry [my]|

Therefore, given a DPDF, the corresponding spatial-temporal-spectral correlation
function can be obtained. This will be presented next.

7.3 Cauchy delay PDF

Similarly, given a distant Cauchy-Rayleigh cluster, the delay PDF of TOA is
approximately equal to Cauchy [25],

1 n
‘(7) = R ——————— (47)
f‘r(T) f‘r(T) p ’72 + (T _ ?)2
where 7 denotes the average time delay,

2 2 2
dos, +dowm, n= w, cos(6o) = @on, + dow, = Ay, (48)

7= O
v, 2dop,dom,

and v, is the speed of light, 8, is the angle between the two edges B;O and OM;, as
illustrated in Figure 4. Notice that the time delay 7 is a non-negative variable. Hence,
Eq. (47) is valid only if the main area under the curve is in the positive direction of the
delay axis. In other words, the area under the tail in the negative direction of the delay
axis is small and can be ignored.
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Since { = agoedom, /6.3138, from Eq. (48), we get,

. 90061/ 2 + 2COS(90) 6101\/[1

6.3138 Ve

(49)

Notice that the ratio of dom, and v, is very small, the width of the delay power
distribution function # will be a very small value. Therefore, the integration of Eq. (47)
will be approximately equal to 1 over the interval [0, z.], and it can thereby be extended
to [0, oo). Here, 7, > Tmax is a number and 7,5 denotes the maximum delay.

Adding the spectrum df to the expression, the following equation is obtained by
substituting 7 (a),f}(8). and f'(7) into Eq. (15),

Q

EZ (AtK-, dt) dy, df) éﬁ: (At)n dt,di">df>

~cx (50)
Ry (At )PES (d ) (d, )% (dy)

where R (At,) is the channel dynamics given in Eq. (24), 735(d,), r r°(d,) are

spacing correlations given in Egs. (25) and (26), respectively, and 74 (df) is the spectral
correlation given by

y}c( (df> — €—2m1df€—j27rdf? (51)

7.4 Gaussian delay PDF

Given a distant Rayleigh cluster, the approximate Gaussian DPDF of TOA is
obtained [26],

~
a3
n3
3
S~—
1
~
N
P
R
(3N
¥

(52)

where

6+/2+ 2cos(6) (53)

Ve

og —

and cos(fy) and 7 are defined in Eq. (48). Therefore, for Gaussian distributed
TOA, we have,

Q

EZ (Atka dta dra df) CZK (AtK’ dta dr’ df)

(54)
Ry (At )2 (do )iy (dy )7 (dy)

where R}, (At,) is defined in Eq. (29), r;25(d,), r}°(dy) are spacing correlations

defined in Egs. (30) and (26), respectively, and r; " (dy) is the spectral correlation
given by
1"} (df) _ 672ﬂzaéd}€—j2n?df (55)
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Thus, an AR(p)-based state-space MIMO-OFDM channel model has been
constructed. However, this approach is only applicable to a single scattering cluster.
Next, the method for constructing a multi-cluster MIMO-OFDM channel model is
described.

8. Multi-cluster MIMO-OFDM channel model

According to previous studies, Egs. (50) and (54) are two key functions for build-
ing the MIMO-OFDM channel model based on a single scattering cluster. Combining
these two types of channel models, a multi-cluster MIMO-OFDM channel model is
constructed. In this way, a physical propagation environment of radio waves is
reconstructed by simulations.

Considering a radio wave propagation environment with K distant
Cauchy-Rayleigh and Rayleigh scattering clusters, as shown in Figure 10, it is
assumed that the BS is fixed while the MS is moving with speed v, and there
is noline of sight (LOS) between the BS and MS, all of the signals transmitted
and received are via these K uncorrelated scattering clusters. Each cluster is
grouped into resolvable multi-path components. Besides, within a cluster, the trigo-
nometric relationship among the BS, scatterers, and MS has been introduced, as
shown in Figure 4.

For this model, only a single scattering event along each path between the transmit
and receive antenna arrays is considered. That is, it is assumed that the contribution to
the power due to multiple scattering events is much lower and will be ignored.

In addition, the radio waves contributed from different scattering clusters can be
added to obtain the contributions of all.

The power contributed from each cluster is dedicated in a portion to the Doppler
power spectrum. From this point of view, under the assumption of uncorrelated
scattering clusters, the summation of the radio waves can be regarded as adding up
each individual portion of power. These contributions will result in a K-cluster MIMO-
OFDM channel model if the delay factor is taken into account.

Cluster K-1 |

Cluster K

Figure 10.
Multiple distant scattering clusters, cluster no. 1 to cluster no. K, in a radio wave propagation environment, in
which each cluster is grouped into vesolvable multi-path components.
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8.1 Multi-cluster angular-delay Spectrum

The joint angular-delay spectrum associated with K scattering clusters can be
written as

f:lpkfak,fk (ak’ Tk)
K
k:1P ke
P, (e )f (k)

K
k:lP ke

fa,r (a’ T) =
(56)

where P, denotes the power contributed from the kt% cluster. Taking summation
over the angles, the marginal distribution represents the PDP, f (), of the clusters.
The sum over the delays stands for the angular power distribution, f,(a), of the
clusters.

8.2 Building a multi-cluster MIMO-OFDM Channel model

Connecting multiple MIMO-OFDM channel model blocks in parallel, a multi-
cluster MIMO-OFDM channel model is constructed, as shown in Figure 11, and the
number of blocks required depends on K.

The connection illustrated in Figure 11 can be transformed into the following
mathematical representation,

X1 = I'xy, + Pwy,

57
hk = ka ( )

where I', ¥, and Q are given below,

AR(p) Based h[k,0: M, —1]
MIMO-OFDM Channel Model
Block For Cluster 1

h,

—

Demux
XNIA

AR(p) Based
MIMO-OFDM Channel Model
Block For Cluster K h(k,0: M, —1]

Figure 11.

Block diagram of a K-cluster MIMO-OFDM channel model, where the input noise vector wy, € CKMMM: e
output channel vector h[k, o: M — 1} means that there are My sub-carriers from my = otoms =My — 1, and
the AR(p)-based MIMO-OFDM channel model block is shown in Figure 9.
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r, 0 - 0 ¥, 0 - 0
0, - 0 0 ¥, - 0
F: ’\I’:
0 0 r 0 O ¥
K K (58)
Q 0 0
0 @ 0
0 0 Qx

where I';, ¥; and Q; are defined in Eq. (44), which represent the matrices either
from the AR(1)-based MIMO-OFDM channel model or from the AR(3)-based
MIMO-OFDM channel model.

9. Conclusions

This chapter presents a state-space-based simulation model for MIMO-OFDM
channels. Based on this model, a physical propagation environment of radio waves can
be reconstructed by simulations.

In this approach, for each distant scattering cluster, the received power renders a
narrow peak, which contributes a portion to the Doppler power spectrum. The entire
Doppler power spectrum is obtained by summing the contributions of all these
uncorrelated scattering clusters.

One of the fundamental assumptions in this chapter is the probability distribution
of scattering clusters. The AOD, AOA, and TOA due to distant Cauchy-Rayleigh
scattering clusters can be approximately modeled as the Cauchy angular and delay
power distribution functions, while distant Rayleigh clusters result in the Gaussian
angular and delay power distribution functions.

Another underlying assumption is that more than 90% of the power is within a
small angular spread. The narrow distribution enables us to study the CSOS using
approximations for small angles. This implies that both the upper and lower limits of
the integral of the channel spatial-temporal correlation function can be extended
from [—7z, 7]to (—oo, oo) without losing its main features. Meanwhile, the assump-
tion of independence of the AOD and AOA makes the channel correlation function
integrable.

One of the main results is the decomposition of the spatial-temporal
correlation function caused by a single cluster. The CSOS can be decomposed
into disjoint antenna spacing and movement parts using the phase-shift method.
Thus, an AR(p) model can be employed to describe the temporal dynamics of the
channel.

A major result is that the radio channels can be built modularly. A state-space-
based MIMO-OFDM channel model is another major result. A distant scattering
cluster contributed to each antenna at a mobile receiver is associated with an AR(1)-
or AR(3)-based state-space SISO channel model block. The beauty of using state-space
representation is that a MIMO-OFDM channel model can be constructed using multi-
ple SISO channel blocks. Meanwhile, a correlated innovation process is employed to
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adjust the channel spatial correlation within each MIMO block and spectral correlation
between the MIMO blocks. Following the same process, it is easy to extend this model
to the multi-cluster case.

Therefore, the spatial-temporal-spectral correlation characteristics of the channel
are achievable in the simulated channels.

10. Future work

Future work may include:

e AOD/AOA Measurement

The angular-delay spectrum is an important parameter in the modeling of the
state-space-based MIMO-OFDM channels. In practice, how to measure the
directional information will directly affect the results of a realistic channel
correlation accuracy. On the other hand, the effective channel modeling largely
relies on well-defined correlation functions.

* AOD/AOA Estimation

Extracting or estimating AOD/AOA from measurements is another issue. This is
a hot research topic that attracts people. Many results have been published in the
literature, for example, the multiple signal classification (MUSIC) algorithm

[27, 28], the estimation of signal parameters via rotational invariance techniques
(ESPRIT) algorithm [28, 29], the expectation-maximization (EM) algorithm
[30, 31], and the space-alternating generalized expectation-maximization
(SAGE) algorithm [31, 32].

Several issues related to these algorithms need to be addressed, for example, how
to estimate the number of signal sources and estimate the arbitrariness of the
DOA. In addition, these algorithms do not work when the number of signal
sources is larger than the number of antennas. The recurrent neural network
(RNN) and convolutional neural network (CNN) may be suitable to solve this
problem.

* Reduce Simulation Complexity

In simulations, the computation complexity depends on the size of the antenna
arrays M, x M;, the number of sub-carriers My, and the number of uncorrelated
scattering clusters K.

For each M, x M, block, we may assign a small number to My and use the
interpolation technique to increase the size of the channels. This idea makes sense
because the contributing channels have high coherence bandwidth, which
renders close to flat fading.

In this way, the size of a spectral correlation matrix and the computational
complexity in a simulation will be highly reduced. Hence, the problem of
decomposition of the spectral correlation matrix using the Cholesky
decomposition method may be avoided. For the large size of the matrix, the
Cholesky decomposition method may lead to numerical problems.
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¢ Massive MIMO

The massive MIMO technology uses a large number of antennas at the BS to serve
multiple users simultaneously. It is proposed to improve the performance of
wireless communication systems, such as higher data rates, improved spectral
efficiency, and better link reliability. Due to the large number of antennas, the
propagating wave will no longer be a plane wave. That is, the spherical wave
model for near-field should be taken into account. In this case, a mathematical
model describing the radio channel characteristics is needed.

¢ Channel Generators

The spatial channel model (SCM) [33] and the WINNER II [34] are channel
models used in wireless communication systems. They are designed to simulate
the propagation of radio waves in different environments and are used for
evaluating and testing the performance of wireless communication systems.

They are good channel models and have been used in many radio propagation
scenarios [35-37]. However, the scatterers in both SCM and WINNER II are
limited and they cannot be used to describe situations such as the propagation of
a large number of signal sources, i.e., the presence of a large number of scatterers
in the propagation environments.

The channel model presented in this chapter can be employed to describe the
situations of a large number of scattering objects in the radio wave propagation
environment and to evaluate the performance of the designed wireless
communication systems.
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Autonomous Driving
and Cybersecurity by Design

Cecil Bruce-Boye, Thomas Eisenbarth, Moritz Krebbel,
Andreas Fechner, Robert Luyken and Telse David

Abstract

So far, real-time requirements for the overall autonomous driving (AD) have been
addressed only in a few cases. Cybersecurity and real-time capability are usually
addressed separately. However, with regard to a justifiable mobility quality, these
requirements are in direct interaction with each other. Therefore, as suggested here, it
makes sense to consider the provision of a suitable IT infrastructure with cybersecu-
rity, QoS (Quality of Service) and simultaneous real-time IoT capabilities. The early
integration of security and real-time by design, as well as the architecture concepts
mentioned, are measures that limit development costs, make the solution modular,
scalable and thus sustainable. We introduce the adaptive-real-time-manager (ARM),
an innovative concept for continuous assessment and optimization of the real-time
capability of autonomous driving systems. The paper also proposes a cloud-broker-
concept and simulation as essential building blocks to accelerate the integration of the
ARM into an autonomous driving system (ADS). Furthermore, we discuss aspects of
multisensory data acquisition and processing, addressing the integration of various
data sources and their qualities. Finally, we highlight the importance of driveability
for autonomous vehicles, emphasizing its role in comfort, safety, and user acceptance.

Keywords: autonomous driving, cybersecurity, real-time, adaptive real-time, real-time
management multisensory data, driveability

1. Introduction
1.1 General thoughts about autonomous driving

The transition from self-driving individual transport to driverless on-demand
mobility with ADS is a major challenge for both people and technology. Innovative
mobility concepts such as Mobility-as-a-Service (MaaS) and Transport-as-a-Service
(TaaS) are being developed to bring safe, environmentally friendly, cost-effective and
convenient solutions to the market [1].

As the mobility market evolves, companies will need to offer diverse hardware,
software, and services portfolios to meet the expectations of their customers.

Among the top priorities is Level 4 safety: Today’s vehicles are already equipped with
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numerous safety and assistance systems, making driving very safe. On average, a
human driver causes a fatal accident every 600 million kilometers [2]. Self-driving
systems are expected to further reduce the number of accidents. To achieve this, the
system needs to be extremely robust, which is not only challenging in terms of design,
but also in terms of verification.

1.2 A new approach: real-time IoT and cybersecurity

ADS-based mobility requires a secure, uninterrupted connection between all
traffic participants. It therefore relies on a smooth and fast flow of data for each
individual information chain between all relevant participants. This also means
that these chains must be protected from attack. All possible attack vectors must be
secured, regardless of the point of attack. At the same time, it must be ensured that
the acquisition and response times of all data in the relevant information chains are
reliable, deterministic and predictable. A suitable computing infrastructure with
cybersecurity—QoS (Quality of Service) and real-time IoT capabilities—is therefore
required [3].

The ADS system must ensure both cybersecurity and real-time IoT capabilities
across all information chains of the entire system. While these requirements may
seem contradictory at first, it is essential to perform the necessary analysis during
the design phase to develop concepts, architectures and strategies that resolve this
contradiction. By doing so, we can avoid the costly and often unattainable process of
implementing security and real-time capabilities in an ADS after the fact.

1.3 Cybersecurity for autonomous driving system

With the increase in connectivity and communication between vehicles, traffic
management systems and other elements of the transport infrastructure, the attack
surface and potential vulnerabilities are also increasing. One of the main challenges
in implementing cybersecurity in autonomous systems is that security mechanisms
such as encryption, authentication and integrity checks require time and computing
resources. These additional requirements can potentially impact the real-time capa-
bilities of the systems by increasing latency and slowing the response time of autono-
mous vehicles. However, with careful planning and innovative solutions, it is possible
to achieve both cybersecurity and real-time performance without compromising the
safety and reliability of autonomous driving systems.

The importance of cybersecurity has been acknowledged by lawmakers, leading
to the introduction of UNECE Regulations R.155 and R.156 [4, 5]. These regulations
establish requirements for the cybersecurity of vehicles and their systems, and require
the automotive industry to take appropriate security measures to ensure the cyber
resilience of their vehicles.

The combination of cybersecurity and real-time capability requires close collabo-
ration between the various disciplines involved in the development of autonomous
driving systems, such as vehicle engineering, software development and IT security.
An appropriate IT infrastructure that provides both cybersecurity QoS and real-time
IoT capabilities is crucial for the safety and reliability of autonomous vehicles. To
achieve this, the following concepts and ideas are presented, which enable an effi-
cient combination of cybersecurity and real-time capability to ensure the safety and
functionality of autonomous driving systems.
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1.4 Multisensory input information

In addition to vehicle data, a variety of external sensor-generated data, server-
based environmental data and even satellite-based positioning information are used
as input variables in the ADS. External sensor-generated data includes Car2Car com-
munication. This ensures that the speed and distance of autonomous road users in the
vicinity are monitored.

The real-time requirements in the immediate vicinity of autonomous vehicles
are obviously higher than those in the superimposed environments, from which, for
example, spatial or environmental data are obtained. Decentralization (edge comput-
ing) in the IoT network allows the next action decision to be made as close as possible
to the distributed sensors. This decision is then made available to higher-level intel-
ligent instances for further coordination and regulation of the overall process. Asa
result, there are multiple levels of interaction in the IoT network. During the software
development process, it is important to consider the transitions between the different
interaction levels.

In Section 6, we will consider velocity and position control. It is important to note
that the time to acquire data, calculate the next action and provide instructions must
be at least twice as fast as the process speed or constant to control the current process
in real-time [6]. In addition, certain safety requirements for the ADS can only be
ensured by guaranteeing real-time conditions in the information chain. It is obvious
that there is some interplay between cybersecurity and safety in terms of real-time
requirements. However, this issue is not addressed in this article.

We assume that both cascaded and cross-layer control loops are likely to become
necessary to meet the varying requirements of the different layers of the hierarchical
model, e.g. hardware, operating system, software, Car2Car, server and cloud. In order
to calculate the continuous autonomous driving speed for all collision-free positions,
the information chains require the processing of multisensory input information,
resulting in a MIMO (multiple input, multiple output) system [7, 8]. We consider the
multiple antenna approach on the transport level as given. We also want to evaluate
the driving behavior of the AD, and for this purpose we introduce the term “ADS
driveability” in Section 7. We want to encourage an objective evaluation of the driving
experience of an AD, as this can ultimately be a decisive factor in the competitive use
of ADS services.

2. Information chain according to the shell model

In order to achieve real-time control, it is essential that the data acquisition, com-
putation, and provision of the next instruction occur at a speed that is at least twice as
fast as the process being controlled [6].

Accordingly, all interaction levels in IoT must be measured for their QoS (Quality
of Service) in addition to Round-Trip Times (RTT). Only then can a reliable decision
be made as to which processes can be controlled in real-time. Alternatively, the process
speeds can be adjusted to the determined real-time characteristics (or real-time limits)
of the respective interaction levels. The speed at which the autonomous vehicle performs
over the measured interaction level should not exceed half of its real-time capability.

Figure 1 gives a rough overview of the information flow to the IoT interaction
levels and back.
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Operating System

Figure 1.
Shell model for the IoT intevaction levels [9].

Our objective is to propose a software development methodology for real-time IoT
interactions. The term “propose” implies that this is a sketch that does not claim to be
complete, but rather represents one of many possible solutions. Given the enormous
complexity of the subject, it cannot be fully represented within the scope of this
framework.

3. Cybersecurity and real-time

In the context of autonomous driving, ensuring cybersecurity and real-time
capability is crucial. With the increasing networking and automation of vehicles, new
challenges and questions arise that will be discussed in this section.

A central problem is ensuring end-to-end cybersecurity under real-time condi-
tions. To do this, security measures must be implemented at all levels of the system,
starting with the sensors and extending to communications and the cloud.

Examples include authentication and key exchange under real-time conditions.
The typical use of asymmetric crypto methods is problematic for key renewal during

Parallelizable

Calculation of

arguments

h < > d

Exchange of publicarguments

Semiparallelizable

Calculation of

keys

Figure 2.
Challenges of parallelizability in key exchange with asymmetric cryptography.
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Figure 3.
Example of parallelizing a MAC calculation.

runtime due to their slow runtime. So, if you want to still have real-time capability,
you must consider parallel key renewal during runtime (Figure 2). In addition,
the use of parallelizable crypto algorithms can be an important building block;

for example, authentication procedures, such as the Message Authentication Code
(MAC) procedure, can be parallelized to guarantee real-time capability (Figure 3).

Another component is edge computing, where data processing and analysis take
place in the vehicle instead of in the cloud, which can help optimize latency and data
rates. This supports real-time guarantees by reducing the amount of data transmitted
over the network and increasing the speed of response to events.

A major challenge arises from the fact that vehicles are in the field for a long period
of time, so future systems should be prepared for changing crypto computing power
and key length requirements by considering or balancing newer crypto techniques
such as post-quantum cryptography etc. For example, the ongoing development
of quantum computers poses a particular challenge by challenging the security of
traditional asymmetric key exchange methods [10].

In summary, ensuring cybersecurity and real-time capability in autonomous
driving is a challenging task that requires a combination of different technologies
and concepts. The integration of edge computing, parallel key renewal and authen-
tication, as well as the adaptation to future crypto requirements are key elements to
ensure the security and performance of autonomous vehicles in the connected world.

4. Real-time management

Our adaptive-real-time-manager (ARM) is an innovative concept that aims
continuously assessing and optimizing the real-time capability of autonomous driv-
ing systems. This section discusses the basic design of the ARM and its advantages
compared to existing solutions.

Factors such as vehicle environment, traffic conditions, visibility, and network
connection quality influence the real-time capability of autonomous driving systems.
The ARM constantly evaluates these factors and adjusts driving speed and strategy
accordingly (Figure 4).

A crucial aspect of the ARM concept is the Round Trip Time (RTT) of the closed
information chain from the vehicle’s sensors and actuators to the cloud and back.

The RTT varies depending on the preferred cybersecurity mechanisms, which can be
selectively integrated at different security levels.

The ARM assesses the real-time capability of the respective closed information
chain by considering the RTT and, if necessary, other system parameters. This enables
optimal adjustment of driving speed and strategy to the respective conditions.
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Figure 4.
The ARM might suggest a speed of 50 km/h when the connection quality is good and the vehicle envivonment is
favorable, but only 30 km/h when the connection quality is poor or the vehicle environment is more complex.

The ARM can reduce the impact of traffic control systems on the real-time
capability of autonomous driving systems. This is achieved by continuously adapt-
ing driving strategies and speeds to the current conditions and, if necessary, to the
information provided by traffic control systems.

A real-world scenario illustrates this benefit of ARM: An autonomous vehicle stops
before a green light at an intersection. One possible explanation for this behavior is
that the intelligent traffic light has informed the autonomous driving system of the
time remaining in the green phase. However, the ARM has suggested a driving speed
that is not sufficient to cross the intersection without a collision, so in this case the
vehicle waits for the next full green phase.

Compared to existing solutions, the ARM offers a more dynamic approach to
real-time assessment and optimization of autonomous driving systems. The continu-
ous analysis of influencing factors and the adaptation of driving speed and strategy
increase the safety, efficiency and flexibility of these systems.

Another advantage of the ARM is the ability to selectively incorporate cyberse-
curity mechanisms at different security levels. This ensures data security and system
integrity without unnecessarily compromising the real-time capability of the autono-
mous driving system.

In summary, the automITe Adaptive Real-time Manager offers a promising
approach for addressing the challenges related to autonomous driving and cyberse-
curity. Continuous real-time assessment and optimization, selective incorporation of
cybersecurity mechanisms, and enhanced interaction with infrastructure make the
ARM a unique and forward-looking solution in this field. It remains to be seen how
the ARM will prove itself in real application scenarios and what further developments
and optimizations are possible in the future (Figure 5).

Together with the ARM there are two essential building blocks that can accelerate
the integration into an ADS system:

* Cloud-Broker-Concept: This ensures independence from the cloud provider and
auniform interface on the ADS side to the cloud. An essential step here is the
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Figure 6.
Vehicle architecture with middleware and adaptive-real-time-manager in place.

integration and the interface management of the cloud broker into the system of
the ARM (see Figure 6).

* Simulation of the Adaptive Real-time Manager and the Cloud Broker: For this
purpose, we are currently designing a driving simulator that can be used and
extended to simulate the driving of a vehicle in a city, with all driving informa-
tion obtained from the cloud. By using the simulator, the effort required for
testing in the field can be reduced, as many shortcomings are already revealed by
simulations.
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5. Aspects of multisensory data acquisition and processing
Data necessary for driving a car comprised of various sources:
* Physical measurements such as location and speed;
* Events like states of traffic lights
* Linguistic variables like human descriptions of traffic congestion. A linguistic
variable gives an imprecise description of some perceived value like high,
medium, low.
Physical measurements can be direct and indirect. The direct measurements are
performed by various sensors while indirect measurements estimate values from
other measurements, events, linguistic variables. The same physical value can be

measured by different ways each characterized by different qualities of:

* Accuracy, how close a given set of measurements (observations or readings) are
to their true value;

* Precision, how fine measured values can be specified;

* Confidence, the level of trust in the measurement source quantified in some
measure like probability or possibility;

* Availability of the measurement source, e.g. in the cases of remote services like
satellites, cloud servers, neighbor traffic participants;

* Latency, the time needed for the measurement to become accessible;

* Time span and spatial location of the measurement point.

The events and linguistic variables are characterized by:

* Confidence

* Availability

* Latency

* Time span and spatial location.

Thus the same physical value can be measured by different sensors and estimated
indirectly with a great variety in accuracy, confidence, availability. For example, the
car speed can be estimated using the car wheels with high availability and low preci-
sion; or from the GPS system with low availability, precision and high latency; or

from a radar with high precision; or queried from other traffic participants with low
confidence etc.

The wide variety of sources must be integrated using plausibility checks and infer-

ence based on the reliability and availability of the sources.
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Since the sources may contradict each other, the inference model must support
conditional reasoning. This is necessary when the confidence measure of a measure-
ment is conditional on some event or other measurements, such as in the case of
computed values. At the same time driving has mission critical aspect. Therefore it
should allow reasoning under contradiction when different events and measurements
contradict each other since so that contradictions be resolved using information from
other sources available.

The confidence measure may describe either or both kind of uncertainty:

* Probabilistic resulting from a stochastic measurement process;

* Fuzzy incoming from human estimations and processes of ill-defined nature.

In addition to uncertainty the confidence measure also needs to describe contra-
diction allowing combination of erroneous sources.

Furthermore, the inference process is a subject of real-time constraints. Therefore
the choice of must consider:

* Support of fine-grained parallelism, e.g. when walking down a decision tree of
alternatives;

* Gradual refinement of the estimation in order to be able to get an answer even if
the deadline was prematurely reached at the cost of accuracy and certainty loss;

* Using conditionals in reasoning and decision making.

The latencies imposed on the measurement process consideration of the time aspect,
such as the time stamps and time intervals of the values, events and linguistic variables.

6. AD-velocity and position control

The performance of WLAN communication of multiple antennas is an important
aspect in this context, especially as a MIMO system, to improve the channel capacities
[11]. However, it essentially concerns the transport level. We consider it as a given
[12]. And on the other hand we focus on the MIMO concepts for the control of the
driving behavior of an ADS via the information chain [9]. For the present ADS with
MIMO (multiple input, multiple output) characteristics [7, 8], we define the multi-
sensory input information in a simplified way as follows:

* Vehicle board data

* External sensor-generated near-field data

* Server and satellite-based information.

The following should be considered as output variables:
* Driving speed and the collision-free

* Current position of the autonomously driving vehicle.
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To control the driving behavior of the ADS, the RTT of the information chain
plays a crucial role.

Suitable methods for controller synthesis are available according to (Ackermann).
For digitization, the choice of sampling time is

RTT
T =——- 1
5 €y
or sampling angular frequency is
2z
i 2
T )

where @, , according to the Shannon theorem, is the largest angular frequency
occurring in the information chain. However, the angular frequencies of the distur-
bance signals, the multisensory input variables, and the bandwidths of the controls
must also be considered in this context. These considerations apply to both control
variables, ADS velocities and the continuous determination of collision-free positions.

7. AD-driveability

Initially, driveability refers to a vehicle’s driving dynamics, particularly in terms of
power, throttle response, engine, transmission, braking and steering control. Itis an
important aspect of the overall ride quality of a vehicle and has a significant impact
on driver experience and customer satisfaction.

Good driveability means that the vehicle responds smoothly and predictably in
all driving situations. Driveability is particularly important in modern vehicles with
electronic controls, as it ensures precise and responsive control of the engine and
other systems.

Driveability is of high importance for both comfort and safety. For example, in
critical situations such as emergency braking or quick evasive maneuvers, good drive-
ability can help the vehicle remain stable and the driver to maintain control.

Autonomous vehicles are not driven by human drivers. Therefore, the term
driveability should be redefined as AD-driveability. This creates a basis for objectively
evaluating different Maa$S and TaaS concepts in terms of driving style and experience.

As far as comfort is concerned, passengers should not be impaired in their activi-
ties (working, reading, sleeping...) during the journey. For example, by braking too
hard, accelerating too fast or driving in a jerky manner.

Good and safe driving behavior “AD-driveability” will become a competitive factor
for autonomous vehicles, as the purchase decision will essentially depend on it. It is
expected that the Maa$, TaaS concept, which reaches the destination faster with smooth
driving comfort, will achieve a higher acceptance in the Maa$S and Taa$ service market.

The solutions outlined here, for the correlation of real-time and cybersecurity and
adaptive real-time managers can make a decisive contribution to this.

8. Conclusion

This paper has presented a comprehensive overview of various challenges and
potential solutions related to autonomous driving and cybersecurity by design.
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Ensuring real-time control, end-to-end cybersecurity, and driveability are criti-
cal aspects of developing successful autonomous driving systems. The proposed
adaptive-real-time-manager (ARM) concept is a promising approach to addressing
these challenges by continuously assessing and optimizing the real-time capability
of autonomous driving systems while considering various influencing factors and
selectively integrating cybersecurity mechanisms.

The integration of edge computing, parallel key renewal, and authentication, as
well as the adaptation to future crypto requirements, are essential elements for ensur-
ing the security and performance of autonomous vehicles in the connected world. The
Cloud-Broker-Concept and simulation of the Adaptive Real-time Manager and the
Cloud Broker further support these efforts by facilitating the integration into an ADS
system and allowing for more effective testing and optimization.

Aspects of multisensory data acquisition and processing have also been explored,
emphasizing the importance of integrating a variety of data sources and managing
uncertainties and contradictions in the inference process. Speed and position control
have been addressed as crucial aspects of autonomous driving, highlighting the
significance of considering the round trip time of the information chain in controller
synthesis.

Finally, the concept of driveability has been discussed in the context of autono-
mous vehicles, underlining its importance for passenger comfort, safety, and overall
user experience. As the field of autonomous driving continues to evolve, the strategies
and concepts presented in this paper serve as valuable building blocks for developing
secure, efficient, and adaptable autonomous driving systems that meet the demands
of an increasingly connected world. Future research and development efforts will
undoubtedly reveal new challenges and opportunities for further enhancing the
safety, performance, and acceptance of these innovative transportation solutions.
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Chapter 14
MIMO Radar

Motoyuki Sato

Abstract

We show the concept of multiple-input multiple-output (MIMO) radar and introduce
practical applications, which include ground based synthetic aperture radar (GB-SAR)
and ground penetrating radar (GPR). As an example, a 17 GHz MIMO GB-SAR system to
be used for landslide monitoring and infrastructure measurement is described. We also
show that a MIMO GPR system “Yakumo” can achieve dense three-dimensional (3D)
subsurface imaging compared to conventional GPR. We also explain that MIMO GPR can
be used for common midpoint (CMP) measurement, which can be used for the estima-
tion of the vertical profile of EM velocity, which is related to soil moisture.

Keywords: GPR, GB-SAR, MIMO radar, multi-static radar, DInSAR

1. Introduction

Ground based synthetic aperture radar (GB-SAR) has been used for the observation of
the displacement of ground surface and can be applied, for example, to remote landslide
monitoring. GPRis a useful method for shallow subsurface imaging and widely used for the
detection of buried pipes. Conventional GB-SAR systems and GPR systems are equipped
with a pair of a transmitting antenna and receiving antenna, and synthetic aperture radar
(SAR) processing is applied to the data sets acquired by moving the pair of antennas.

Instead of moving antennas for radar imaging, we introduce MIMO technique,
where we use fixed multiple antennas for equivalent SAR imaging. In both GB-SAR
and GPR systems, we use multiple transmitting and receiving antennas equivalent to
multiple-input and multiple-output (MIMO). This radar configuration is referred as
multi-static radar. However, we acquire all the combination of transmitting and
receiving antennas, which is not common in the conventional multi-static radar. This
is the reason why we call it MIMO radar, and we show that it expands the potential of
radar drastically. The targets of MIMO GB-SAR and MIMO GPR such as land slope
and buried pipes are stational, and we can acquire radar signal from these targets by
switching all the transmitting and receiving antenna combinations. We do not need
orthogonal signal transmission for the identification of the transmitted signal by
receiver, because signals can be separated by the time sequence.

2. GB-SAR

Differential interferometric synthetic aperture radar (DInSAR) by GB-SAR is used
to measure the displacement of the target surface [1]. This method has been used for
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monitoring landslide slopes [2-4], volcanic lava domes [4, 5], and inspection of
large-scale infrastructure facilities such as dams and bridges [6, 7]. However, by
conventional GB-SAR, the data for SAR processing is acquired by physically moving a
radar unit equipped with a pair of transmitting and receiving antennas on a rail. The
size of the rail determines the synthetic aperture length, which is typically about 2 m
for 17 GHz GB-SAR. The data acquisition takes several tens of seconds to several
minutes for one SAR image. Recently, MIMO radar [8-11], which does not have to
move a radar unit, has been proposed to use for GB-SAR applications.

MIMO radar is a multi-static array type radar that has multiple transmitting and
receiving antennas. However, MIMO radar transmits electromagnetic wave from one of
the transmitting antennas, and the reflected signal is received by all the receiving anten-
nas. Consequently, for a radar system with M transmitting and N receiving antennas,

M x N independent radar signals can be measured. This is equivalent to acquire radar
signal by using M x N independent antenna pairs. This concept is called virtual array.

Compared to conventional GB-SAR, MIMO radar can acquire data in a short time
by using electronic switches for multiple transmitting and receiving antennas. Since
MIMO radar has no mechanical moving parts, it can improve the reliability of long-
term operation.

3. MIMO GB-SAR

MIMO radar uses multiple transmitting and receiving antennas independently to
form a single SAR image, and a virtual array replaces the physical transmitting and
receiving array which is equivalent to an array composed of monostatic radar capable
of transmitting and receiving.

Figure 1 shows the relationship between a physical bistatic radar consisting of a
pair of transmitting and receiving antennas and a monostatic radar with a virtual

P(x,y,z)

Figure 1.
The relationship between a physical bistatic radar consisting of a pair of transmitting and veceiving antennas and a
monostatic radar with a virtual array.
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array. Here, O is the coordinate origin, P is the target position, Tx and Rx are the

—
. . . . .o, . d .o,
transmitting and receiving antenna positions, 4, and b,, are the position vectors of

the transmitting and receiving antennas, and 7 is the target position vector. The path
length R, ,, is that of the EM wave propagating from the n-th Tx antenna to the target
and to the 7-th Rx antenna is given as:

— —
Rn,m = |7 —an

+ ’?fim‘ 1)

When the target is far enough from the origin compared to the wavelength, it can
be approximated by

()

The condition for this approximation [11] is determined by the total length of the
transmitting and receiving array Lrx, Lrx as shown in (3). If (3) is satisfied, the array
factor generated by the virtual array will be given by the product of the physical
transmitting array factor (4) and the receiving array factor (5), where A is the wave-

length, k is the wavenumber, and 7 is the directional 7 vector given by (6).

- L3 +1L3
17| 21.24\/% (3)

1 & R
FTX(Q’ ¢) = Neijklrl Zef]kan‘l (4)
n=1
1 = n - -
Fre(6,¢) = MeﬁkM Zeﬂkhm‘l )
n=1
sin @ cos ¢
[ = | sinfsing )
cosf

To prevent the generation of grating lobes in a basic concept for designing array
antenna, and the antenna spacing 4 must satisfy the condition d < 1/2. In MIMO radar,
we consider this condition for the virtual array, but not for the physical antenna
positions.

Back-projection algorithm is used to reconstruct the SAR image from data acquired
by MIMO GB-SAR. The SAR image 1(7) is obtained by (7), where, s,,,, is the radar

waveform (range profile) measured by the combination of the #-th transmit antenna
and the m-th receive antenna.

M N )
1(7) =33 ()R e 7)
m=1 n=1

To estimate the surface displacement of the imaged objects, DInSAR is performed
using the phase difference of a pair of SAR images acquired at different times.
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Assuming two SAR images acquired at different time as master and slave images,
the phase difference A¢ between the master image I M and the slave image I S is
given by (8).

3g(#) = arcan ()5 (7)) ;
) ()5 () ¢

The actual displacement Ad is obtained by (9), where A is the wavelength at the
center frequency.

Ad (7) _ j—; Ad (7) 9)

4. 17 GHz MIMO radar design

By the recommendation of ITU, 17 GHz is one of the standard frequencies used for
GB-SAR all over the world, and it is suitable for the measurement of bare soil ground
surface. We use 17 GHz for our system, and the specifications of the MIMO radar that
we designed are shown in Table 1. The designed antenna arrangement is shown in
Figure 2. By using these technical specifications, the antenna array factors are simu-
lated and shown in Figure 3. Figure 3 shows the array factors of the transmitting
antenna array and the receiving antenna array and the virtual array. The separation of
adjacent transmitting antennas is 17.5 mm, which is one wavelength at 17 GHz, and
the separation of the adjacent receiving antennas is 131.3 mm, which corresponds to
7.5 wavelengths, and the separation of the adjacent virtual antennas is 4.4 mm, which

Center frequency fe 17.1 GHz
Frequency bandwidth B 200 MHz
FM-CW sweep time T 100 ps
Number of transmitting antennas N 15
Number of receiving antennas M 15

Table 1.
The technical specification of the 17 GHz MIMO radar.

0.1 T T T T T T

T
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Figure 2.
The antenna arrangement of the 17 GHz MIMO radar. 15Tx, 16Rx and 240 virtual antennas.
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Figure 3.
The antenna factor of the 15 x 16 17 GHz MIMO radar.

is the 1/4 wavelength. The transmitting and receiving equidistant arrays are separated
by 150 mm vertically.

In Figure 3, we find that the grating lobes are generated in the physical receiving
antenna array. However, since the null points of the transmitting antenna array
overlap it and cancel in the virtual array and the radar system has no grating lobes. We
should note that the number of physical antennas can drastically be reduced from
M x N toM + N by MIMO GB-SAR.

5. Evaluation of 17 GHz MIMO radar

A prototype MIMO radar based on the above design was built and evaluated. We
used a patch antenna for the array antenna element [12], which has a wide beam in the
horizontal direction and sharp beam in the vertical direction, to avoid the ground
surface clutter. We adopt FMCW radar system, and the antennas were connected
with coaxial cables through a 16ch semiconductor switch.

Experiments were conducted to evaluate the MIMO radar system. Figure 4 shows
the MIMO radar facing the targets. A 15 cm trihedral square metal corner reflector is
placed at 5 m from the center of the radar. In addition to the corner reflectors, there
are also some targets. Figure 5 shows the reconstructed SAR intensity image. In
Figure 5, we can find the image of the corner reflector at [X, Z] = [0, 5]. The images of
other targets are also formed accurately; we think the system works properly.

Metallic 71

storage { \
house (f ¢
n

Vi it . I\f:etallic
eV storage
CR jotor cycle h B

Figure 4.
The 17 GHz MIMO radar and targets.
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Intensity [dB]

Figure 5.
The reconstructed SAR intensity image of the 17 GHz MIMO radar.
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Figure 6.
SAR interferograms when the displacement of all five patches is —4 mm. The positions of the displacement are also
shown.

We will use the prototype MIMO GB-SAR for ground surface displacement mea-
surement. In order to evaluate the capability of DInSAR, we made a wooden wall having
10 m width and 2 m height, with 20 cm x 20 patches, which will be displaced from the
flat surface. This wall has five displacement patches at 2.5 m intervals. The wall has a
rough surface to suppress the specular reflection. In this experiment, the distance from
the radar to the wall was 10 m. Figure 6 shows SAR interferograms when the displace-
ment of all five patches is —4 mm. At this time, pixels below —35 dB were masked in the
SAR intensity image in order to extract the displacement on the wall surface. Also, the
squares in Figure 6 indicate the position of each displacement plane.

We can confirm that the displacement was detected at the position of each dis-
placement plane in Figure 6; Figure 7 shows a comparison of displacement and

-10 9 -5 -7 -6 -5
Actual displacement [:um]

Figure 7.
A comparison of displacement and estimated displacement in each displacement plane.
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estimated displacement in each displacement plan, and we can see that the displace-
ment is correctly estimated.

6. GPR

Ground penetrating radar (GPR) is a useful method for shallow geophysical
exploration and is widely used for the detection of buried objects such as pipes and
cables and voids under pavement. GPR basically has a pair of transmit and receive
antennas. By scanning the GPR unit, GPR profiles along the survey line can be
obtained. In order to extend the swath width in the direction perpendicular to the
survey line, we can set multiple radar units and measure simultaneously. If the multi-
ple radar devices are synchronized, it is a multi-static radar and can greatly improve
the quality of radar data. And if we use all the combinations of the transmit and
receive antennas, we can configurate MIMO GPR.

7. MIMO-GPR “Yakumo”

We developed a MIMO GPR system “Yakumo” shown in Figure 8, for scanning a
large area [13-15]. Yakumo was developed for surveying 1-2 m in depth, which is
relatively deep compared to the similar multi-static GPR systems. Yakumo is a SF-CW
radar that uses 50 MHz-1.5 GHz, which is a relatively low frequency compared to
MIMO-GPR for pavement inspection. Since this device operates in a wide frequency
bandwidth, it can select optimal frequency.

Figure 8.
MIMO GPR system “Yakumo”.
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Figure 9.
The antenna arvangement of the MIMO GPR system “Yakumo”.

Frequency

50 MHz-1.5 GHz

Radar system

SF-CW

Antenna element

Bowtie antenna

Number of antenna element

Tx 8, Rx 8

Data acquisition interval

1cm

Data acquisition speed

7 km/h (1 cm interval)

Table 2.
The technical specifications of the MIMO GPR.

Figure 9 shows the antenna arrangement of this system, which is equipped with
eight transmitting and receiving antennas, and Table 2 shows the technical specifica-
tions. Antenna feeding point separation in the same row is 240 mm but a minimum of
120 mm in the transverse direction between transmit and receive antenna by the

staggered position.

Yakumo is a multi-static radar, but by measuring the radio waves transmitted from
one transmitting antenna with all receiving antennas, it is possible to acquire complete
three-dimensional (3D) subsurface information by looking at the target from differ-

ent angles. This leads to advanced 3D imaging.

8. Measurement example

An example of C-scan imaging by Yakumo is shown in Figure 10, which was
acquired in a rice paddy field in winter time [14]. The radar was scanned in the
horizontal direction of the figure, and six images of 2 m swarth width are
superimposed vertically. The two white lines that can be seen in the C-scan image are
agricultural drainage. Due to the high accuracy of the position control, the water pipes

for drainage are correctly visualized in a straight line.

9. CMP measurement

Common midpoint (CMP) technique is used for estimating vertical profile of the
velocity of electromagnetic wave in subsurface geological layers. In order to acquire
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Figure 10.
C-scan imaging by Yakumo. The two white lines are agricultural drainage.
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Figure 11.
Combinations of the transmitting and receiving antennas to acquire CMP data sets.

the CMP data by using a conventional GPR system, we move the transmit and receive
antenna simultaneously to the opposite direction so that the reflection from the CMP
point stays at one position. We fit theoretical arrival time of the reflected wave from
the target at the midpoint position and estimate the velocity and the depth of the
reflecting layer simultaneously by the use of a velocity spectrum. MIMO GPR can
achieve CMP measurement by selecting a combination of antennas so that the center
of the array is the midpoint (midpoint) of the transmitting and receiving antennas, as
shown in Figure 11. CMP measurement can be performed without moving antennas
by MIMO GPR [15, 16].

We show an example of simultaneous CMP and profile measurements performed
by Yakumo near Sendai Airport, which was damaged by the tsunami of the Great East
Japan Earthquake in 2011. This site was a rice paddy field, but the tsunami invaded,
and then, the surface soil was releveled. Figure 12 is the CMP data, and Figure 13 is
the velocity spectrum obtained by the CMP analysis. Spectral peaks are seen at four
different depths, detecting four stratified geological boundaries. Figure 14 shows a
continuous display of the velocity obtained by the CMP analysis along the survey line.
Under the assumption that homogeneous soil moisture is almost uniform, the distri-
bution of geological boundaries can be detected. These are considered to contain
information from geological deposited by the Great East Japan Earthquake in 2011 to
past tsunami deposits from more than 1000 years ago.
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Figure 12.
CMP profile measured by Yakumo near Sendai Airport.
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Figure 13.
The velocity spectrum of the CMP profile in Figure 12a.
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Figure 14.
Continuous display of the velocity obtained by the CMP analysis along the survey line.

10. Conclusion

The design and prototype MIMO GB-SAR was shown in this chapter. Higher pulse
repetition frequency (PRF) of MIMO GB-SAR can easily be achieved, and it can be
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used for vibration measurement. Compared to the conventional GB-SAR, MIMO
GB-SAR has advantage in maintenance, because there is no mechanical moving
component.

By using MIMO-GPR, it is possible to measure a wide area with a wide swarth
width for one scan. However, MIMO-GPR is not limited to wide-area measurement,
but it can be used for simultaneous measurement of the wave velocity by CMP and
common offset profiling [17, 18].
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Chapter 15

Localization Techniques in
Multiple-Input Multiple-Output
Communication: Fundamental
Principles, Challenges, and
Opportunities

Katarina Vuckovic and Nazanin Rahanvard

Abstract

This chapter provides an overview of localization techniques in Multiple-Input
Multiple-Output (MIMO) communication systems. The chapter mainly focuses on
sub-6 GHz and mmWave bands. MIMO technology enables high-capacity wireless
communication, but also presents challenges for localization due to the complexity of
the signal propagation environment. Various methods have been developed to over-
come these challenges, which utilize side information such as the map of the area, or
techniques such as Compressive Sensing (CS), Deep Learning (DL), Gaussian Process
Regression (GPR), or clustering. These techniques utilize wireless communication
parameters such as Received Signal Strength Indicator (RSSI), Channel State Infor-
mation (CSI), Angle-Delay-Profile (ADP), Angle-of-Departure (AoD), Angle-of-
Arrival (AoA), or Time-of-Arrival (ToA) as inputs to estimate the user’s location. The
goal of this chapter is to offer a comprehensive understanding of MIMO localization
techniques, along with an overview of the challenges and opportunities associated
with them. Furthermore, it also aims to provide the theoretical background on chan-
nel models and wireless channel parameters required to understand the localization
techniques.

Keywords: localization techniques, positioning system, channel model, channel
parameters, machine learning

1. Introduction

The proliferation of smartphone devices has enabled the expansion of Location
Based Services (LBS) [1]. With the increasing popularity of LBS applications, there is
a growing demand for more accurate localization solutions. Wireless MIMO localiza-
tion is an alternative solution to the widely accepted Global Positioning System (GPS)
in environments where GPS falls short. Specifically, GPS faces a challenge in
maintaining accuracy and availability with urban canyons and indoor environments
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[2]. Wireless MIMO systems already exist in these environments for communication
purposes. Therefore, the existing wireless communication infrastructure can also be
leveraged to provide localization services without investing in additional equipment.
In fact, many LBS applications are enabled by wireless MIMO localization. While
compiling a comprehensive list of these applications would be difficult, the following
subsections provide an overview of some interesting LBS applications.

1.1 Applications
1.1.1 Emergency services

The purpose of emergency services is to identify a caller’s location and provide this
information to the emergency responders. Emergency service is the oldest LBS appli-
cation. The need to position mobile users was first advocated back in 1996 when the
Federal Communication Commission (FCC) announced its mandate to enhance
emergency services. During that time, the main motivation was mostly centered
around locating emergency calls [3]. Since then, both FCC Enhanced 911 (E911) and
3rd Generation Partnership Project (3GPP) requirements for localization accuracy
have become more stringent [4, 5].

1.1.2 Autonomous vehicles and urban air mobility

Precise positioning systems play a crucial role in autonomous vehicles and
Unmanned Aerial Systems (UASs) [6]. The purpose of these positioning systems is to
provide accurate estimations of the vehicle’s location and orientation relative to the
road and other vehicles (whether terrestrial or aerial). Moreover, the localization
systems facilitate tracking of other vehicles, pedestrians, and obstacles in the sur-
roundings. This information is utilized to plan safe and efficient routes, and to avoid
collisions. The wireless MIMO system can provide primary location estimation or a
backup in the event of GPS failure or loss of other proximity sensors [2]. Several
studies have explored using MIMO localization for vehicles [7-11] and UASs [12-14].

1.1.3 Field surveying and mapping

Field surveying and mapping has both civilian and military applications including
creating detailed topographical maps, measuring land boundaries, and collecting data
on natural resources. For example, in construction surveying, positioning and locali-
zation systems are used to ensure that buildings and infrastructures are positioned and
aligned correctly. In military applications, these systems can be used for reconnais-
sance of enemy territory and targeting of enemy or enemy assets. Simultaneous
Localization and Mapping (SLAM) is often employed in these types of applications.
SLAM is an active area of research and over the past few years, various surveys have
been published that summarize the state-of-the-art SLAM solutions [15-17].

1.1.4 Indoor tracking and localization

Indoor tracking and localization technology have numerous practical applications
across various industries. In healthcare, it can be used to track the location of medical
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equipment, staff and patients, ensuring efficient use of resources and timely delivery
of care [18]. In the retail industry, it can help to optimize store layouts and improve
the customer experience by providing personalized recommendations and targeted
advertising. In industrial settings, it can improve warehouse logistics and inventory
management by providing real-time tracking of goods and equipment [19]. Addition-
ally, indoor tracking and localization can be used to enhance the safety of buildings
and occupants by detecting and responding to emergencies, such as fires or security
breaches. The technology also has potential applications in the field of smart architec-
tures (smart homes [20], smart buildings [21], smart cities [22], and smart grids [23])
where it can be used to automate and optimize tasks and energy consumption.

1.1.5 Agriculture

Highly accurate localization systems have a wide range of applications in agricul-
ture, including precision farming, autonomous equipment, livestock tracking, and soil
mapping [24-28]. In precision farming, localization systems are used to collect data on
soil conditions, crop growth, weather patterns, and other factors, which can then be
analyzed to make informed decisions about crop management, including planting,
fertilization, irrigation, and harvesting. Moreover, the accurate localization systems
are also used to guide autonomous equipment to carry out tasks such as planting,
spraying, and harvesting with greater precision and efficiency.

1.1.6 Social networking

LBS-enabled social networking applications aim to connect people who are located
near each other and share similar interests. These applications use location data to
recommend nearby events, activities, or groups that users might be interested in, and
facilitate connections with others who are nearby. This approach offers benefits for
both individuals and businesses. Some popular LBS-enabled social networking appli-
cations include Meetup, Foursquare, Yelp, and Facebook Places.

2. Wireless MIMO system
2.1 Sub-6 GHz and mmWave massive MIMO systems

Fifth-Generation and Beyond (5G&B) mobile networks offer the potential for
significantly greater communication capacity and ultra high-speeds that exceed those
of previous generations by several orders of magnitude [29]. The large number of
antennas in massive MIMO allows for more precise control of the signals, leading to
increased capacity, better coverage, improved energy efficiency and reliability
[30, 31]. Specifically, massive MIMO antennas enable the generation of narrow and
highly directional signal beams. A beam can be steered towards a user to provide a
high-quality signal that is less susceptible to interference and fading.

Sub-6 GHz bands are typically between 1 and 6 GHz. This frequency range is
commonly used for wireless communication technologies such as cellular networks
(3G, 4G, and 5G), Wi-Fi, Bluetooth, and other wireless communication standards.
Sub-6 GHz systems are typically implemented using small-scale MIMO antennas.
Regarding the sub-6 GHz channel, several measurement campaigns have been carried
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out to characterize it [32-34]. The propagation that depends on path-loss and
shadowing results in large-scale fading, and multi-path propagation, results in
small-scale fading [35].

The massive increase in data traffic has made the sub-6 GHz spectrum congested.
This results in limited bandwidth for users, causing slower and unreliable connections
[36]. One solution to this problem is to move to a different frequency band such as
milimeter-Wave (mmWave) frequency channels. The channels are called mmWave
because their wavelength ranges between 1 mm and 10 mm, which is equivalent to a
frequency range between 30 GHz and 300 GHz. The mmWave channels can provide
significantly more bandwidth compared to sub-6 GHz, which will be required for next
generation wireless communication systems. Therefore, mmWave frequency has been
identified as a key technology-enabler in 5G&B [30, 35, 36]. However, there are some
disadvantages in mmWave communication such as severe signal attenuation and
blockage. The signals cannot penetrate obstacles and tend to get absorbed by rain
[37, 38].

In an experimental study, a comprehensive channel measurement campaign was
conducted in Europe in 2014-2016 in numerous indoor and outdoor scenarios. The
study showed that geometry of the main propagation paths at sub-6 GHz and
mmWave bands are almost similar [39]. However, the blockage at mmWave band
causes higher losses, rendering the path completely blocked. This experimental out-
come has motivated several recent studies to use sub-6 GHz channel information for
mmWave applications [40-42].

2.2 Single-site system model

In wireless communication, the Base Station (BS) and User Equipment (UE)
engage in point-to-point communication as shown in Figure 1. The BS may function

MIMO BS

— LOS

= = = NLOS

USER

Figure 1.
Single-site wireless MIMO channel model showing LOS and NLOS propagation paths between BS and UE.
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as an Access Point (AP) or as another device in device-to-device communication.
Typically, the BS has multiple antenna array elements while the UE may have one or
more antenna elements. A general assumption is that the BS and UE are located in the
far-field zones of each other, and multiple propagation paths exist between them.
Multipaths arise from either reflection off objects or scattering [43]. Typically, there is
a Line-of-Sight (LOS) path and several Non-LOS (NLOS) paths. The LOS path can be
blocked, in which case only NLOS paths may exist.

Regardless of which side transmits the signal, the propagation path geometry
between the BS and UE remains the same. Each path is characterized by an Angle-of-
Departure (AoD), an Angle-of-Arrival (AoA), a Time-of-Arrival (ToA), and a com-
plex gain. Since the signal geometry is invariant, it is possible to use AoA and AoD
interchangeably. The AoD and AoA are vectors that define the azimuth and elevation
angles in 3D space, while ToA represents the time it takes for the propagating signal to
travel from the transmitter to the receiver. The ToA is sometimes referred to as the
propagation path delay. ToA is equal to the length of the path traveled (4) divided by
the speed of light (c):

T=d]/c. (1)

The 2D multipath propagation geometry is illustrated in Figure 2. In the LOS case,
the shortest distance between the BS and UE represents the path traveled by the LOS
signal. Furthermore, Figure 2(a) shows the AoD from the BS 6] ;g and AoA at the UE
0] os- On the other hand, the NLOS propagation path can be modeled using a virtual BS
(BS’) [43] as depicted in Figure 2(b). A NLOS path can be thought of as direct path
from a virtual node behind the reflecting surface. The virtual BS is on the opposite side
of the reflecting surface, maintaining the same distance from it as the original BS,
resulting in dyios1 = dy,0g;- The total path traveled by the NLOS signal is
dnios = dnrosi + dnrosz. Furthermore, the AoD from the virtual BS can be calculated
as  — 05 05> Where 05 o is the AoD at the original BS.

2.3 Channel model

The wireless communication community has widely adopted the COST 2100
MIMO channel model [44] as the predominant geometric channel model. This model

Reflective Surface

AnLos,
UE

O165
BS

(a) (b)
Figure 2.
(a) LOS propagation path geometry for estimating relative location of the UE with respect to the BS. (b) NLOS
propagation path and virtual BS (BS’) geometry for estimating relative location of the UE with respect to the BS.
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expresses that a propagation environment can be defined by a set of scatterers that
create clusters of multipath components. The model is applicable for both sub-6 GHz
and mmWave band frequencies.

Consider a MIMO Orthogonal Frequency-Division Multiplexing (OFDM) wireless
system, in which the BS and the UE are equipped with antenna arrays with Nz and Ny
elements, respectively. The system uses OFDM signaling with N¢ subcarriers and the
wideband channel has L taps. The received signal at the I”* subcarrier of the UE
antenna array can be expressed as

ylll =H[s[l] +n[l]. 2)

Here, y [I] € CNv*! denotes the received signal, H [I] € CNv*N? represents the chan-
nel matrix, s[I] € CV**! represents the transmitted signal, and #[I[] ~ N'C (0, , 6°I)
denotes the noise at the receiver.

The propagation paths between the BS and the UE can be split into C distinguishable
path clusters, with each cluster containing R¢ distinguishable paths. Each path cluster is
characterized by a mean time delay rﬁf’), kel, ..,C,mel, ...,Rc, amean AoD
0%, p* €[0,x), and a mean AoA 0, ¢} €0, 2x). Each cluster contributes R¢ paths
between the transmitter and the receiver, where each path has a relative time delay 7,
(relative with respect to mean), a relative AOD Hctz, ch , a relative AOA 9:::, ::’ and a
complex path gain «,,. The mean and relative paths are illustrated in Figure 3.

2.4 Channel state information (CSI)

Assuming the channel model defined above, the complex baseband delay-¢£ MIMO
channel matrix H [¢] € CNV*N? can be written as [45, 46]

MIMO BS

— mean path

- === relative paths USER

Figure 3.
The mean and velative paths of a NLOS path.
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NNy G &
HIO =\ [F200 0D aoen (07 + 07, 0 + 4% )eft (05 + 02,42 + ¢ )8(¢T, — n, T,
pl

c=1 ¢,,=1

(3

where # = 0,1, ...,L — 1. Furthermore, P, indicates the pathloss between the
transmitter and the receiver, while e, (0, ¢) € CV2*! and e, (0, ¢) € CNv*! denote the
antenna array response vectors of the transmitter and the receiver, respectively. §(t) is
the Dirac function, T is the signaling time, and n,,, = [%J.

The channel matrix at subcarrier k, denoted as H [k], can be written as

Hlk] =S L H [f]eﬁ%f. The overall Channel Frequency Response (CFR) matrix,
denoted as H, can be expressed as H = [H[0], H[1], ..., H [N¢ — 1]], where Nc is the
number of subcarriers. This matrix is also known as the Channel State Information
(CSI) and its estimation is referred to as the channel estimation problem.

The direct measurement of CSI is possible using MIMO-OFDM systems with fully
digital beamforming which is available at sub-6 GHz bands. However, in the
mmWave band, only analog beamforming is available, making direct CSI measure-
ment not feasible. Instead, estimation techniques are used to obtain the CSI indirectly
[47]. Channel estimation in mmWave massive MIMO channel is under extensive
research and several CSI estimation methods have been proposed to this end [48-50].
Accurate estimation of these parameters is crucial for effective localization.

2.5 Angle-delay-profile (ADP)

Assuming a single antenna at the UE and a uniform linear array antenna at the BS,
the ADP is a linear transformation of the CSI computed by multiplying it with two
Discrete Fourier Transform (DFT) matrices V € CN*Ne and F € CNe*Ne, The ADP
matrix G € CV#*N¢ g defined as follows [51]

G = VIHF, (4)
where V € CV8*V5 s defined as
1, ()
V] = —me /2T, 5)

and F e CNexNe g

(6)

wherei =0, ...,Nc—1landk =0, ...,Ng — 1.

This transformation has proven to be quite useful for various localization applica-
tions. Figure 4 illustrates an example of the magnitude of the raw CSI |H| and its ADP
transformation |G|. The transformation converts the data into a sparse representation
which has shown to improve the performance and generalizability of data-driven
models [52]. Furthermore, in the visual representation of the raw CSI data, the scat-
tering characteristics of the multipaths are ambiguous [53]. In contrast, the ADP
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Figure 4.

(a) Raw CSI data of a OFDM-MIMO system with 30 sub-carriers. The BS is equipped with a uniform linear
array antenna with 30 antenna elements, and UE with single antenna. (b) the ADP transformation of the CSI in
(a) with LOS and NLOS path clusters labeled.

provides semantic visual interpretation of the channel multipath, where [G]; , denotes
the power of path associated with the angle

0, = arccos (Zkl\_[i:\’B), 7)

and delay
T, = ZTS (8)

The semantic visual interpretation means that the path clusters can easily be
identified visually in the ADP. Referring to Figure 4(b), the strongest peak in the
ADP is the LOS path cluster and the remaining peaks are NLOS path clusters. This
information is not visually observable in the raw CSI in Figure 4(a).

2.6 Received signal strength indicator (RSSI)

The RSSI is a metric used in wireless communication systems that measures the
strength of a received signal. RSSI parameters are typically used in distributed (or cell
free) MIMO localization systems. Cell-free MIMO uses a large number of distributed
antennas and MIMO techniques to improve coverage, capacity, and reliability com-
pared to single-site MIMO system shown in Figure 1. Specifically, it aims to improve
the performance of single-site MIMO systems by dynamically assigning antennas to
users based on their location and available resources.

An example of a distributed MIMO system is illustrated in Figure 5. In this example,
there are multiple BSs distributed in the environment. The RSSI is measured for each BS
to create a RSSI vector p = (p;,p,, ..y )> where M represents the number of BSs and
p, is the RSSI from the i BS. The RSSI vector should be unique for every location in the
environment. To ensure the uniqueness of the RSSI vector, multiple BSs are necessary.

2.7 Channel parameters summary

The common channel parameters discussed above are summarized in Table 1.
These parameters can be used individually or in combination to estimate the location
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Figure 5.
Hllustration of a distributed MIMO system with four BSs and one UE.

Parameter Description Notation
AoD Angle-of-departure (g(t) , ¢(t))
AoA Angle-of-arrival (69, ¢")
ToA Time-of-arrival (delay) T
CSI Channel state information H
ADP Angle delay profile G
RSSI Received signal strength indicator P
Table 1.

List of MIMO channel parameters utilized in localization techniques.

of a UE. For instance, to define a propagation path, AoD or AoA is often used in
conjunction with ToA.

3. Localization techniques

Localization is an extensive area of research in wireless MIMO communication and
several different approaches have been proposed to solve this problem. This section
provides an overview of the common localization techniques in sub-6 GHz and
mmWave MIMO systems.

3.1 Map-assisted localization

Map-assisted localization techniques leverage 2D or 3D environment maps along
with channel parameters to determine the location of UEs. The map provides infor-
mation about the scattering surfaces and other obstacles in the environment. Then, by
utilizing the AoD and delay of the signal path, multiple beam paths can be traced from
the BS to the UE. This is illustrated in Figure 6. The paths are traced using the
geometry defined in Figure 2. The point where these paths intersect is the UE’s
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Obstacle

Obstacle

Figure 6.
Map-assisted localization using propagation path tracing. The figure illustrates the LOS path and three NLOS
paths between the BS and UE. The intersection of these four paths represents the UE’s location.

location. The minimum requirement to localize the UE is the AoD of two different
paths. Alternatively, the UE can be localized if the angle and delay of a single path are
known. The delay is used to estimate the length of the path by solving for 4 in (1).
However, more precise localization is achieved by utilizing multiple paths and incor-
porating both angle and delay information. Furthermore, since the communication is
bi-directional, either AoD or AoA can be used to estimate the UE’s location.

When analog beamforming is available, which is typically at lower frequency
bands (i.e. sub-6 GHz), the angle and delay can be directly measured. However, the
mmWoave bands digital beam forming is still prevalent, which does not enable mea-
suring angle and delay directly. Therefore, angle and delay parameters have to be
estimated. One approach to this problem is to estimate CSI and convert it to ADP.
Then, the angle and delay can be estimated using (7) and (8), respectively.

3.2 Localization using compressive sensing techniques

Compressive Sensing (CS), also known as compressed sensing or sparse sampling, is
a signal processing technique that allows for the reconstruction of a sparse signal from
a small number of measurements or samples. CS has found its way in many applica-
tions [54, 55]. Sparsity is the property of a signal or data representation whereby a
small number of coefficients or elements carry most of the signal’s energy or infor-
mation content, while the majority of coefficients or elements are zero or close to zero
[56]. In fact, many real-world signals are sparse or compressible in either their original
domain or some transform domain, such as Fourier or wavelet transforms [57].

An example is shown in Figure 4, where the raw CSI data is transformed into ADP
to create a sparse representation. As may be observed in the ADP, the multipath
components are concentrated into only a few clusters creating a sparse representation.

CS techniques have found many applications in wireless MIMO communication by
exploiting the sparsity of channel model parameters [57, 58]. These applications
include channel estimation, spectrum sensing, and localization. Channel estimation
provides information on the AoA/AoD and ToA of the paths and thus the relative
location of the UE with respect to the BS can be estimated.

In mmWave MIMO communication, channel estimation and localization are typi-
cally combined. The idea behind sparse channel estimation is that the system can
make only a few random measurements which are then used to reconstruct channel
model parameters using CS techniques. A commonly used CS technique in mmWave
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MIMO channel estimation is Distributed Compressive Sensing - Simultaneous
Orthogonal Matching Pursuit (DCS-SOMP). DCS-SOMP is typically used to estimate
AoA/AoD and ToA [59-61]. Once the angle and delay channel parameters are recov-
ered, the relative UE location can be estimated from the LOS path directly as shown in
Figure 2(a). When LOS is not available, the location can be estimated from the NLOS
path by applying the virtual BS concept as shown in Figure 2(b).

3.3 Fingerprinting-based localization

Fingerprinting is a data-driven localization technique that typically consists of two
phases: offline phase and online phase. During the offline phase, the locations in the
environment are mapped to a unique wireless measurement to create geo-tagged
fingerprint database [62]. The unique wireless measurements are referred to as fin-
gerprints. The measurements can be any wireless parameter such as RSSI, CSI/ADP,
AoA/AoD or ToA. Then, during the online phase, the new measurement (fingerprint)
is compared to the geo-tagged database to estimate the UE’s location. The underlying
principle behind fingerprinting is that the wireless channel between the UE and BS is
uniquely determined by the scattering environment surrounding the UE’s location
[63]. Therefore, each location has a unique fingerprint. Matching a new wireless
measurement to the measurements in the geo-tagged dataset typically involves a
machine learning model. The training is performed during the offline phase. The most
common fingerprinting models are based on Deep Learning (DL), Gaussian Progress
Regression (GPR), or clustering and classification models.

RSSI-based fingerprinting is commonly used in wireless systems that have rich AP
distributions such as Wireless Sensor Networks (WSNs) [64-66], Wi-Fi networks
[67, 68], or Distributed Massive MIMO (DM-MIMO) systems [69, 70]. Since the RSSI
provides a single measurement from the BS or AP, multiple APs are required to
generate a unique fingerprint. On the other hand, single-site localization takes advan-
tage of the multipath characteristics of the MIMO channel which are captured in CSI
data or the angle and delay parameters that define the multipath. Furthermore, the
CSI fingerprint can be used in its original form or it can be transformed into ADP.

3.3.1 Application of deep learning techniques

Deep Learning Neural Networks (DL NNs) require a large training dataset that
covers the entire environment. The input to the NN is the wireless measurement and
the output is the UE location. Several different NN architectures have been proposed
in fingerprinting-based localization, including Multiple-Layer Perception (MLP)
networks, [71, 72], Convolutional Neural Networks (CNNs), [51, 63, 73-75] and
Recurrent Neural Networks (RNNs) [53].

Thus far, CNN models have demonstrated the highest localization accuracy per-
formance. The CNN model treats the input fingerprint as a 2D image and performs
series of convolutions over multiple layers to establish the spatial correlation in the 2D
input. Typically, raw CSI or transformed ADP fingerprints are used for this applica-
tion. The sparsity of ADP enhances the CNN model both from a computational
complexity and a learning point-of-view [76]. RNN models are time series models that
can track the changes of the input over time to predict the next UE location. RNN
models can predict changes in the environment and account for these changes in the
location estimation. RNN models are also used to predict the future location of the UE.
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Figure 7.
Fingerprinting based multi-level classification grid of the environment map.

These networks can either be postulated as classification or regression models. In the
classification models, the environment is usually divided into grids where each grid
represents a class. If the area is larger, it is not uncommon to have multiple levels of
classification, where each grid may be subdivided into smaller grids as shown in
Figure 7. In general, the first level employs a CNN classification model (coarse search),
whereas the second level utilizes a different machine learning algorithm to perform a
fine search. In addition to increasing the complexity of the model, the multi-layer
approach is more susceptible to errors. If at the first stage, the grid is classified incor-
rectly, then the error propagates into the second stage. Furthermore, the accuracy of the
classification model is limited to the size of the grid. On the other hand, the goal of
regression is to find a function or equation that best describes the relationship between
the input and output variables. Therefore, regression models predict a continuous
output variable and the accuracy is not limited to the grid as in classification.

3.3.2 Application of Gaussian process vegression models

A Gaussian Process (GP) is a collection of random variable functions indexed by
time or space. The key property of a GP is that any finite subset of the random
variables is jointly Gaussian distributed. That is, for any finite set of vector elements
X1, ..., X, € X, the associated set of random variables f(x3), ...,f (x,) follow a joint
Gaussian distribution. The following notation is commonly used in literature to rep-
resent the GP

f(x) ~ GP(m(x),k(x,X)), 9)
where the mean and covariance functions are defined as

m(x) = E[f(x)], (10)
k(x, %) = E[(f(x) — m(x)) (f(x) - m(x)] (11)

for any x,x’ € X [77]. Therefore, the GP is entirely defined by its mean and
covariance functions [78].
A Gaussian Process Regression (GPR) model is a non-parametric statistical model

that uses a GP to model a continuous function and provides a probabilistic prediction
with uncertainty estimates [79]. To define the GPR model, assume Dy, 2 (X,y) ES

{xi, ¥; }?:1, x; €R?, y; €R to be an input—output pair training dataset. Furthermore,
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assume that a latent function f(-) is responsible for generating the observed output y,
given the input vector x;. Then, GPR model can be defined as

¥ =f(xi) +e€is (12)

where f(x) ~ GP(m(x),k(x,%')), e ~ N(0, 6%]) is the noise of the system that has
an independent, identically distributed (i.i.d.) Gaussian distribution with zero mean
and variance 62, and i refers to the i observation.

GPR models often assume zero mean as default. The correlation between input points
is defined by the covariance function (also known as the kernel). There is a variety of
kernels, including exponential, matern, quadratic, and more, each with hyper-
parameters that can be fine-tuned during training [80]. Given a new testing sample x ..,
the mean and variance (uncertainty) of the unknown output y, are predicted as

v. =KL (K+a2) 'y, (13)
V[y,] = Ku. — KT (K +062I) K., (14)

where K = K(X,X),K, =K(X,X,), and K, ., = K(X,,X,) [81]. Kis the
covariance matrix (also known as Gram matrix) whose entries are the kernel
functions k (x,-, Xj) [79].

In localization, the objective of the GPR model is to define the latent function f(-) in
(12), where x; is the channel parameter (fingerprint) and y, is the UE location. Given a
new fingerprint x ., the UE location is predicted using (13), while the level of uncertainty
in the prediction is estimated by (14). The fingerprint in distributed MIMO systems is
usually the RSSI vector as proposed in [69, 70, 82]. On the other hand, the input in single-
site MIMO systems can be AoA/AoD vector, CSI or ADP data as proposed in [83, 84].

The main advantage of GPR models over DL CNN models is that they can be
trained on substantially smaller datasets. GPR models have shown the ability to train
models with small-scale datasets due to the small number of hyper-parameters that
define the model [84]. However, the GPR model does have its drawbacks. The main
weakness of the GPR model lies in its training complexity, which is characterized by
high computational and memory demands. Specifically, GPR training has a computa-
tional complexity of O(n®) and a memory complexity of O(n?), where 7 represents the
number of training points in the dataset [85].

3.3.3 Clustering and classification

Clustering is a class machine learning algorithms used to group similar objects or
data points together into clusters. The groupings are based on some similarity or
distance measures. The goal of clustering is to identify patterns or structures in the data
that may not be immediately apparent, and to group similar data points into clusters
that can be easily analyzed or visualized. In localization, clustering techniques can be
used to compare the test fingerprints to the fingerprints in the training database. K-
means clustering and K-Nearest Neighbor (KNN) classification have widely been used
in fingerprinting-based wireless localization and have shown to provide excellent
accuracy given enough data point [86, 87]. The KNN location estimation is given by

1 K
pP=7) P (15)
K;
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Technique Parameters Methods

Map-Assisted CSI/ADP MAP-CSI [88]

AoA and ToA MAP-AT [91, 92]

CS AoA/AoD DC-SOMP [59-61]
Fingerprinting DL CSI/ADP MLP [71, 72, 93, 94], CNN [51, 73-75, 95], RNN [53]
AoA MLP [71]

AoA and ToA MLP [71]

RSSI MLP [71]
Fingerprinting GPR CSI/ADP GPR [83], FC-AE-GPR [84], DCGPR [96]
RSSI DM-MIMO (69, 70, 82, 97]
Fingerprinting clustering CSI/ADP KNN [51, 63, 86, 87, 93, 98]
AoA WMSE [90], ASCW [89]
RSSI KNN [99]

Table 2.
Methods in MIMO localization, categorized according to the localization technique employed and the parameters
utilized.

where K is the number of surrounding neighbors considered and p;, is the coordi-
nate of the i nearest reference point. Weighted KNN (WKNN) is an extension of
KNN where the contribution of each neighbor is weighted. The WKNN is defined as

K
p=> wp, (16)
i=1

where w; is the weight of the i reference point. Typically, the weight corresponds
to the distance between the reference point and the input point. The closer the
neighbor is to the input point, the more weight it carries in the final prediction. The
weights can also be defined by some similarity criteria calculated between the input
and the reference fingerprint. Various similarity criteria have been established in
wireless MIMO communication, such as normalized correlation [53, 86, 88], Joint
Angle Delay Similarity Coefficient (JADSC) [63], Angular Similarity Coefficient
Weight (ASCW) [89], and Weighted Mean Square Error (WMSE) [90].

3.4 Summary of methods

Table 2 provides a summary of the methods proposed in recent years that apply
the localization techniques discussed in the previous subsection. The techniques are
also grouped by the type of communication parameter used with the associated
technique.

4. Challenges and opportunities

While MIMO systems offer many potential communication performance
improvements and enable highly accurate localization models, several challenges still
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need to be addressed. This section aims to introduce some of the main challenges in
MIMO localization.

4.1 Dynamic environments

The majority of the models presented above assume a static environment, where the
objects within the environment of interest are not moving or changing. In real world
scenarios, we observe dynamic environments where objects are constantly moving
through the environment changing the scattering in the environment quickly and
thoroughly [53]. The static environment can be altered by any of the following
dynamic changes:

* LOS blockage: a new object blocks the LOS path between the UE and the BS.

* NLOS blockage: a new object blocks some NLOS paths between the UE and the
BS.

* NLOS addition: scattering from surfaces of a new object adds some NLOS paths
between the UE and the BS.

Some efforts have been undertaken to mitigate the impact of dynamic changes. For
example, through the analysis of the time sequence of fingerprints, it becomes possi-
ble to identify the moment when a dynamic change anomaly occurred. Models can
then be developed to identify and remove the effect of the dynamic change anomaly
from the fingerprint sample. However, countering the effects of the dynamic
environment still poses a challenge in many proposed approaches.

4.2 Dataset collection

Data-driven localization techniques, specifically DL techniques, thus far have
shown the best performance when it comes to accuracy. However, there is a major
challenge with real world deployment of these models. In particular, data-driven
methods necessitate extensive datasets for training the models, which are obtained
through costly measurement campaigns that can be difficult to perform. Furthermore,
as the environment changes, the dataset becomes invalid and a new measurement
campaign needs to be deployed.

4.3 Generalization

Generalization in massive MIMO refers to the ability of a system to maintain good
performance in a wide range of scenarios, including different channel conditions and
new environments. This is important for practical deployment of massive MIMO
systems, as it ensures that the system will work well in real-world environments
where the conditions may vary.

Transfer Learning (TL) has been suggested as a potential approach to improve
generalization in machine learning [73]. This technique involves reusing a pre-trained
model to enhance the learning and generalization of a new model. In TL, the pre-
trained model is fine-tuned to the new environment using a small dataset representa-
tive of that environment. The goal is to leverage the knowledge gained from the prior
environment to enhance the learning and generalization of the new environment.
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Some studies have been exploring TL techniques to adapt their models to new envi-
ronments [73, 100, 101]. However, TL does not solve the problem completely as it still
requires some data collection in new environments. Generalization remains an open
area of research in DL-based localization.

4.4 Adversarial attacks

An adversarial attack is a type of cyber-attack where an attacker modifies data to
deceive or harm a machine learning system, causing it to produce incorrect or unex-
pected results. DL techniques are vulnerable to such attacks, and intentional CSI
perturbations can significantly impact the accuracy of fingerprinting-based localiza-
tion. While few studies have addressed adversarial attacks and defenses in the context
of MIMO systems [102], it remains an open area of research.

5. Conclusions

This chapter offers a comprehensive overview of the localization techniques pro-
posed in wireless MIMO communication systems in sub-6 GHz and mmWave fre-
quency bands. Initially, the need for highly accurate positioning systems is introduced
along with some applications in LBS. Subsequently, the wireless communication
parameters that define the propagation within the MIMO channel model are intro-
duced. This is followed by a discussion on several localization techniques in MIMO
systems including map-assisted, CS based, and fingerprinting models. This chapter
explains how each localization technique uses wireless communication parameters to
localize the UE. Finally, the last section outlines the remaining challenges and possible
opportunities for improvement on MIMO localization.
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